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Déborah P. Rondanini, Lucas Borrás, Roxana Savin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 972

Increasing Salinity Tolerance of Crops

Stuart J. Roy, Mark Tester . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 986

Integrated Pest Management

Ramon Albajes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1003

Irrigation Management for Efficient Crop Production

Elı́as Fereres, Margarita Garcı́a-Vila . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1035

Life Cycle Assessments and Their Applications to Aquaculture Production Systems

Patrik J. G. Henriksson, Nathan L. Pelletier, Max Troell, Peter H. Tyedmers . . . . . . . . . . . . . . . . . . . . 1050

Livestock Somatic Cell Nuclear Transfer

Sergio D. German, Keith H. S. Campbell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1067

Lodging Resistance in Cereals

Pete M. Berry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1096

Mariculture Systems, Integrated Land-Based

Muki Shpigel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1111

Marine Aquaculture in the Mediterranean

Dror L. Angel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1121

Marine Fisheries Enhancement, Coming of Age in the New Millennium

Kenneth M. Leber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1139

Marker-Assisted Breeding in Crops

Roberto Tuberosa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1158

Medicinal Plants, Engineering of Secondary Metabolites in Cell Cultures
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Biologie du Développement et Reproduction

Institut National de le Recherche Agronomique

Jouy en Josas

France
JOHN HOWARD

Applied Biotechnology Institute

San Luis Obispo, CA

USA

REINHARD HUBER

Laboratory Animal Science Group

IBMC – Instituto de Biologia Molecular e Celular

Universidade do Porto

Porto

Portugal

HERMAN VAN KEULEN

Chairgroup Plant Production Systems

Wageningen University

Wageningen

The Netherlands

and

Business Unit Agrosystems Research, Plant Research

International

Wageningen University and Research Centre

Wageningen

The Netherlands

SAIFULLAH KHAN

Plant Biotechnology Section

International Center for Chemical and Biological

Sciences, HEJ research Institute

University of Karachi

Karachi

Pakistan

ALEXANDER KIND

Chair of Livestock Biotechnology

Technical University of Munich

Freising

Germany

PIETER W. KNAP

PIC International Group

Schleswig

Germany

GESCHE KRAUSE

Leibniz Center for Tropical Marine Ecology (ZMT)

Bremen

Germany



xxiiiList of Contributors
PAWAN L. KULWAL

State Level Biotechnology Centre

Mahatma Phule Agricultural University

Rahuri, Maharashtra

India
TANGUY LAFARGE

CIRAD, UMR AGAP

Montpellier

France

and

IRRI, CESD

Los Baños

Philippines
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Glossary

Abiotic stress Any negative impact on a living organ-

ism caused by a nonliving factor in the environment

in which the organism is present.

Biological modeling In silico description of

a biological process to generate predictions for

experimental validation.

Conventional breeding Development of new plant

varieties by selection after natural reproduction.

Epigenetics The study of inherited changes in pheno-

type or gene expression caused by mechanisms

other than changes in the DNA sequence.

Genetic engineering Development of a new plant

variety through genetic modification by using

recombinant DNA technology.

Phenotype Observable trait or characteristic (i.e.,

appearance) of an organism in a specific

environment.

Phenome Collection of phenotypes of an organism in

all possible environments.

Phenotyping Process of studying the phenotype.

Plant productivity Ability of a plant to produce

a certain amount of biomass, either as green tissue

and/or as seeds (yield).

Quantitative trait locus (QTL) Stretches of DNA that

are closely linked to the genes that underlie the trait

in question.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Regulon biotechnology Genetic engineering by

targeting genes encoding proteins with regulatory

function, often transcription factors.

Trait Characteristic of an object.

Definition of the Subject

World food and feed security is increasingly dependent

on continuous crop improvement and, in particular,

the development of crops with increased resistance to

abiotic stresses. This economical and social challenge

has attracted the global community of plant breeders

and scientists and many potential solutions have been

put forward. Our understanding of the response of

plants to abiotic stress has significantly improved over

the last year. However, abiotic stress tolerance is

a complex trait that can be affected by many external

factors. Abiotic stress tolerance involves many processes

that are not yet completely understood and several lim-

itations still need to be overcome. Recent advances in

many areas of plant research, including phenotyping,

make scientists optimistic that valuable solutions will

be found to allow deployment/commercialization of

plants better able to tolerate abiotic stresses.

Introduction

A growing world population with increased living stan-

dards combined with the urgent need for a more sustain-

able agriculture demands the development of crop

varieties which are able to cope with fluctuating and

adverse environmental conditions limiting plant growth

and productivity, referred to as abiotic stresses [1].

Further global warming is expected to aggravate

the negative impact of abiotic stresses. Low water avail-

ability (drought stress), high salinity (salt stress), and

high temperatures (heat stress) are considered to be

among the most threatening abiotic stresses, which

can compromise up to 80% of the attainable yield [2].

New technologies for plant improvement that aim to

overcome the negative impact of these stresses there-

fore need to be urgently identified and implemented.

Abiotic stresses and their effects on plant productivity

have attracted academic scientists as well as large and

small Ag biotech companies. This is reflected by

increasingly more publications in peer-reviewed

journals (including recent issues in plant physiology
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3



0

10

20

30

40

50

60

1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

F
re

qu
en

cy

DD DAS BASF SYT MON BAY others academia

Abiotic Stress Tolerant Crops: Genes, Pathways and Bottlenecks. Figure 1

Abiotic stress-related publications of international patent applications by academia and agbiotech companies (provided

by Rolf Deblaere). BAY Bayer, MON Monsanto, SYT Syngenta, DD Dupont, DAS Dow AgroSciences

2 Abiotic Stress Tolerant Crops: Genes, Pathways and Bottlenecks
and functional plant biology dedicated to abiotic

stress), online centralization of relevant information

(www.plantstress.com; www.yieldbooster.org) and

numerous patent applications protecting potential

new solutions (Fig. 1).

Plants respond to abiotic stresses at different levels

in an avoidance-tolerance mode, which includes phys-

iological and molecular changes (Fig. 2). An impor-

tant interest of plant biologists aims not only to better

understand the adaptive response of plants to abiotic

stress, but also to exploit this knowledge for the

production of varieties that are better protected

against the detrimental effects. Before the genomics

era, classical or conventional breeding of plants with

improved physiological characteristics was the only

way to improve crop productivity. In the last 20

years, mapping of quantitative trait loci (QTL),

genetic engineering, and their implementation in

marker-assistant (molecular) breeding have become

increasingly important [3–5]. Such genomics-based

approaches rely on the identification of genes (gene

discovery) that may be valuable candidates for

crop improvement and were empowered by the advent
of state-of-the-art molecular tools, such as DNA

sequencing and expression profiling [6].

In this entry, some of the recent genomics-based

advances in engineering stress-tolerant crops are sum-

marized, existing limitations associated with these

approaches are described, and some emerging trends

facilitating better evaluation of crop performance in the

greenhouse and in the field are outlined.
Abiotic Stress-Tolerant Crops

Plants protect themselves from the detrimental effects

of abiotic stresses by increasing the expression of

defense or stress tolerance genes. Plant varieties that

evolved to have constitutive or high(er) expressed levels

of such genes are better adapted to abiotic stress

conditions. Genes with potential value for genetic

engineering of stress tolerance have been ever more

discovered either indirectly by genetic dissection of

identified QTLs in stress-tolerant varieties, or directly

through their changed expression in plants exposed to

stress. Introduction of selected genes seems to be the

favored way to improve plants in the future [1]. Plant

http://www.plantstress.com
http://www.yieldbooster.org
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biotechnologists have been reporting genetically

engineered plants with increased stress tolerance for

almost 2 decades. Many genes have already been

directly employed to improve stress tolerance of higher

plants using a wide variety of approaches [7].

One attractive approach for engineering stress

tolerance in crops has been the constitutive

overexpression of stress genes from bacteria, yeast, or

model plant species, such as Arabidopsis thaliana

(Arabidopsis). Such a heterologous gene approach
worked particularly well when the genes encode pro-

teins with single biological functions that are often

absent or only expressed at low levels in the target

plant. Such genes are often referred to as functional

genes and can encode molecular protectants, detoxi-

fying proteins, or ion transporters. A second group is

comprised of regulatory proteins with often multiple

biological functions, including enzymes involved in

(phospho)lipid signaling, protein kinases, protein

phosphatases, calcium/calmodulin-binding proteins,
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and various transcription factors (TFs) [8]. With the

emergence of large-scale genome sequencing in crops,

several crop orthologues of stress genes could be

identified and increasingly be used to engineer stress

tolerance in crops. Here some of the approaches for

engineering stress tolerance using genes involved in

different cellular processes or pathways are summa-

rized, including detoxification, protein stabilization,

osmoregulation, transport, lipid metabolism,

transcription and signaling, and posttranscriptional,

and (post-) translational regulation. However,

genetic engineering for stress tolerance in crops is

not limited to these gene classes as recently shown

for mustard annexin Bj1, a gene encoding a calcium-

dependent phospholipid and cytoskeleton binding

protein that is involved in golgi-mediated secretion,

which resulted in stress tolerance when expressed in

cotton [9].
Detoxifying Genes

Most, if not all, abiotic stresses induce the accumula-

tion of reactive oxygen species (ROS), which in turn

cause oxidative stress [10, 11]. ROS are extremely reac-

tive, and therefore can undergo uncontrollable and

damaging reactions with cellular components, includ-

ing DNA, lipids, and proteins. This can aggravate the

detrimental effects of the initial stress and can even lead

to cell death [12, 13]. To protect against oxidative

stress, plant cells possess an extensive ROS scavenging

network, which involves nonenzymatic antioxidants,

including vitamin C, vitamin E, glutathione, caroten-

oids, and flavonoids, as well as numerous enzymatic

mechanisms such as multiple superoxide dismutases

(SOD), catalases (CAT), ascorbate peroxidases (APX),

glutathione peroxidases (GPX), glutathione-S-

transferases (GST), alternative oxidases, and

peroxiredoxines [12]. It was hypothesized that allevia-

tion of oxidative damage by the use of ROS scavengers

would enhance plant resistance. This was confirmed by

a number of transgene transfers using this detoxifica-

tion strategy. Stress tolerance could be improved by

either direct scavenging of ROS or by enhanced

removal of oxidative damaged and hazardous compo-

nents accumulating in the cell. Since the accumulation

of ROS and derivatives thereof is a common theme

during most, if not all, abiotic stresses, the
detoxification strategy enabled the generation of trans-

genic plants with simultaneous tolerance to multiple

stresses [14–22].

In crops, enhanced stress tolerance was achieved by

increasing the level of typical scavenging enzymes

such as GST, different SOD isoforms, APX, and CAT

[23–28]. Overexpression of a GST enzyme in rice

resulted in increased protection against salt, low

temperature, and oxidative stress [23]. SOD catalyzes

the dismutation of superoxide into oxygen and hydro-

gen peroxide (H2O2). Transgenic rice plants expressing

a manganese SOD from pea were more tolerant to

drought stress [26]. Similarly, transgenic oilseed plants

ectopically expressing a wheat manganese SOD

were tolerant to oxidative and heavy metal stress [15].

A copper/zinc SODwas shown to be effective to protect

rice plants against drought, salt, and oxidative stress

[28]. Excess H2O2, produced either as by-product

of superoxide detoxification by SOD or directly by

metabolic processes, can be removed by APX,

which catalyzes the reduction of H2O2 to water. Cotton

plants with high levels of an APX isolated from

pea were tolerant to low temperature stress [24].

Because of their complementary functions

(i.e., removal of superoxide and H2O2), also the com-

bination of SOD and APX resulted in enhanced

stress tolerance [27]. As APX, also CAT protects plants

from toxic H2O2 molecules. Hence, expression of a

wheat CAT enzyme in rice protected these plants

against low temperature stress by reducing the levels

of H2O2 [25].

Engineering tolerance to oxidative stress is not lim-

ited to the use of the traditional ROS detoxifying

enzymes. Significant improvement of stress tolerance

in tobacco plants was achieved by overexpressing

a stress-responsive aldehyde dehydrogenase gene from

maize [29]. Recently, it was also shown that ectopic

expression of the cotton stress-responsive MT3a

gene in tobacco increased tolerance to salt, drought,

and low temperature [30]. MT3a belongs to the

metallothionein family that has numerous cellular

functions including the regulation of metal homeosta-

sis and oxidative stress. Another gene that can protect

plants from abiotic stress-induced ROS is the

mitochondrial alternative oxidase (AOX), the terminal

oxidase in the alternative respiratory pathway of

plants [31]. For example, tobacco AOX1a is necessary
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for survival against oxidative stress when the

cytochrome pathway is dysfunctional [32].
Protein Stabilization by Molecular Chaperones

One major detrimental effect of abiotic stresses is that

they usually cause protein dysfunction through dena-

turation and aggregation of nonfunctional or aberrant

proteins. Maintaining proteins in their functional

conformation is therefore important for cell survival

under stress. This can be accomplished, for example,

through transcriptional induction of genes encoding

heat shock proteins (HSPs, [33]). HSPs control the

correct folding and conformation of both structural

(e.g., cell membrane) and functional (e.g., enzymes)

proteins. This important function has prompted

researches to create transgenic lines with increased

HSP levels. Studies on HSP proteins in plants have

mostly focused on heat stress [34–42]. Although most

of the evidence is limited to Arabidopsis, the protective

capacities of HSP proteins and their potential econom-

ical value for crop engineering for heat stress tolerance

was proven in tomato [42]. Recently, it was demon-

strated that constitutive expression of a cotton HSP,

GHSP26, enhanced drought tolerance in transgenic cot-

ton plants [43].

In addition to HSPs, also LEA-type proteins can

confer molecular protection of cellular components

during abiotic stress [44]. LEA-type proteins are

encoded by RD (responsive to dehydration), ERD

(early responsive to dehydration), KIN (cold induc-

ible), COR (cold regulated), and RAB (responsive to

abscisic acid) genes in different plant species [45, 46].

As HSPs are typically induced by high temperatures,

LEA proteins accumulate in response to dehydration

(drought, osmotic, and/or cold stress). The actual

functions of these proteins remain however largely

unknown. Their hydrophilic nature suggest that LEA

proteins act as water-binding proteins, but additional

functions, including ion sequestration and protein and

membrane stability, have also been proposed [47, 48].

Few examples for the use of LEA proteins to engineer

stress tolerance in crop exist. Increasing the levels of

endogenous LEA3 through genetic engineering of rice

made these plants more tolerant to drought stress [47].

Ectopic expression of barley HVA1 in oat resulted in

enhanced salt and osmotic stress tolerance [49].
Osmoregulation and Protection by Genes Involved in

Metabolite Biosynthesis

Plants respond to drought stress by producing organic

compounds to avoid water loss from cells (dehydration)

and damage to essential components (osmotic stress).

Therefore, one of the earliest approaches for genetic

engineering of stress tolerance in plants (reports dating

from the early 1990s) consists in enhanced synthesis of

such metabolites, called osmoprotectants [50, 51].

Osmoprotectants include sugars and sugar alcohols

(e.g., mannitol, trehalose, and galactinol), amines

(e.g., polyamines and glycine betaine), and amino

acids (e.g., proline) [52, 53]. These molecules normally

do not interfere with cellular functions and are

therefore often referred to as compatible solutes.

Many plant species lack the ability to synthesize the

special osmoprotectants that naturally accumulate in

stress-tolerant species. Therefore, several transgenic

approaches to increase the synthesis of osmoprotectants

used bacterial biosynthetic genes, such as CodA and

BetA (glycine betaine), MtlD (mannitol), and genes

from the ectoine or trehalose biosynthesis operon

[54–59]. Alternatively, key biosynthetic genes, includ-

ing betaine aldehyde dehydrogenase and choline

monooxygenase (glycine betaine biosynthesis), and

pyrroline carboxylate synthase (proline synthesis),

were isolated from specific plant species, such as

Vigna aconitifolia and Spinacia oleracea and used to

induce drought and salt tolerance in wheat and rice

respectively [60, 61]. Although the accumulation of

compatible solutes during stress is mainly important

for osmoregulation and for maintaining correct pro-

tein structures, this may also be important for reducing

or preventing the damaging effects of ROS [62, 63].

Transport Proteins

Ion transport proteins are involved in reestablishing

ionic homeostasis after salt stress either by increasing

ion storage in the vacuole, or by improving ion excre-

tion from the cells [64]. Different types of ion trans-

porters, depending on their localization and selectivity,

have been the target of genetic engineering. These

include both vacuolar and membrane Na+/H+

antiporters, vacuolar Ca2+/H+ antiporter, and Mg2+,

Na+/K+, and Ca2+ transporters [43, 64]. Known salt

stress tolerance genes encoding ion transporters
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isolated from crops include NHX1 (rice), KAT1 (rice),

and HKT1 (wheat) [65–67]. Plasma membrane cation/

proton antiporters cause alkalinization of the apoplast,

thereby changing the activity and conformation of

membrane proteins, which might serve as a signal to

mediate gene regulation and induce a general stress

response [68]. Besides using ion transporters to induce

tolerance to salt stress, tolerance to osmotic stresses was

engineered by increasing the levels of proteins involved

in water transport [69]. Tolerance to heavy metal stress

was achieved by constitutive expression of heavy metal

transport proteins, including wheat ALMT1 [70–72].

Lipid Metabolism

Adaptation of living cells to low temperatures involves

alterations in themembrane lipid composition, for exam-

ple, by decreasing membrane fluidity through fatty acid

unsaturation. It was demonstrated that increasing the

number of unsaturated fatty acids by genetic engineering

could improve stress tolerance in plants [73–77].

Overexpression of a spinach glycerol-3-phosphate

acyltransferase (GPAT) in rice increased tolerance to

low temperature whereas downregulation of a fatty

acid desaturase in rice increased tolerance to high tem-

peratures [73, 78]. Upon overexpression, tomato GPAT

also increased the tolerance of tomato plants to low

temperature stress [76].

Stress Sensing and Signal Transduction

The first and probably most important step in the

response of plants to abiotic stress is the sensing or

detection of the external stimuli by receptors, typically

located in the cellular membranes. The identification of

important stress receptors has been a difficult challenge

and until recently, there was no report on their use

in engineering stress tolerance. Overexpression of

Arabidopsis membrane-bound receptor-like protein

kinase 1 and a membrane located calcium/calmodulin-

binding receptor-like kinase from soybean in trans-

genic Arabidopsis resulted in enhanced plant tolerance

to drought and salt stress, respectively [79, 80]. In rice,

overexpression of SIK1 resulted in higher tolerance to

salt and drought stresses [81]. Other receptors operate

in the cytosol and react to internal stimuli that amplify

abiotic stress signals, such as calcium and ROS, as well

as various hormones and other small molecules. The
best-studied stress hormone is abscisic acid (ABA),

which is involved in stomatal closure and plays a crucial

role in tolerance against drought stress by preventing

transpiration and water loss from stomata [82]. ABA

also has an essential role in activating signal transduc-

tion pathways involved in tolerance to drought, cold,

and salt stress. Recently, an important ABA receptor

protein family has been identified [83, 84].

Stress receptors or sensors transduce external and

internal signals into an intracellular response, for

example, through phosphorylation and dephosphory-

lation cascades controlled by protein kinases and phos-

phatases. Genes encoding protein kinases were

successfully exploited to engineer stress-tolerant

crops. Modification of normal endogenous levels of

GSK1, SAPK4, CDPK7, CIPK03, CIPK12, and

CIPK15 in rice protected the plants against various

abiotic stresses, including drought, salt, and low

temperature stress [85–88]. Expression of tobacco

mitogen-activated protein kinase, NPK1, in maize

resulted in drought and low temperature stress toler-

ance [89]. Constitutive overexpression of a stress-

inducible small GTP-binding protein PgRAB7 from

Pennisetum glaucum enhances abiotic stress tolerance

in transgenic tobacco [90].
Transcriptional Regulation

In the last decade, the most widely used and probably

most important strategy for engineering abiotic stress

tolerance in plants relied on the expression of genes

that are involved in signaling and regulatory pathways

[91, 92]. The use of TFs for tailoring stress tolerance is

often referred to as regulon biotechnology because it

affects the expression of many target genes in parallel

[93, 94]. One of the reasons for their popularity is that

TFs are believed to mediate durable tolerance to mul-

tiple stresses. Most TFs that control stress tolerance in

plants belong to (large) protein families based on the

presence of common DNA binding motifs and selec-

tivity toward certain cis-regulatory elements in the

promoters of target genes. These families include

APETALA2/ ethylene responsive element binding pro-

teins (AP2/EREBP) such as ethylene responsive factors

(ERF), the DREB/CBF (drought-responsive element

binding/cold-responsive element binding factor) pro-

teins, basic domain leucine-zipper (bZIP) proteins
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such as ABFs (abscisic acid (ABA)-responsive element

binding factor), basic helix-loop-helix proteins

(including MYC proteins), NAC (petunia NAM

Arabidopsis ATAF1/2, and CUC2-domain) proteins,

MYB-related proteins, as well as different families of

zinc-fingers domain-containing proteins, such as

WRKY binding factors, C3H- and C2H2-type TFs. In

recent years, many excellent reviews have been

published on the role and use of TFs for engineering

of stress tolerance in plants [48, 93–96].

Many AP2/EREBP–type TFs, the best studied being

DREB/CBF proteins, have been used to engineer stress-

tolerant crops. Transgenic rice plants with higher levels

of CBF1/DREB1B and CBF3/DREB1Awere more resis-

tant to drought, salt, and low temperature stress [97].

A similar approach with CBF15 and CBF17 in oilseed

and NF-YB2 in maize resulted in increased tolerance

to low temperature and drought stress, respectively

[98, 99]. Potato plants with increased levels of endog-

enous EREBP1 weremore tolerant to salt stress and low

temperatures [100]. Ectopic expression of the soybean

ERF3 gene in transgenic tobacco plants gave tolerance

to drought and salt stress [101]. Similarly, ectopic

expression of an Arabidopsis AP2/ERF TF, HARDY, in

rice also induced tolerance to drought and salt [102].

Expression of TERF1 in rice regulates expression of

stress-responsive genes and enhances tolerance to

drought and high salinity [103].

However, not only the AP2/EREBP-type TFs have

been exploited to engineer stress-tolerant crops. For

example, in rice, it was shown that constitutive expres-

sion of proteins from various other TF types, including

bZIP23, zinc-finger protein 245, TIFY11, MYB3R-2,

IRO2, NAC6, SNAC1, and PF1 TFs, could induce tol-

erance to drought, salt, low temperature, and nutrient

deficiency [104–111], and the rice dst mutant, DST

encoding a novel C2H2-type TF, showed increased tol-

erance to drought and salt [112]. In tomato, ectopic

expression of rice MYB4 and pepper PIF1 induced low

temperature and drought stress tolerance, respectively

[113, 114]. Also in tomato, constitutive expression of

SlAREB, a bZIP TF with affinity for ABA-responsive

elements, increased tolerance to drought and salt stress

[115]. Ectopic expression of cotton ZFP1, encoding

a CCCH-type zinc-finger protein, and rice ZFP177,

an A20/AN1-type zinc finger, enhanced stress tolerance

in tobacco [116, 117].
Posttranscriptional and (Post-)Translational

Regulation

Posttranscriptional control of stress gene expression is

mediated by proteins that are involved in splicing,

export, and degradation of gene transcripts, which

contributes to correct function of the encoded proteins.

In the last years, it has become evident that nonprotein

coding RNA molecules, including microRNA and

other small RNA molecules, play a very important

role in posttranscriptional regulation of plant stress

responses [118]. miRNA-mediated posttranscriptional

control of antioxidant gene expression seems very

important in plants, as shown for APX during

programmed cell death and drought stress, and for

Cu/Zn SOD during tolerance against oxidative stress

[21, 119, 120]. ROS-induced stabilization of SOS1

mRNA transcripts is essential for SOS1-dependent

salt tolerance [68].

Several genes that encode proteins involved in RNA

processing were discovered to be involved in stress

tolerance processes [121–125]. In addition, also pro-

teins that control translation (deoxyhypusine synthase,

DHS), posttranslational modification (peptide methi-

onine sulfoxide reductase, PMSR4), and protein

degradation (SDIR1) are interesting candidates for

engineering stress tolerance in plants [126–128].

However, the above examples resulted only from

Arabidopsis research and much less information on

the importance of such processes is available for

crops. Recently, it was shown that transgenic rice plants

with increased levels of methione sulfoxide reductases,

MSRA andMSRB, aremore tolerant to salt stress [129].

Two other approaches were reported to work in

both Arabidopsis and oilseeds. Wang and coworkers

(2005) reported that loss-of-function of farnesyl trans-

ferase (FTA and FTB) increased tolerance to drought

stress [130]. Similarly, reduction of poly-ADP-ribose

polymerase (PARP) activity improved drought toler-

ance by increasing energy use efficiency [131]. PARP is

involved in the modification of nuclear genes, such as

histones. Downregulation of PARP resulted in the

deregulation of the expression of genes in response to

stress [132]. Processes that control stress tolerance and

general fitness of plants in the field, such as energy use

efficiency, can even be controlled by an epigenetic com-

ponent [133]. By starting with an isogenic canola line,
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Hauben and coworkers could separate in subsequently

selfed generations “good” and “bad” performing

plants, which only differed in epigenetic parameters

but remained genetically identical.

All these examples show that the plant response to

abiotic stress is not only dependent on transcriptional

changes, but also on RNA processing, translation, post-

translational processes, and epigenetics, which are

nearly unexploited until today. The lack of understand-

ing these processes is a limiting factor in engineering

stress tolerance in crops.
Limitations of Genetic Engineering for Stress

Tolerance

Because conventional breeding is a very time-

consuming process, genetic engineering is now an

important technology for many commercial applica-

tions aiming at plant improvement [1]. Today this

mainly includes the production of plants with

engineered herbicide or insect tolerance. However, it

has been and still is extremely challenging to progress

engineered plants with reported abiotic stress toler-

ance from research to field applications for farmers

[134]. The main factors hampering the production of

commercial solutions for the abiotic stress-related

problems in agriculture are related to: (1) the availabil-

ity of sequence information and transformation

protocols, (2) the genetic diversity between model

species and crop, (3) the multigenic character of

stress tolerance, (4) the definition of stress tolerance

and (5) the methods for the evaluation of stress

tolerance [53, 135].

The first requirements for genetic engineering of

plants include the availability of sequence information

and transformation protocols. This important infor-

mation is still lacking for many agricultural crops. For

long time, this has limited (academic) research to

model plant species. Although the use of model species

such as Arabidopsis has proven its value, the genetic

diversity within higher plants is the main factor that

limits translatability of results obtained in model spe-

cies into commercial crops. Even in those cases where

the research is conducted in a more closely related

model crop, it remains to be a challenge to translate

the results into genetically diverse elite varieties used

for commercialization.
Another factor limiting translatability from model

species to crops is the complex, multigenic character of

stress tolerance mechanisms. Despite the use of single

genes for engineering stress tolerance, efficient and

sustainable stress tolerance requires the cooperative

action of many genes that are involved in various

cellular processes that are not completely understood.

Due to the initial success of transcriptomics, it has been

accepted for long time that responses to abiotic stresses

were almost exclusively regulated at the transcriptional

level by a small set of core transcription factors. How-

ever, it is now clear that many other regulatory pro-

cesses such as posttranscriptional control, translation,

posttranslational, and epigenetic effects play an impor-

tant role. In addition, some of these processes might

not always be evolutionarily conserved but rather

genetically diverse.

The early availability of the full genome sequence

and many molecular analysis tools has turned

Arabidopsis into the primary model species of choice

for academic research in general, and for studying the

response of plants to abiotic stresses in particular.

However, the methods for evaluation of stress tolerance

using Arabidopsis plants grown in a laboratory envi-

ronment and agricultural crops in the field can be quite

diverse. From an agronomic point of view, it is more

relevant to study the effects of abiotic stresses on plant

growth and yield over longer periods which cover the

life span of a crop under field conditions. Appropriate

field tests are therefore highly important because they

allow studying plants in their natural environment in

which they are exposed to combination of multiple

stresses or cycles of the same stress [136]. In contrast

to the field situation for crops, most studies on abiotic

stress in Arabidopsis focus on short-term and strong

stress treatments. Therefore, evaluation of stress

tolerance is often focused on survival which is easier

to screen. In contrast, yield-related traits are more

difficult to measure but much more important for

crops. Abiotic stress tolerance of crops should

therefore be defined as the potential to produce

high yields when exposed to mild(er), multiple

stresses instead of the ability to survive a single,

lethal stress.

Another limiting factor for successful field applica-

tions of plants with engineered protection against stress

is the seemingly mutual exclusive characteristic of high
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yield under normal conditions and high stress toler-

ance. Most reported experiments focused either on

abiotic stress tolerance or on yield rather than includ-

ing detailed analysis of both traits. More in-depth

analysis of stress-tolerant plants under “normal” con-

ditions often revealed a negative effect on growth,

development, and yield traits. On the other hand,

engineered plant with improved growth features, for

example, by boosting a metabolic process, can be less

adapted to maintain growth under abiotic stress con-

ditions. Negative effects, often referred to as yield

penalty, can be (at least partially) circumvented by

temporally and spatially controlled expression of the

target gene [137]. However, the availability of suitable

promoters is still limited. Improved sequencing and

bioinformatic tools for identification and construction

of promoters allowing the expression of genes in

a spatially and temporally controlled manner can over-

come this bottleneck.

Phenotyping experiments with a set of genetically

defined plants are often difficult to repeat because

plants are largely influenced by the environment in

which they grow. In fact, growth and yield (i.e., perfor-

mance) of a plant under normal or stress conditions is

the output of all integrated physiological processes in

the plant. It is therefore not surprising that different

laboratories often obtain different results for plant

performance [138]. More effort is needed to describe

and standardize the design of the experiments, of

protocols for measuring traits, and of the growing

conditions. Different methods to evaluate stress toler-

ance in Arabidopsis and a conceptual framework for

phenotyping during breeding for drought tolerance

have already been proposed, including defining the

minimal information needed for carrying out

a drought stress experiment [139, 140]. Improved and

systematic phenotyping of plants will greatly contrib-

ute to overcome the limitations associated with the

methods to evaluate stress tolerance.
Systematic Phenotyping of Plants

In the last decades, it has become clear that there is

a substantial need for automation of research processes

[141]. Automation not only allows increasing through-

put, but also ameliorates standardization, reproduc-

ibility, and therefore the overall quality of an
experiment. Automation increases the research value

and also reduces “cost to practice” for companies

aiming to apply the research findings toward the devel-

opment of a superior and sustainable product. It can

therefore be assumed that automation will help to

improve the translation of research findings into

valuable products for the customer.

Plant research has already embraced the develop-

ment of high-throughput screening experiments that

were used for drug or herbicide discovery. Such exper-

iments focused on assessment of certain molecular

function. Next to these screens, also high-content

screening protocols were developed to asses such mol-

ecules in a biological assay. Although these technologies

have proven value for single trait discovery, the efficient

development of plants with complex, multifactorial

traits such as increased tolerance to abiotic stresses is

fully dependent on protocols and methods to automat-

ically phenotype at the plant level. The performance of

whole plants is assessed by studying their physiology or

phenotype in tissue culture, environmentally con-

trolled growth chambers, greenhouse, or the field. Var-

ious methods for automated phenotyping of plants or

plant parts in well-defined environments have been

published [141]. After the establishment of genomics,

transcriptomics, proteomics, and metabolomics in

plant sciences, which all greatly contributed to gene

or lead discovery in the field of abiotic stress, plant

phenomics needs to be developed and implemented

[142–144].

Plant phenomics is expected to enable the efficient

and reliable evaluation of a new trait solution and

thereby enhance breeding for stress-tolerant varieties.

Large, dedicated plant phenotyping centers such as the

ACPFG in Adelaide (Plant AccelatorTM; http://www.

plantaccelerator.org.au/), the CSIRO Plant Industry in

Canberra (High Resolution Plant Phenomics Centre;

http://www.plantphenomics.org.au/HRPPC), or the

Research Centre in Jülich (Jülich Phenomics Centre;

http://www.fz-juelich.de/icg/icg-3/jppc/) have been

created. These research institutions can act as service

providers for academia and industry by centralizing

both high-tech infrastructure and highly skilled

researchers with different background, including

engineering, mathematics, computer science, and

plant physiology/biology. An important biological

question that probably can be answered by automated

http://www.plantaccelerator.org.au/
http://www.plantaccelerator.org.au/
http://www.plantphenomics.org.au/HRPPC
http://www.fz-juelich.de/icg/icg-3/jppc/
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phenomics studies is which phenotypes or combina-

tion of multiple phenotypes need or do not need to be

collected in order to be able to correctly evaluate plant

performance in the environment of interest. Moreover,

parallel phenotyping of plants in one or multiple envi-

ronments allows detection of associations between

traits [145]. Identification of redundant information

from (highly) associated phenotypes will help to reduce

complexity and focus on essential phenotypes.

Well-described examples of automated platforms

from academia or private companies to study the phe-

notype of model plants or crops include phenopsis,

phenodyn, GROWSCREEN, TraitMillTM, PlaRoM,

and various LemnaTec products. Phenopsis is

a phenotying platform for Arabidopsis that allows

measuring multiple parameters, including plant

growth, water use, and transpiration rates, which are

associated to plant performance under normal and

drought stress conditions [146]. Phenodyn was specif-

ically constructed to perform similar experiments

with monocots such as maize and rice [147].

GROWSCREEN is an automated method for growth

analysis of a limited set of small seedlings [148].

TraitMillTM, one of the first automated phenotyping

systems, was developed to study traits in rice [149].

LemnaTec offers commercialized phenotyping systems

for different purposes and has customers from both

academia and industry all over the world (http://www.

lemnatec.com). Although most phenotyping platforms

focus on the shoot of the plant, several systems for root

phenotyping were also developed [150, 151]. By using

large field scanners, it is even possible to use similar

approaches during field trials.

One common feature of all automated phenotyping

systems is the use of digital cameras for imaging.

The use of digital imaging has many advantages

over traditional plant phenotyping efforts. While tra-

ditional experiments were often dependent on subjec-

tive visual scoring of plant traits or on labor-intensive,

often destructive manual sampling, for example, for

fresh and dry weight measurements, automated

phenotyping by digital imaging is nondestructive, and

therefore allows following the development of a single

plant over time [152]. Another important advantage of

digital imaging is that the raw data (digital images) can

be easily stored and accessed later on for reanalysis,

providing there is a good database in place. Obviously,
adequate image analysis software is an essential feature

in the concept of automated phenotyping. Several

(semi-automated) image analysis tools are based on

the free-ware ImageJ software, but other, more sophis-

ticated software, for 2D or 3D analysis, were designed

for measurement of leaf shape (LAMINA, [153]), root

growth (GROWSCREEN_ROOT, [154]; ROOTEDGE,

[155]; RHIZOSCAN, [156]; [157]; EZ-Rhizo, [158]);

and hypocotyl growth and shape (HYPOTrace, [159]).

The challenge is to find the most appropriate software

that can extract the information relevant for the bio-

logical questions driving the experiment. Depending

on the type of digital camera and the image analysis

software, different types of information that describe

the phenotype of the plant can be extracted: morpho-

logical or physiological and quantitative or qualitative.

For example, conventional imaging can be used to

measure color, shape, length, width, and size. Video

imaging or consecutive imaging of the same plant or

plant part over time even allows calculating plant

growth. Thermal imaging (infrared thermography) is

used to measure temperature and transpiration, while

fluorescence and reflectance imaging allows measuring

photosynthetic activity of a plant leaf or canopy. Leaf

density in the canopy can be analyzed using light

detection and ranging imaging that is based on laser

scanning. It is now also possible to use typical clinical

imaging applications, for example, magnetic resonance

imaging (MRI, alternatively called nuclear magnetic

resonance) for studying plant hydraulics (water or

sap flow) and carbon biomass production [160].

X-ray computed tomography and a combined analysis

using MRI and positron emission tomography

allow the nondestructive analysis of root growth in

soil environments [154]. All these types of image-

derived information can be relevant to study abiotic

stress tolerance mechanisms, but temperature and

photosynthetic activity of leaves are among the

most widely studied phenotypes in the response to

abiotic stresses.

Imaging is particularly useful for the rapid, early-

stage detection of abiotic stress in a plant because it

allows detecting changes in the plant performance

beyond the naked eye. It is therefore a unique way to

diagnose plants. Understanding how plants sense

stresses can be considered as a prerequisite for engi-

neering stress tolerance. It can be assumed that plants

http://www.lemnatec.com
http://www.lemnatec.com
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that have reduced stress-sensing capacities will con-

tinue to grow in mild stress conditions for longer

time and thereby produce higher yields. In contrast,

when subjected to severe or lethal stresses, the same

plants could have a disadvantage because the invest-

ment into energy-demanding processes such as growth

is high and tolerance mechanisms may be induced only

late. Therefore, when exposed to severe stress condi-

tions, plants ideally should be able to increase their

stress-sensing ability.
Future Directions

Increased protection of plants against abiotic stresses

involves a complex regulatory network controlling

morphological, physiological, biochemical, and molec-

ular changes. Understanding such changes has been of

key importance in breeding. Breeding crop varieties

with improved performance under suboptimal grow-

ing conditions is now one of the ambitious, but crucial

objectives in modern plant biotechnology. Despite the

great progress in the last decade, it is now apparent that

abiotic stress tolerance is a complex trait involving

genes with different biological functions. However,

the number of genes that were actually successfully

used to improve crop performance in the field is still

low. Although many types of genes or processes have

been the target of genetic engineering, certain areas are

still unexplored. Interesting developments were

recently made in the field of miRNA regulation and

epigenetics [161]. Another unexplored field is that of

small peptides and their role during abiotic stress

signaling.

It is very unlikely that there will be one or a few

solutions for current agronomic challenges caused by

abiotic stresses, but rather specific solutions for specific

cases. Most of the current findings originate fromwork

in model plant species, but much more work is needed

to translate such basic research findings to crops.

Because of the complex nature of abiotic stress toler-

ance in plants, it appears that modifying one gene to

induce stress tolerance will be in many cases not suffi-

cient. Hence, the approach of using regulon biotech-

nology for crop improvement, modifying a functional

process or even multiple interconnected functional

processes instead of one single function, appears to be

the way forward. However, this approach is often
limited by the lack of knowledge on the network of

molecular mechanisms underpinning stress tolerance.

Conventional approaches were also hampered by

experimental limitations, which can now (partially)

be overcome by the advent of automated phenotyping

platforms for both model and crop species. Based on

the efforts made for phenotyping of Arabidopsis plants,

it can be anticipated that this small weed will remain

the primary model system of choice for academic/basic

research in near future. However, “omics” platforms

for crop species are becoming available and it will not

take too long before research in model crop species will

become intensified. Validation of results obtained in

Arabidopsis in (model) crops will increase the value of

the lead technologies and justify the large investments

for field trials.

After the development of high-throughput, auto-

mated platforms to study plant phenotypes in various

environments, it will be essential to combine the data

obtained from the various “omics” platforms to inten-

sify biological modeling. Modeling has proven to be

useful to study specific processes, such as root growth

and flowering. Efforts are now being made to model

abiotic stress tolerance in plants [162]. Improved

phenotyping technologies will not only allow better

experimental validation of predictions drawn from

such biological models, but also to improve existing

models by including knowledge on the impact of exter-

nal factors such as abiotic stresses. By including model-

ing in biological studies, our understanding of the

plants’ response to abiotic stress will reach a systems

biology level, a new quality in plant sciences, which will

accelerate the breeding process toward abiotic stress

tolerance in all our major crops.
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Glossary

Abiotic factor A nonliving component of the environ-

ment, such as soil, nutrients, light, fire, or moisture.

Adaptation (1) Any aspect of an organism or its parts

that is of value in allowing the organism to with-

stand the conditions of the environment. (2) The

evolutionary process by which a species’ genome

and phenotypic characteristics change over time in

response to changes in the environment.

Agroecology The science of applying ecological con-

cepts and principles to the design and management

of sustainable agroecosystems.

Agroecosystem An agricultural system understood as

an ecosystem.

Agroforestry The practice of including trees in crop-

or animal-production agroecosystems.

Allelopathy An interference interaction in which

a plant releases into the environment a compound

that inhibits or stimulates the growth or develop-

ment of other plants.

Beneficial insects – arthropods Beneficial insects are

predators, parasites, or competitors of insect pests,

helping to regulate pest populations without harm

to crops.
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Biomass The mass of all the organic matter in a given

system at a given point in time.

Biotic factor An aspect of the environment related to

organisms or their interactions.

Competition An interaction in which two organisms

remove from the environment a limited resource

that both require, and both organisms are harmed

in the process. Competition can occur between

members of the same species and between members

of different species.

Consumer An organism that ingests other organisms

(or their parts or products) to obtain its food energy.

Decomposer A fungal or bacterial organism that

obtains its nutrients and food energy by breaking

down dead organic and fecal matter and absorbing

some of its nutrient content.

Disturbance An event or short-term process that

alters a community or ecosystem by changing the

relative population levels of at least some of

the component species.

Diversity (1) The number or variety of species in

a location, community, ecosystem, or agroecosystem.

(2) The degree of heterogeneity of the biotic compo-

nents of an ecosystem or agroecosystem (see ecologi-

cal diversity).

Domestication The process of altering, through

directed selection, the genetic makeup of a species

so as to increase the species’ usefulness to humans.

Dominant species The species with the greatest

impact on both the biotic and abiotic components

of its community.

Ecosystem A functional system of complementary

relations between living organisms and their envi-

ronment within a certain physical area.

Generalist A species that tolerates a broad range of

environmental conditions; a generalist has a broad

ecological niche.

Habitat The particular environment, characterized

by a specific set of environmental conditions, in

which a given species occurs.

Herbaceous Nonwoody.

Herbivore An animal that feeds exclusively or mainly

on plants. Herbivores convert plant biomass into

animal biomass.

Host An organism that provides food or shelter for

another organism.
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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Intercropping Planting more than one crop in a field

using a regular pattern that interleaves each crop in

some pattern. A form of polyculture.

Integrated pest management Pest control using an

array of complementary approaches including

natural predators, parasites, pest-resistant varieties,

pesticides, and other biological and environmental

control practices.

Legume A plant in the Leguminosae (Fabaceae)

family. Most species in this family can fix nitrogen.

Microclimate The environmental conditions in the

immediate vicinity of an organism.

Multi-trophic relationships The organization of

feeding and energy-transfer relationships that

determine the path of energy flow through

a community or ecosystem that involves organisms

of different levels.

Mycorrhizae Symbiotic fungal connections with plant

roots through which a fungal organism provides

water and nutrients to a plant and the plant

provides sugars to the fungi.

Organic matter Material containing molecules

based on Carbon, usually referring to soil organic

matter.

Parasite An organism that uses another organism for

food and thus harms the other organism.

Parasitism An interaction in which one organism

feeds on another organism, harming (but generally

not killing) it.

Parasitoid A parasite that feeds on predators or other

parasites.

Patchiness A measurement of the diversity of succes-

sional stages present in a specific area.

Patchy landscape A landscape with a diversity of suc-

cessional stages or habitat types.

Phenotype The physical expression of the genotype;

an organism’s physical characteristics. Phenology is

the study of periodic plant and animal life-cycle

events and how these are influenced by seasonal

and interannual variations in climate.

Polyculture Cropping systems in which different crop

species are grown in mixtures in the same field at

the same time.

Predation An interaction in which one organism kills

and consumes another.

Predator An animal that consumes other animals to

satisfy its nutritive requirements.
Primary production The amount of light energy

converted into plant biomass in a system.

Productivity The ecological processes and structures

in an agroecosystem that enable production.

Seed bank The total seed presence in the soil.

Shifting agriculture Farming systems that alternate

periods of annual cropping with extended fallow

periods. “Slash and burn” systems of shifting culti-

vation use fire to clear fallow areas for cropping.

Species richness The number of different species in

a community or ecosystem.

Successional stages A condition characterized by

a particular community of a succession, which is

the process by which one community gives way to

another.

Definition of the Subject

Agroecology provides guidelines to develop diversified

agroecosystems that take advantage of the effects of

the integration of plant and animal biodiversity. From

amanagement perspective, the agroecological objective

is to provide balanced environments, sustained

yields, biologically mediated soil fertility, and natural

pest regulation through the design of diversified

agroecosystems and the use of low-input technologies.

Introduction

Constraints to agricultural production may be classi-

fied into four basic categories: abiotic, biotic, socioeco-

nomic, and those related to crop management. The

origin and importance of each constraint, their associ-

ated losses, and opportunities to alleviate them will

vary for the crop, the input and management levels

employed, and the environmental and socioeconomic

characteristics of the broader farming system in which

the crop is grown. Agronomists and plant protection-

ists usually address production constraints by focusing

on management and input issues to alleviate yield

losses caused by particular biotic factors (weed, pest,

or disease) that are frequently overestimated, and when

added up, exceed crops’ yield potential. Moreover,

plant breeders, especially with the recent addition of

bioengineering and biotechnological tools, have

assumed that better varieties alone are able to alleviate

the impact of factors curtailing production. From an

appreciation of constraints and losses, solutions or
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Table 1 Ecological processes to optimize in

agroecosystems

● Strengthen natural pest-control system

● Decrease toxicity through elimination of
agrochemicals

● Optimize metabolic function (organic matter
decomposition and nutrient cycling)

● Balance regulatory systems (nutrient cycles, water
balance, energy flow, population regulation, etc.)

● Enhance conservation and regeneration of soil-water
resources and biodiversity

● Increase and sustain long-term productivity
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opportunities have been proposed, prioritized, and

placed into an agenda for action involving technology

experimentation, training, socioeconomic and policy

support, among other types of intervention. However,

there is a need for broader more holistic integration

that would jointly assess four broad categories

of constraint: biotic, abiotic, management, and

socioeconomic. In addition, it is important to focus

on how, or through which process constraints to pro-

duction are generated.

A concern with constraints studies that attempt to

average out problems and losses over farms, villages,

watersheds, or farming systems is the spatial variation

encountered in the types and severity of constraints, in

their associated losses, and achieved yields. Variation is

often substantial and at a small scale (e.g., parts of the

same small field and across field types on a farm). This is

especially evident for smallholder farming systems that

frequently exhibit historically variable and targeted

inputs (e.g., fertilizers) and management superimposed

on variability in biophysical factors such as soil types,

water availability, weed and pest distribution [1].

Agroecology provides the basic ecological princi-

ples needed for studying, designing, and managing

agroecosystems that are both productive and that are

culturally sensitive, socially just, and economically via-

ble. Instead of focusing on one particular component

of the agroecosystem, agroecology emphasizes the

interrelatedness of all of its components and the com-

plex dynamics of ecological processes including all

environmental and human elements. This approach is

based on enhancing the habitat both aboveground

and in the soil to produce strong and healthy plants

by promoting beneficial organisms while adversely

affecting crop pests (weeds, insects, diseases, and

nematodes). From a management perspective, the

agroecological objective is to provide balanced envi-

ronments, sustained yields, biologically mediated soil

fertility, and natural pest regulation through the design

of diversified agroecosystems and the use of low-input

technologies [2, 3].

Agroecologists recognize that intercropping, agrofor-

estry, and other diversification methods mimic natural

ecological processes, and that the sustainability of com-

plex agroecosystems lies in the ecological models they

follow. By designing farming systems that mimic nature,

optimal use can be made of sunlight, soil nutrients, and
rainfall [4]. The assumption is that by assembling

a functional biodiversity, it is possible to subsidize key

processes in the agroecosystem that impact on ecological

services, such as the activation of soil biology, the

recycling of nutrients, the enhancement of beneficial

arthropods and antagonists (Table 1) [5]. Altieri [6]

argues that there is evidence supporting that promo-

tion of biodiversity within agricultural systems is the

cornerstone strategy of system redesign, since:

(1) higher diversity (genetic, taxonomic, structural,

and resource) within the cropping system leads to

higher diversity in associated biota, (2) increased bio-

diversity leads to more effective pest control and polli-

nation, and (3) increased biodiversity leads to tighter

nutrient cycling.

There is evidence that agroecological diversified

agrosystems improve their adaptive capacity and reduces

vulnerability to natural disasters, climate change impacts,

and new and emerging environmental and economic

system stresses and shocks. This ability of withstanding

the impact of factors that may reduce agroecosystem

sustainability (systems resilience) can be accomplished

through physical, biological, sociocultural, and political

means. Aspects such as habitat and crop diversification,

in situ conservation of local/indigenous seed and germ-

plasm diversity, maintenance of natural enemies’ species

diversity, increased carbon sequestration, improved water

capture and retention, etc., and diversification of farming

systems and local economies; technical, legal, and social

support networks for small-scale farmers, rural
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communities, and indigenous people that reduce socio-

economic vulnerability and strengthen adaptive knowl-

edge processes, etc., can be listed as means to increase

sustainability. A study of 208 agroecologically based pro-

jects and/or initiatives throughout the developing world

documented clear increases in food production over

some 29 million hectares, with nearly 9 million house-

holds benefiting from increased food diversity and secu-

rity. Promoted sustainable agriculture practices led to

50–100% increases in per hectare food production

(about 1.71 t per year per household) in rain-fed areas

typical of small farmers living in marginal environments;

that is an area of about 3.58million hectares, cultivated by

about 4.42 million farmers. Such yield enhancements are

a true breakthrough for achieving food security among

farmers isolated from mainstream agricultural institu-

tions [7].

Crop rotations, polyculture cover crops;

intercropping, crop/livestock mixtures are some of

the strategies that have been recognized as useful to

restore agricultural diversity in both time and space.

These strategies exhibit ecological features that have

been recognized by different studies. For example,

crop rotations incorporate temporal diversity into

cropping systems, providing crop nutrients and

breaking the life cycles of several insect pests, dis-

eases, and weed life cycles [8]. Polycultures are complex

cropping systems in which more than two crop species

are planted within sufficient spatial proximity to result in

competition or complementation, thus enhancing yields

[9, 10]. Intercropping may include trees and animals

creating agroforestry systems or mixed crop/livestock

mixtures resulting in enhanced complementary relations

between components increasing multiple use of the

agroecosystem [11]. Moreover, animal integration in

agroecosystems aids in achieving high biomass output

and optimal recycling [12]. Cover crops based on the

use of pure or mixed stands of legumes or other annual

plant species under fruit trees improve soil fertility,

enhance biological control of pests, and modify the

orchard microclimate [13]. Altieri and Rosset [14]

argue that including these, strategies in farming pro-

vide for diversified forms of agroecosystems that share

the following features:

(a) Maintain vegetative cover as an effective soil and

water conserving measure
(b) Provide a regular supply of organic matter adding

manure, compost, and promotion of soil biotic

activity

(c) Enhance nutrient recycling mechanisms with live-

stock systems based on legumes, etc.

(d) Promote pest regulation enhancing the activity of

biological control agents achieved by introducing

and/or conserving natural enemies and

antagonists

Agroecosystems and Biological Constraints to

Production

Plant and animal domestication and technological inno-

vation processes, occurring at different rates depending

on ecological and social factors during the expansion

of agricultural land use, resulted in the development of

sophisticated agricultural systems, which included vari-

ous types of fallow-crop rotation farming, irrigation, land

terracing, soil amendment and fertilizing [15, 16]. In

these man-made systems tuned in novel ecosystems,

farming became increasingly dependent on labor and

capital (technological developments) as intensification

maintained or even increased outputs. The population

density of domestic animals and humans (slaves and

peasants) available to satisfy production needs, such as

planting, harvesting, and controlling weeds, became an

important factor limiting yields and an important

destination for agricultural products. Therefore food

and fiber demands were not only driven by the

nonagricultural fraction of the society, but were also

increasingly demanded as labor populations grew to

intensify land production. The social structural

changes together with modern technological develop-

ments, such as steam and internal combustion engines

that occurred since the beginning of industrialization

made possible the replacement of animal and human

labor by machinery and traditional by scientific agri-

culture. Mechanization of farming reduced the time

needed to perform activities and was the means for

augmenting the loads of energy inputs to the agricul-

tural system in a way that increased productivity as

never seen before. Postindustrial intensification that

occurred during the twentieth century in most of the

more developed countries, known as “The Green Rev-

olution,” became so efficient that the continuous

increase in demands for food and fiber by the world’s
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population could be satisfied despite that during the

century’s last decades agricultural land shrank [16].

Food supply and human population growth are

related, therefore farming intensification process can

be seen as following predator prey pattern of change

over time, in which population grows following the

increase in food supply, and food supply follows

labor/energy inputs to the agroecosystem. However,

studies on agricultural development have shown that

as society builds up its knowledge base through science

and other methods to produce technological innova-

tions, they may further increase yield through intensi-

fication of farming practices, even when food demands

were well below supply, so intensive farming can be

pushed just by technological developments [16]. Para-

doxically, once expansion of agriculture stops and tech-

nological developments give way to intensification of

production, technology innovation may at the same

time reestablish the expansion model for agricultural

production.

This traditional expansion–intensification model

has typified agricultural production systems for the

first 75 years of the last century. Gain of agricultural

land to the sea by means of polders and drainage

systems, the use of river damming to build irrigation

oasis into desert lands, transformation of tropical rain

forests into coffee, tea, sugar cane, and soybean areas,

wetland drainage to produce annual crops are all

examples on how technology expanded cropped

lands. Perhaps the most interesting example on how

technology may help in reestablishing the expansion

model is the development of improved cultivars by

means of plant breeding programs aimed at increasing

crop tolerance to stress factors such as high or low

temperatures, drought, pests, and disease and soil

salinity. Once these characteristics are bread into

crops, there is an expansion in the environmental

ranges in which the crops are planted. Shifting agri-

culture and expansion of agricultural frontiers

enabled the incorporation of highly fertile lands into

production. These activities molded self-designed

novel ecosystems [17, 18], the agroecosystems, which

compensated andmany times overcompensated the yield

reductions due to soil erosion and increase in problems

related to biotic constraints to production (weeds, pests,

and diseases) that appeared in sites with longer agricul-

tural histories [19, 20]. When settlements became fixed
and expansion rate was reduced, intensification origi-

nally depended on the generation of spontaneous tech-

nological developments. Later, and especially in

modern farming, agricultural and agronomy schools

became nodal institutions integrating different and

somehow related disciplines to generate the technolog-

ical solutions to the continually emerging problems for

agricultural production. Technological approaches

tend to engineer and construct new systems, which

use practices, like soil plowing, to destroy the natural

vegetation and weeds creating the conditions for crop

establishment and growth.

As discussed before, these new systems induced

important modifications in the human social and eco-

nomical structures. Individual and collective reactions

to these changes repeatedly appeared in different sites

and historical times, sometimes sustained on religious

dogmas, others on philosophical views, as naturalism,

or on scientific disciplines, such as ecology, that became

important for modern societies. Integrated pest man-

agement (IPM) and agroecology originated as

a reaction challenging the modern industrial farming

practices. It emerged as a scientific-based philosophical

view that questions the modern expansion–intensifica-

tion agricultural model and its associated dogma of

production at any cost. In the last decades, hundreds

of research projects and technological development

attempts, aimed at environmentally prone manage-

ment, have taken place delivering significant informa-

tion. However, the thrust is still highly technological,

and focus is on alleviation or suppression of limiting

factors or the symptoms disregarding malfunction of

the agroecosystem.

Biotic constraints to agricultural production are

broadly identified as weeds (plants), pests (animals),

and diseases (fungi and bacteria), and their related

biological interactions (namely, competition, herbiv-

ory, and predation and parasitism), which cause reduc-

tions in physical yields or yield quality. The prevalent

philosophy is that pests, nutrient deficiencies, or other

factors are the cause of low productivity, as opposed to

the view that pests or nutrients only become limiting if

conditions in the agroecosystem are not balanced [21].

This understanding of how production is sustained has

diverted agriculturists from realizing that limiting fac-

tors only represent symptoms of a more systemic dis-

ease inherent to unbalances within the agroecosystem
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and from an appreciation of the context and complex-

ity of agroecological processes thus underestimating

the root causes of agricultural limitations [6].

Pest, disease, and weed problems are strong site-

and time-specific imposing a biotic constraint on

a crop dimensions. The crop-loss impacts of one

organism growing in a location may be entirely dif-

ferent from the losses incurred by the same organism

on the same crop in other locales. Further, organism

population dynamics, migration, invasion, and dam-

age are driven by local conditions, such as tempera-

ture and rainfall, but also by the ecosystem and

community complexities. Recognition of the systemic

dimensions of biological constraints to production is

needed to understand how climate–soil interactions,

topography, natural, ecological, and land-use complex-

ity, agricultural history, and cropping practices

may determine their occurrence, importance, and

frequency [22].

Agroecosystems that have evolved in tropical and

subtropical climates have high levels of complexity,

including many organisms and multi-trophic interac-

tions. Those that have evolved under temperate or

Mediterranean climates may also show complexity,

but frequently are structurally simpler and may show

strong seasonal variation caused by changes in resource

availability during the cold/dry season that stops pri-

mary productivity. Topography may cause environ-

mental gradients or patchiness adding complexity at

regional and landscape scales. Agricultural land-use

history, however, at both regional and landscape scales

are important drivers of the agroecosystem complexity

and organization of the communities that occur in the

different crops. Agriculture in many regions of Europe,

Middle-East, Asia, Andean regions in South America,

and Central America has been practiced in the same

sites through millennia, while in others, covering large

extensions of Australia, South and North America,

expansion of agriculture has occurred within the last

centuries. During the last decades, land under agricul-

ture in some of these regions with relatively new

agroecosystems has shrunk, and intensification

occurred in those areas that remained under cropping.

In other regions, such as those in the Mato Grosso,

Cerrado, andChaco fromBrasil, Paraguay, andArgentina,

natural systems have been turned into cropland

recently, and this transformation is still happening.
These differences in agricultural histories are related

to important differences in the organization of the

biotic interactions in the agroecosystem. Different

selection pressures occurring in agroecosystems select

for different adaptations, which include coevolution of

crops and organisms that challenge them as well as

cropping practices [23]. Therefore, arable land com-

plex communities have evolved in regions with long

agricultural histories. These communities have strong

interactions among organisms. Communities that were

assembled in apparently homogeneous agroecosystems

under long periods of monocultures can reach high

levels of complexity. For example, Javanese rice fields,

which are cropped as simple rice monocultures, can

support large numbers of arthropods summed by 765

species that are important for biocontrol [24].

Vegetationally simple cropping systems in the UK

have been shown to develop complex belowground

biodiversity that may include 100 species of bacteria,

350 species of protozoa, 140 species of nematodes, and

24 distinct types of arbuscular mycorrhizae [25].

Size and variability in the above- and belowground

community structures that functionally support the

agroecosytem is important to discuss biotic constraints

to production and the agroecological basis for manag-

ing them. The more complex and diverse ecosystems

may sustain greater productivity and stability in eco-

system functions since they are supported bymore than

one species, and are then less vulnerable to changes in

the populations of a particular species due to environ-

mental stress or pest attack. However, complex biotic

systems may also deliver more organisms, which may

challenge the crop increasing the importance and sta-

bility of biotic constraints [26]. There are numerous

studies showing that increased plant diversity enhances

biological pest control [27, 28], but counter examples

also exist where pests or disease levels increase due to

the provision of highly palatable species or changes in

canopy microclimate [27–30].

Many of the species originated in regions with

long histories of agriculture, and even whole com-

munities have migrated into regions in which crops

and agroecosystems have recently expanded. In this

way, the flora and fauna of the new agricultural areas

of the world such as those in the Argentinean Pampas

are dominated by species from the Mediterranean-

European agricultural communities. In these new
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areas, arable land communities may show instability

due to the continuous introduction of new organisms

and species shifts [18, 31, 32]. Changes in trading

systems, land use, and cropping practices, experienced

by many regions with long agricultural history, are

enhancing instability of biotic communities caused

by addition of organisms (biotic invasions), extinctions,

and species shifts due to change in landscape [33]. The

impacts of biotic complexity have significance, especially

when cropping systems are simplified to monocultures,

as many organisms would impose biotic limitations to

production. Diverse cropping systems are typical of many

traditional agricultural systems found around the world,

particularly in risk-prone environments, but also with

long histories of agricultural production [6]. It is also

in these regions, primarily in the developing world,

where the greatest emphasis on improving diverse pro-

duction systems through intercropping and agrofor-

estry is found. It is clear that there are trade-offs with

more diverse agricultural systems, and that the kind

of diversity matters greatly, but the question is how

to design diverse systems that can meet multiple goals

in an acceptable way [22].
System Management

As discussed previously, cultural and technological

changes that took place during the second half of the

twentieth century impacted on land-use patterns and

agroecosystem design especially driven by the adoption

of industrialized production technologies and reliance

on increasing input loads of agrochemicals to alleviate

agricultural production constraints. Despite the suc-

cess in achieving significant increases in global food

and fiber yields and yield stability, paradoxically,

increasing environmental damage, loss of biodiversity,

and associated traditional knowledge were often expe-

rienced in the new agroecosystems. In high-external

input agriculture intensification of production due to

technological development has increased by

augmenting input levels that resulted in increased (bio-

mass) production per unit of land and uniformity of

the produce. In many cases, this intensification led to

reductions in output stability and resource-use effi-

ciency, and has enhanced overexploitation of natural

resource base, and consequently reduced sustainability

of agroecosystems [34]. There are many examples of
reduction in sustainability by the elimination of growth

limitations and of yield reduction factors that induced

environmental homogenization and a decrease in

genetic variation. Noteworthy are the studies showing

that application of biocides to reduce biotic constraints

to production impact negatively on organisms that

are directly or indirectly beneficial for crop growth

[34, 35] and, due to their effects on natural enemies

of pests and diseases, further increase the need for

biocides control [1].

Agroecological bases for reducing biological con-

straints to crop production depends on the possibility

of managing diversity and disturbance at multiple spa-

tial and temporal scales to use biotic interactions to

provide desired agroecosystem service.

Arable Land Biotic Community Constraints

Small Scale Soil disturbance caused by plows and

other cultivating devices have been used for centuries

in different parts of the world to reduce weed compe-

tition as well as for reduction of some pests and dis-

eases. Particular traits are selected by cultural practices

in many organisms that survive and reproduce in ara-

ble lands and show functional patterns that can be

identified [36]. Selection pressures imposed by agricul-

tural practices may be sufficiently strong over extended

periods of time so that weed populations can evolve

into more competitive populations better adapted to

agricultural field conditions than populations from

nonagricultural areas [37] or populations from agri-

cultural areas submitted to other type of management.

In recent times, management approaches that include

reduced tillage have strong impacts on the soil biota of

plowed soils. It favors fungal food webs, increases

abundance and diversity of predators that can reduce

soils weed seed banks, and increases control of pests

and diseases. It also changes the environmental con-

ditions reducing germination of seed of many weeds

or changing ontogenic processes and phenology of

pests and diseases adapted to plowed-cultivated soil

conditions. These effects may alleviate biotic con-

straints especially caused by weeds; its effects are not

stable, and shifts in species happen after this practice is

adopted for some time. The design and management

of the agroecosystems complexity requires an under-

standing of general system behavior combined with

species- and site-specific knowledge.
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The performance of agroecological management

could be improved since crops were selected in the

ecological conditions likely to occur in the low-input

farming. Adaptation to these conditions in which

biotic interactions are expected to occur and charac-

teristics such as increased competitiveness to weeds,

disease, and pest resistance, enhanced ability to sup-

port beneficial rhizosphere microorganisms, and

improved capacity to access soil nutrients could all

potentially benefit crop growth. Noteworthy is that

selecting for such traits and acquiring the necessary

knowledge to understand the structure of particular

agroecosystem structure dynamics can only be accom-

plished with long agricultural history to provide for

coevolution and the existence of relatively strong

interactions. In addition to this, if such a mix of

characteristics can be identified, selecting it would be

difficult and time consuming. Probably a more prac-

tical alternative to adaptation of a single crop to

a complex biotic system would be the use of mixtures

of cultivars within a field to improve crop production

and disease management [38, 39].

Cropping systems may include crop sequences to

favor beneficial biotic interactions, such as the use of

crops that enhance the populations of beneficial

rhizobacteria that reduce diseases and nematodes

[40], accompanied by soil cultivation, fallow, and res-

idue management practices aimed at maintaining soil

cover and organic matter as well as arbuscular

michorrhiza populations [41] and weed suppression

[42]. Competitive crops species or mixtures may be

used to reduce the impact of weeds on crop yields.

However, holistic management approaches aimed at

reducing weedsmay integrate the use of other strategies

such as manipulating crop seeding density and spatial

arrangement, tillage, intercropping, use of allelopathic

residues and suppressive mulches, and targeted use of

biocontrol agents that reduce weed growth and fecun-

dity during the growth cycle may be integrated in

holistic weed management approaches. Also, various

soil management techniques aimed at reducing weed

seed survival such as reduced tillage, residue manage-

ment, and organic matter inputs can be used

and integrated with the use of weed-suppressive crop

rotations that may also impact on seed survival

due to enhanced seed predation or infection by

pathogens [39].
In agricultural systems, species are selected to

obtain yields but can also be used to manage diversity

aiming at encouraging beneficial interactions and min-

imizing undesired ones [43]. For intercropping sys-

tems, species are usually chosen considering species or

varieties that differ in rooting patterns, canopy types,

phenology, etc., to avoid or reduce negative interfer-

ence or that have positive interactions such as with the

introduction of a legume.Well-designed intercrops can

increase overall productivity [10, 44] and potentially

reduce risk to farmers. A regional-scale field experi-

ment with rice production in China shows how even

a small increase in diversity can have a large impact on

system function. In that experiment, simply

interplanting two varieties of rice, rather than planting

them in separate fields, led to a dramatic reduction in

pest problems and pesticide use [45].

Large Scale As scale increases, so does the relative

importance of species richness because greater num-

bers of species are needed for the maintenance of eco-

system functions [26]. Loss of diversity in agricultural

landscapes has been linked to the disruption of ecolog-

ical functions such as pest management, pollination

services, resistance to plant invasion [46]. Spatial scale

is particularly important for both occurrence of pest-

related yield constraints to production and for man-

agement, because landscape features affect species

interactions, microclimates, and weather patterns [24,

46–48]. Landscape structure and dynamics can have

notable effects on pests by changing habitat patterns

and immigration rates [46, 49–53]. In many regions of

the world, agriculture shares space with other land uses

forming structural mosaic of habitats with insects and

other mobile organisms moving between them [33].

The development of multi-trophic arthropod commu-

nities depends on spatial processes (dispersal and for-

aging) that occur at larger scales than the farm, as well

as temporal processes such as overwintering and repro-

duction. Habitat fragmentation caused by farming can

disrupt both types of process and isolate small natural

enemy populations from one another, increasing local

extinctions [54].

Several biotic constraints to production could be

alleviated if biological control maintained following

several strategies that help to enhance indigenous

populations of beneficial insects by providing food
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resources (host prey, pollen and nectar, alternate prey)

and shelter for overwintering. Habitat management

involves vegetation diversification at multiple scales

[55]. Use of insectary plantings or leaving strips of

unharvested plants are examples of infield strategies,

whereas wildflower borders, grassy buffer strips, wind-

breaks, and hedgerows are examples of field margin

diversification techniques. Larger-scale distribution

and connectivity of landscape features such as hedge-

rows, habitat fragments, and riparian vegetation can

also impact levels of biological control as well as provide

biodiversity conservation benefits [56]. Interplanting

crops with flowering herbaceous plants is promoted

as a farmscaping technique since pollen and nectar

are essential to the fecundity and longevity of several

natural enemy species [57, 58]. Planting of multispecies

hedgerows along the edges of farm fields can provide

stable habitat and resources for beneficials while fields

are bare or crops are young. Biological control may

not be enhanced by hedgerows if the availability of

pollen and nectar is so high within the hedgerows so

that natural enemies do not disperse into adjacent

agricultural fields to feed on crop pests [59]; or if the

hedgerow attracts new pests, non-pest prey that natural

enemies prefer over the crop pest; or top predators

that prey on the natural enemies of interest [60–63].

Natural enemy dispersal ranges, which can vary

from a few meters to over a kilometer for some para-

sitoid species [64], will determine the effectiveness of

various habitat patterns at enhancing biological con-

trol. Blackberry and prune trees provide habitat for

alternative hosts of the parasitic wasp, Anagros epos,

which later preys upon the vineyard leafhopper pest,

Erythroneura elegantula [65, 66], but connecting bor-

der plantings to infield floral corridors may encourage

greater natural enemy movement and biological con-

trol in vineyards [63]. Successful conservation biolog-

ical control relies uponmatching vegetational scale and

pattern to the movement range of desired natural ene-

mies in relation to their primary food sources. This

requires an expansion beyond habitat management at

the field level to incorporate larger landscape patterns

and processes, a still relatively unexplored area. In

addition to the size and distance between habitat

patches, the “matrix” between patches is important

for insect movement [67]. Many species that live in

habitat patches also utilize resources outside the habitat
patch, which is a desirable attribute for biological con-

trol allowing for natural enemies to migrate into agri-

cultural fields. Structurally complex landscapes have

been found to lead to higher levels of parasitism and

lower crop damage [68, 69]; but this is not always the

case even within the same region if parasitism rates also

depend upon the presence of particular species or plant

communities [70, 71].

Various strategies for increasing vegetation diver-

sity within crop fields, including tolerating low levels of

weed infestation and intercropping, have been

exploited to reduce the density of herbivores attacking

crops. Crops within diverse assemblages can be “harder

to find and easier to lose” by herbivores, and better

protected by natural enemies [72]. Diversified vegeta-

tion in field margins and mosaic patches across land-

scapes can support natural enemies that move into

crop fields and provide biocontrol of pest herbivores

[71]. Vegetation diversity may also affect management

of phytopathogens.

Weed consumption by herbivores could be

increased by reducing chemical pesticides to control

agricultural pest and weeds, and then adopting resis-

tant or repellent crops to generalist consumers found in

agroecosystems. This management practice has been

successful with some crop species toxic or deterrent to

insects, negatively impacting weeds mainly consumed

by herbivores [73]. This also is a good example on how

food webs may be reorganized in response to human

intervention. Native species of insects, rodents, birds,

and other organisms can consume large numbers of

weed seeds and promote reductions in requirements

for chemical control tactics [74]. Interspersed strips of

diverse, phenologically dissimilar crops may better

conserve populations of weed seed consumers than

crop monocultures [75]. Specialist pathogens have

been used to suppress several weed species in pasture

and rangelands, but in annual crops, the difficulty of

maintaining appropriate environmental conditions for

host infection and the need to achieve rapid weed

suppression in a narrow time window has impeded

the use of this approach [76].

Meadow strips enhanced pollinator diversity and

plant reproductive success in adjacent fields in Switzer-

land [77]. Similarly, in Costa Rica, proximity to for-

ested areas increased pollination and yield in coffee

orchards [78]. Weeds in crop fields supply food for
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many bird species [79], and hedgerows and other forms

of field margin vegetation supply both habitat and food

for wildlife species [80].

Timing and intensity of agricultural management

such as the way in which soil cropping or irrigating

activities are designed may alter habitat distribution

and connectivity across the landscape that are very

important for maintaining viable populations of dif-

ferent organisms [59, 61, 81]. For example, asynchro-

nous tillage is important for maintaining beetle

populations in arable cropland [82] as well as asyn-

chronous flooding is important for sustaining natural

enemy populations in rice fields [24]. Initial studies

also found that creating a mosaic of crop fields and

wetlands in different successional stages had great

promise as a strategy for improving waterfowl habitat

and sustaining crop production in a multiuse land-

scape [83]. Interestingly, maintaining rice fields

flooded through the winter for waterfowl foraging

habitat also provided beneficial agronomic impacts by

increasing decomposition of rice straw and reducing

grassy weed biomass [84]. Further, numerous studies

have shown the interactive effects of landscape com-

plexity and the impacts of agricultural management

practices, with more benign practices (such as organic

farming) having the greatest effects on increased bio-

diversity in simple landscapes [46, 85, 86].
Conclusions

Our understanding of biotic interactions taking place in

agroecosystems and how they relate to production con-

straints is growing rapidly, aided by agroecological

approaches and the integration of ecological methodolo-

gies and ecologists into agricultural research. Numerous

studies provide data allowing for the characterization of

agrosystems that reduce the importance of biological

constraints to production. They include great spatiotem-

poral diversity of crops, discontinuity in monoculture

(rotations, early varieties, etc.), a mosaic of small fields

to ensure the juxtaposition of cultivated and

noncultivated land, the presence of a dominant perennial

crop (especially orchards), crops grownwith high sowing

density to limit weed populations, great genetic diversity

in the crops (varieties grown inmixed or alternate rows of

crops). Based on them, recommendations can be made

concerning the management of cultivated plants and the
choice of cropping techniques that consider the spatio-

temporal dimension of cropping lands, the composition

and abundance of the indigenous flora in and around the

fields, soil type, the nature of the environment, and the

type of farm.
Future Directions

It is clear that agroecosystems are self-designed, and

their outputs are controlled and depend on the biotic

interactions that evolve as they exist. If managing biotic

constraints for crop production is to be sustained on

agroecological bases, there is a need to understand how

agricultural communities are structured taking into

consideration the effects of diversity, species composi-

tion, and food web structure on ecosystem processes;

the impacts of timing, frequency, and intensity of dis-

turbance (at different complexity levels, i.e., whole

ecosystem, community, population); and the impor-

tance of multi-trophic interactions. All of these aspects

have to be observed and explicitly integrated at multi-

ple spatial and temporal scales. The potential for

a greater use of agroecological management approaches

is high. However, given the variability of biological

phenomena, the implementation of the agroecological

strategy requires a planned spatiotemporal farm man-

agement. However, owing to the nature of these self-

assembled ecosystems, there is some inherent

unpredictability about responses to different management

interventions. Effective synthesis of complex and often

apparently contradictory information is still needed.

Field-based research that includes monitoring of species

performance, along with social learning mediated

by farmer-researcher collaborations may help in this task.
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Glossary

Carbon sequestration Transfer of atmospheric CO2

into long-lived reservoirs

Mean residence time The duration during which

CO2-C resides in a specific pool (pool)

Soil quality Capacity of a soil to perform ecosystem

services

Definition of the Subject

Atmospheric concentration of carbon dioxide (CO2)

can be stabilized, if not reduced, by reducing anthro-

pogenic emissions, sequestering emissions, or both.

Emission reduction implies identifying and using

no-carbon (C) or low-C energy sources such as

alternatives to fossil fuel including wind, solar, hydro,

geo-thermal, biofuels, etc. Reductions in gaseous emis-

sions can also be achieved by enhancing the energy use

efficiency. In agronomic systems, involving practices to

raise crops and livestock, enhancing energy efficiency

implies a range of practices which increase agricultural

productivity per unit input of energy-based resources

(i.e., fertilizers, pesticides, irrigation). Another strategy
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013
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is elimination or reduction in frequency and intensity

of tillage operations and converting plow-based

tillage to no-till farming or conservation agriculture.

Use of solar and wind energy for grain drying,

water pumping, and heating buildings can also reduce

emissions.

Agricultural soils and ecosystems can also be used

for sequestration of atmospheric CO2 by enhancing

photosynthesis, increasing net primary productivity

(NPP), and converting some of the NPP into stable

biomass (forest products) and the soil C pool. The

biomass in forest, with a long mean residence time

(MRT), has two distinct but related components:

the above-ground biomass and the below-ground bio-

mass. The above-ground biomass can be alive or the

detritus material. The photosynthates transferred deep

into the subsoil through a tap root system have a long

MRT. Agroforestry systems, growing crops and raising

livestock in combination with perennials (tree species),

can enhance the ecosystem C pool by increasing both

biomass-C and soil-C components.

Sequestering C in soil entails increasing soil

organic C (SOC) pool and also the soil inorganic

C (SIC) pool. The SOC pool has three related compo-

nents: labile/active pool, intermediate pool, and the

passive/recalcitrant pool with MRT of < year,

<decades to a century, and several millennia, respec-

tively. The goal is to transfer the labile pool into

intermediate and preferably passive pools through

conversion to conversion tillage, use of manure/

compost and other biosolids (biochar), and complex

cropping/farming systems. Sequestration of SIC

occurs through formation of secondary carbonates.

In irrigated systems, however, leaching of bicarbon-

ates is also an important mechanism of SIC transfer

into the groundwater. Agronomic practices strongly

interact with strategies of reducing emissions and

sequestrating CO2 in soils and biota. Therefore, the

strategy of agronomic management is to identify the

interactive agronomic practices which enhance ecosys-

tem (biotic and pedologic) C pools.

Introduction

Limiting global warming to 2�C necessitates identifica-

tion and adoption of diverse strategies which reduce
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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the net anthropogenic emissions of greenhouse gases

(GHGs). Agriculture, hitherto a major source of GHGs,

is an important industry which can be made more

energy-efficient. Importance of improving agricultural

production, by as much as 70% between 2010 and

2050, cannot be overemphasized in view of the need

to reduce hunger, malnutrition, and poverty. Although

amajor challenge, making agriculture emission-neutral

is a prudent long-term strategy. It is in this context that

understanding of the agronomic interactions with CO2

sequestration in soil is important.

Agronomic systems are defined as site-specific

management of soils and crops on the basis of eco-

regional and physiographic characteristics, and in the

context of socioeconomic and policy environments.

These systems are strong determinants of agricultural

production, sustainable use of resources, and their

environmental impact. Pertinent examples of the envi-

ronmental impacts of agronomic systems include

accelerated soil erosion, nonpoint source pollution,

emission of GHGs, and alterations in ecosystem

and soil C pools. Most soils of agricultural ecosystems

(i.e., croplands, grazing lands) are depleted of their

SOC pool. In comparison with the natural/climax veg-

etation, the remaining SOC pool in agricultural soils

may be 20–50% of the antecedent pool under

undisturbed conditions [1]. The magnitude of loss is

large in soils characterized by high than low antecedent

pool, coarse than fine texture, in warm than cold cli-

mates, and in degraded/eroded than favorable quality.

Furthermore, the magnitude of loss is more from soils

managed by extractive farming than of intensive/sci-

ence-based agriculture. The historic loss is also equiv-

alent to the potential soil C sink capacity, a part of

which can be realized through conversion to

a restorative land use and adoption of recommended

management practices (RMPs).

Sequestration of CO2 in agroecosystems implies

transfer of atmospheric CO2 into biota and soils

through photosynthesis and NPP in a manner such

that the biomass-C is neither readily nor immediately

returned back to the atmosphere. The strategy is to

enhance the MRT of C in biota and soils. Principal

determinants of MRT comprise of a wide range of

factors including soil processes and plant/biomass

characteristics. Important among soil processes are
formation of: (1) stable micro-aggregates, (2) organo-

mineral complexes including absorption on clay sur-

faces, and (3) recalcitrant organic polymers involving

physical, chemical, and biological protection of soil

organic matter (SOM). Another process of physical

protection is transfer of SOM into the subsoil by illu-

viation as dissolved organic (DOC) such that it is

away from the surface layer prone to accelerated ero-

sion, intense mineralization, and other natural and

anthropogenic perturbations. Important among plant

characteristics which increase MRT are: (1) a deep

root system and (2) a high concentration of recalcitrant

compounds. This chapter is aimed at describing

the processes and practices which moderate the agro-

nomic interactions with CO2 sequestration in soil as

a recalcitrant humus of a long MRT.
Soil Carbon Budget

The strategy is to create a positive SOC budget so that

input of biomass-C exceeds the losses. Important

among agronomic practices which create a positive

C budget (Fig. 1) are mulch farming, no-till/conserva-

tion agriculture, integrated nutrient management

(INM) including slow release formulation of chem-

ical fertilizers and biofertilizers, conservation and

management of soil water to reduce losses by surface

runoff and evaporation and increase soil-water stor-

age, and use of complex cropping/farming systems

including agroforestry and mixed farming systems.

The strategy is to replace extractive farming

practices, which deplete soil fertility and SOC pool,

by science-based agriculture involving the wide-

spread adoption of RMPs. Some RMPs outlined in

Fig. 1 are generic, and no one practice is universally

applicable because of the extreme diversity of soil types,

ecoregions, and the human dimensions related

to socioeconomic and political consideration. Site/

soil-specific validation and adaption through fine-

tuning of RMPs is essential.

While increasing the input of biomass-C, it is

equally important to reduce its losses. Agronomic/soil

processes which deplete the SOC pool are outlined in

Fig. 2. The SOC pool is strongly depleted by accelerated

soil erosion. The preferential/selective removal of SOC

by runoff and erosion, as indicated by an enrichment
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ratio of C in sediments ranging from 5 to 30 depending

on soil/land and climate, is attributed to: (1) low den-

sity of SOC, (2) high concentration (stratification) in

the surface layer, and (3) absorption on clay and thus

removal along with the clay particles. Soil erosion is

exacerbated by plowing, residue removal, uncontrolled

and excessive grazing, and management practices

which degrade soil structure and accentuate its vulner-

ability to climatic erosivity.

The SOC pool is also depleted by increase in the rate

of mineralization. The latter increases with increase in

soil temperature and changes in soil moisture regime.

Conversion of natural to managed/agricultural ecosys-

tems alters both the soil temperature and moisture
regimes and accentuates the rate of mineralization.

The latter, being a biochemical reaction, is approxi-

mately doubled with every 10�C increase in temperature

(Vant Hoff rule). There is an optimal soil moisture

regime for the mineralization/decomposition. Water

table management and drainage of excessively wet soils

increase the rate of mineralization. Excessive wetness

increases methanogenesis and denitrification with an

attendant increase in emissions of CH4 and N2O.

In contrast, supplemental irrigation in arid and semi-

arid climates can also accentuate mineralization and

denitrification. In general, therefore, emissions of

GHGs may be more from agricultural soils than those

under natural ecosystems.



Alterations in water and                 

  nutrient management                    

Change in
 so

il r
ea

ct
io

n 
   

   
 

Moisture and te
mper

at
ur

e 
re

gi
ne

Harvest/removal grazing
Processes which

exacerbate
soil carbon

loss/depletion

High rate of
decomposition

Accelerated soil
erosion

Leaching losses

• Completing uses of residues
• Excessive grazing

• Excessive drainage
• High soil temperature
• High proportion of labile
  material

• Decline in SOC concentrations
• Dormant season
• Changes in soil drainage

• Dissolved organic carbon
• Dissolved inorganic carbon
• Illuviation

• Excessive use of agro-chemicals
• Soil mining practices

• Residue removal
• High stocking rate • Excessive tillage

• Soil degrading crops

• Bare soil surface
• Decline in soil structure
• Reduction in soil biodiversity

Land use conversion, drainage, tillage
Ex

tra
cti

ve
 fa

rming practices

Agronomic Interactions with CO2 Sequestration. Figure 2

Agronomic soil processes which deplete the soil carbon pool
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Hidden Carbon Costs

Most agronomic inputs, especially in intensively

managed systems, are based on use of fossil fuel com-

bustion. Important among these are tillage operations,

harvesting, drying, application of fertilizers, and other

chemicals (pesticides) and irrigation. The hidden C

cost (HCC) of these inputs are listed in Table 1. Agro-

nomic practices with a significant input of HCC are

tillage systems, and agricultural chemicals. Thus,

a complete Life Cycle Analysis (LCA) is needed to

determine the ecosystem C budget and assess the net

C gains. The latter can be described by Eq. 1:

Net C gain ¼ Cinput � Closs þHCCð Þ ð1Þ

Cinput includes biomass addition such as shoot,

leaves, detritus materials, roots, compost, manure,
deposition through wind and water, etc. Closs

occurs mainly through erosion, decomposition, and

leaching. Principal components of HCC are the

energy-based inputs. Quantification of each of

these components is essential to conducting LCA for

specific soil, crop, ecoregion, and other site-specific

factors.

It is often argued that HCC should not be

deducted from the gross C gains because agronomic

inputs (i.e., fertilizers, tillage, pesticides, manure,

irrigation, and harvesting) are not used for

C sequestration but for achieving food security to

meet the food and other demands (i.e., feed, fiber,

and raw materials) of the growing population. If

HCCs are also considered, land managers/farmers are

not adequately rewarded by payments through

C trading.



Agronomic Interactions with CO2 Sequestration.

Table 1 Hidden carbon costs of agronomic practices

(Adapted from [2])

Agronomic practice Carbon cost

I. Tillage (kg CE/ha)

Moldboard plowing 15.2 � 4.1

Chisel plowing 7.9 � 2.3

Disking 8.3 � 2.5

Cultivation 4.0 � 1.9

Rotary hoeing 2.0 � 0.9

II. Fertilizers (kg CE/kg)

Nitrogen 1.3 � 0.3

Phosphorus 0.2 � 0.06

Potassium 0.15 � 0.06

Lime 0.16 � 0.11

III. Pesticides (kg CE/kg)

Herbicides 6.3 � 2.7

Insecticides 5.1 � 3.0

Fungicides 3.9 � 2.2

IV. Irrigation (kg CE/ha/year)

Surface 9.4–24.6

Sprinkler 16.3–121.3

Trickle 84.9
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Farming Carbon

The term “farming carbon” implies growing/increasing

C pool in soils and biota (trees) of managed ecosystems

(agriculture, forestry, urban lands, wetlands) so that

any increase in the ecosystem C pool can be traded in

the market as a farm produce. Agronomic interactions,

practices which enhance soil and the biotic C pools, are

strong determinants of the C gains (or losses) from the

ecosystem. Changes in the ecosystem C pool must be

monitored by a standardized procedure so that the

data are credible, reproducible, and verifiable by other

procedures. A protocol for measurement, monitoring,

and verification (MMV) is essential to implement

C trading.
Ecosystem Services and Soil Carbon

Sequestration

Sequestration of C in soils and biota generates and

enhances numerous ecosystem services (Fig. 3). Impor-

tant among these are: (1) providing materials of use to

human (i.e., food), (2) moderating the environment

(i.e., climate), (3) enhancing support, and (4) archiving

human and planetary history [3, 4]. Soil and the

ecosystem C pools are strong determinants of these

services directly and indirectly. For example, quantity

and quality of the SOC pool affect soil functions

through (1) increasing soil aggregation and improving

soil tilth, (2) increasing nutrient retention and

availability, (3) moderating water retention and avail-

ability, (4) improving infiltration and reducing water

runoff, (5) reducing soil erosion and nonpoint source

pollution, (6) providing energy source and food to soil

biota, (7) enhancing nutrient/elemental cycling,

(8) accentuating use efficiency of input, (9) enhancing

rhizospheric processes and micro-climatic environ-

ment, and (10) improving GPP and NPP.
Carbon Sequestration and Agronomic Production

It is because of numerous positive effects of

organic carbon concentration in the root zone on soil

quality that it is a strong determinant of the use effi-

ciency of agronomic input and of crop growth and

yield. Depending upon soil type and crop characteris-

tics, there is a threshold value of 15–20 g/kg of SOC

concentration in the root zone [5]. Crop growth and

yield are strongly reduced when SOC concentration is

below the threshold level (Fig. 4, [6, 7]). The yield

response to SOC concentration in the root zone also

depends on the management. The crop response

(i.e., growth and yield) is generally stronger in agro-

nomic practices based on low than high external inputs

such as fertilizers, manure/compost, irrigation,

etc. Indeed, the yield potential of elite varieties cannot

be realized unless soil quality and the related

agronomic interactions are optimized. Therefore,

enhancing SOC concentration to above the threshold

level is essential to improving agronomic yield in

depleted/degraded soils of sub-Saharan Africa, South

and Central Asia, and elsewhere in regions with low

crop yields.
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Ecosystem services enhanced by soil carbon sequestration (GPP gross primary productivity, NPP net primary productivity,

NBP net biome productivity)
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Future Directions

There is a strong need to understand the following:

● Soil processes and agronomic practices which create

a positive C budget for diverse ecoregions

● Rate of C sequestration in relation to soil type,

climate, and management

● Relationship between soil C pool/concentration

and soil quality parameters, and agronomic yield

● Process, factors, and causes which enhance the

mean residence time of C in soil

● Threshold value of C concentration for predomi-

nant soil type and crops

● Policy interventions to promote “carbon farming”
Conclusions

Creating a positive budget of C (and N) is important to

C sequestration in the soil. Agronomic practices to

create a positive C budget are those which enhance

the inputs of biomass-C. Important among these are

conservation/no-till agriculture, mulch farming, cover

cropping, integrated nutrient management,

harvesting/recycling of water, complex farming sys-

tems, and perennial culture. Restoration of eroded/

degraded soils and ecosystems is important to

C sequestration in the soil. Energy-based inputs (i.e.,

fertilizers, pesticides, and tillage) have high hidden
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Figure 4

A generalized response curve of agronomic yield response

of crops to concentration of soil organic matter in the root

zone
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C costs. The strategy is to minimize losses of these

inputs by erosion, leaching, volatilization, etc. Increase

in soil organic C pool above the threshold level can

enhance crop yield. Improvement in soil quality
through increase in SOC pool is essential to increasing

crop yields and agronomic production of soils in

African, Asian, Caribbean, and the Andean regions.
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Informal animal breeding started thousands of years

ago when hunter-gatherers started domesticating

animals. Out of thousands of species available only

few were domesticated as the requirements for domes-

tication were numerous: plant diet, fast growth rate,

ability to breed in captivity, good disposition, little

tendency to panic, and ability to function well in

groups [1]. An ancient farmer/herder took special

care of well-behaving animals that provided good

growth, or plenty of milk, or reliable draft, or lots of

wool, etc., while eliminating the troublesome ones. The

domestication greatly increased the nutritional output

per unit of land although it also brought new problems,

e.g., new diseases and wars. These problems were

smaller than the benefits of the domestication as

hunter-gatherers mostly disappeared. Some of the

benefits could be due to a positive effect of animal

products on IQ [2].

The natural selection maximizes survival under the

natural conditions. Under domestication, the selection

maximizes utility of a specie for a farmer while

deemphasizing and thus reducing energy expenditure

for characteristics less important or unimportant

under domestication, e.g., fighting ability to select

a mate or defend against predators, ability to cover

long distances, etc. [3]. The degree of economically

beneficial selection is environment dependent because

some traits (e.g., resistance to harsh conditions) may be

necessary in some environments while they are redun-

dant in other environments. In the end, the improved

animals have a smaller environmental imprint [4].

In ▶Animal Breeding Methods and Sustainability,

Agustin Blasco provides a historical perspective to ani-

mal breeding including the creation of breeds.

Although the breeding has been practiced for many

millennia, the science behind it is relatively recent.

With new breeding tools, the genetic improvement

accelerated resulting in much higher productivity per
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
animal with lower cost per unit of animal product.

High productivity of a few improved breeds raises

a question of survival and consequently conservation

of less improved breeds. Also, highly improved breeds

may not be optimal in more demanding environments.

In “▶Animal Breeding, Foundations of,”

Guilherme Rosa focuses on theories that made modern

animal breeding possible. These are population genet-

ics, quantitative genetics, mixed models, and related

issues. He examines the infinitesimal genetic model

where it is assumed that a trait is controlled by a large

number of independent loci, and he mentions models

involving quantitative trait loci (QTL) or major genes.

Selection can be for a single trait with possibly unde-

sirable response for some of the remaining traits, or it

can be multitrait, where weights on traits are econom-

ically derived for a more balanced breeding.

The selection in animal breeding depends on

models and often sophisticated computing to estimate

parameters of those models. In “▶Animal Breeding,

Modeling in,” Lawrence Schaeffer presents mixed

models that are commonly used to analyze many traits

in small and large populations. In particular, an animal

model considers all phenotypes and pedigrees to provide

best unbiased linear predictions of animals’ breeding

values (EBV). While the basic animal model may be

sufficient for fairly accurate predictions, sometimes

additional features are necessary to better reflect the

complexity of data. Large differences in variability within

the environments require a model that accounts for

heterogeneous variances per environment, categorical

traits are best analyzed by a threshold model; special

models are needed to analyze data censored, e.g., by time.

While most of the progress in animal breeding was

based on the infinitesimal model, the availability of

genetic markers raised hopes of finding major genes.

Subsequently, marker-assisted selection (MAS) would

allow determining EBV for young animals without

waiting for phenotypes. In his entry “▶Animal Molec-

ular Genetics from major genes to genomics,” Asko

Mäki-Tanila describes theories for finding markers or

QTL and applications of MAS. While several large

QTLs have been found, in general, the estimated values

for large QTL seem to be inflated while many QTLs are

below the detection level. Thus, the total contribution

of large QTLs seems to be small for most traits.
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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Currently, individuals can be genotyped inexpensively

for a large number of SNP markers. The use of these

markers for breeding is called the genomic selection.

The genomic selection is successful in populations with

small effective population sizes where the genomic

information provides more accurate relationships.

A selection is usually performed in a specific envi-

ronment, which is defined as a combination of climate,

nutrition, management, and stability. Animals excelling

in one environment may perform poorly in another

environment and vice versa, or show a genotype by

environment interaction (GxE). In “▶Animal Genetic

in Environment Interaction,” Erling Strandberg

describes terms useful for quantification of GxE such

as plasticity and homeostasis. GxE can be analyzed by

reaction norms. We are interested in GxE only when

genotypes rank differently in different environments.

The traditional selection is by selecting the “best”

individuals. However, these individuals may indirectly

be selected for poor group performance, e.g., aggres-

sion, and such animals may inhibit the growth of the

other animals. In “▶ Socially affected traits, Inheri-

tance and genetic improvement,” Peter Bijma presents

cases where the group performance is more important

than the individual performance, proposes models that

can be used to breed “socially adapted” animals, and

describes results of experiments with such breeding.

The social performance is most important for animals

bred in cages such as poultry and pigs where the aggres-

sion can result in physical harm or even death. An

intuitively obvious solution to aggression of allowing

more space per animal in fact increases fighting and

subsequently causes economic losses, as extra space

allows for more fighting.

The next few entries are devoted to breeding for

specific species.

In the entry ▶ Poultry Breeding, Yoav Eitan and

Morris Soller document how, over the past 100 years,

the chicken meat changed from being one of the most

expensive to the least expensive. Such a progress

required a good choice of initial breeds, intensive selec-

tion, and diligent research to discover sources of new

problems and their mitigation, and constantly adapting

management to address these problems. The success

with chicken is possible only when the environment

can be tightly controlled as highly adapted animals

retain minimal flexibility to handle less than the
optimal conditions. An important issue in chicken is

animal welfare. While some stresses are unavoidable,

like in nature, reducing the avoidable distress can be

good economics.

In the entry ▶ Pig breeding for increased sustain-

ability, Pieter Knapp examines broader issues in breed-

ing using pigs as an example. The first issue is

diversity. Should different breeds be preserved or is it

unimportant? What is the optimal size of the breeding

population to sustain genetic variability and maximize

the genetic progress over the long run? Pigs have been

singled out as causing environment pollutions. Can

breedingminimize the pollution? One way tominimize

pollution and environmental damage is to breed effi-

cient animals with good feed conversion ratio (FCR).

Can one radically improve FCR? Is animal welfare a

liability or an asset? The entry by Pieter Knapp contains

extensive references.

Filippo Miglior, Sarah Locker, and Roger Shanks

take a look into dairy breeding in their entry ▶Dairy

Cattle Breeding. An intensive selection for milk made

Holsteins the highest producing and the most popular

dairy breed in temperate countries. Most of the progress

in Holsteins, and to a lesser intent, in other breeds, is

through the extensive use of highly select sires through

artificial insemination. The selection of sires is in

fact global because national sire evaluation from some

30 countries are now pooled together by an international

agency “Interbull,” and semen of bulls ranked by this

agency are available worldwide. Strong selection for pro-

duction had an undesirable effect on fitness, including

reduced fertility and survival. This side effect is remedied

now by increased emphasis on fertility and survival in the

selection index, and by crossbreeding. Lately, genomic

selection greatly changed the breeding scheme in dairy.

Matthew Spangler describes beef breeding in the

USA in his entry▶Breeding in Beef Cattle. As opposed

to dairy, the beef population consists of many breeds,

and most animals sold for beef are crossbreds. Beef is

initially raised in ranches and later brought to feedlots

for a short time for accelerated growth. Animals are

genetically evaluated based on growth at a few age

points, for carcass characteristics and for fertility.

Important issues in beef evaluation are heterosis and

recombination loss in crosses. FCR in beef is much

lower than in poultry or pigs; however, beef can utilize

land unsuitable for crops.

http://dx.doi.org/10.1007/978-1-4419-0851-3_343
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Thorvadur Árnason, in his entry ▶Breeding in

Horses, presents issues in breeding horses, predomi-

nantly for racing. Such breeding is successful as the

trend for maximum speed is positive. As only selected

individuals are run in races, breeding for speed requires

accounting for censoring, i.e., lack of records for an

important part of the population. This is done by

treating as phenotype a categorical variable of “has”

or “does not have” records. An issue specific for horses

is increased inbreeding due to very intensive selection

and small populations. Large increase in inbreeding has

negative effects on many traits and also increases the

chances of propagating a recessive gene.

SWP Cloete looks at aspects of▶ breeding in devel-

oping countries and tropics. Increased production

due to the animal breeding and limited population

growth was successful in developing countries in creat-

ing surpluses of animal products. In developing coun-

tries, the animal breeding was less successful while the

population exploded, resulting in shortages of animal

products. The breeding was less successful because of

specific challenges in developing countries and espe-

cially the tropics, and much smaller R&D. Traits espe-

cially important in the tropics are disease resistance

(including tick and trypanosome), draft resistance,

and ability to produce under periodic feed shortages.

Subsequently, animals bred in the developed world

may not survive in the tropics; however, their crosses

sometimes do well. This entry contains a large number

of references.
Even though the animal breeding is successful, there

is a question whether the current pace of progress can

be maintained. For example, FCR cannot be decreased

below some 1.5 kg feed/1 kg of meat, unless the extra

selection results in increased water content. Also,

increased milk production at a cost of reduced fitness

(less fertility, lower survival, more susceptibility to

diseases) can at one point decrease overall profitability.

Peer Berg ponders long-term challenges in animal

breeding in his entry titled ▶Animal Breeding,

Long-term Challenges. Low effective population sizes

make whole populations less biosecure. Too optimized

genotypes may require huge facilities that could destroy

the environment and rural life. Also, new requirements

for welfare may require changing breeding goals. How-

ever, most long-term challenges are not well known.
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Glossary

Breed A population of animals with common mor-

phological characteristics that is recognized as

a breed by the administration, by a breeders asso-

ciation, or by other groups of people.

Best linear unbiased prediction (BLUP) It is the

most common statistical method used in breeding

evaluation.

Quantitative trait locus (QTL) A gene having influ-

ence in a quantitative trait.

Markers Fragments of the DNA molecule for which

their position is known.

Response to selection Genetic progress.

Definition of the Subject

After domestication, animals were selected in different

environments and for different traits leading to the

modern breeds. Long before the appearance of the

science called now as “Genetics,” animal breeding had

been practiced by humans following intuitive criteria,

less efficient than the scientific ones, but criteria that

had provided success along many generations of selec-

tion [1]. The lack of a theory explaining inheritance

slowed down animal breeding for many years, but with

the rediscovery ofMendel’s rules at the beginning of the

twentieth century and the development of quantitative

genetics in the 1920s and 1930s animal breeding had
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
the tools needed for its development. Animal breeding

methods were developed in the 1930s and 1940s, and

the first animal breeding companies and cooperatives

started in using scientific methods for animal selection

[2]. The development of artificial insemination in cat-

tle in the 1940s and frozen semen in the 1950s led to the

modern schemes of progeny test, in which bulls are

proved with a high number of daughters, and semen

of the best bulls is available worldwide. Large compa-

nies of animal breeding were created in the 1960s for

poultry and pigs, and nowadays they dominate the

market of reproducers, particularly in the avian case.

In 1953 the structure of the DNA was published, lead-

ing to a quick development of all molecular genetics

techniques. Today, DNA information is widely used as

a complementary tool to the statistical methods based

on data from records, to estimate the genetic values of

the candidates to selection [3]. Although the commerce

of genes is now extended worldwide, there is a recent

interest in conserving breeds in danger of extinction

due to this globalization. These breeds are a genes

reserve for ensuring possible changes in the future

market. Besides, some breeds can be helpful for devel-

oping sustainable systems in areas in which modern

developed animals cannot be bred because of the lack

of resources, climate, or other reasons [4].

Introduction

Long before the appearance of the science that is now

called “Genetics,” animal breeding had been practiced

by humans following intuitive criteria, less efficient

than the scientific ones, but criteria that had provided

success along many generations of selection. Darwin

himself was impressed by the achievements of farmers,

and artificial selection was a source of inspiration for

his theory of evolution [5].

" We cannot suppose that all the breeds were suddenly

produced as perfect and as useful as we see now them;

indeed, in several cases, we know that this has not been

their history. The key is man’s power of accumulative

selection: nature gives successive variations; man adds

them up in certain directions useful to him. In this

sense hemay be said tomake for himself useful breeds.

C. DARWIN
4-57

gy,
On the origin of species (1859, p. 30)
97-8,

# 2012, DOI 10.1007/978-1-4419-0851-3
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Animal breeding starts with domestication.

Although there are several theories about the domesti-

cation process, it is generally admitted that selective

breeding led to modern domestic animals, a hypothesis

corroborated by the experiment of domestication of

wild silver foxes started by Dimitri Belyaev in 1959

and still continued. After 40 years of selection for

quiet temperament, silver foxes, which are aggressive

to humans in the wild, became as friendly as dogs [6].

As a correlated response, some physical appearance also

changed, and some bones of the skull were modified in

the same direction as dogs when compared with wolves

[7]. Modern molecular techniques permit to recon-

struct the history of domestication [8]. After domesti-

cation, animals were selected in different environments

and for different traits, leading to the modern breeds.

References to animal breeding can be found in ancient

Greek and Roman authors’ works [9]; however, mod-

ern breeding practices start with the self-taught work of

Robert Bakewell (1725–1795), who produced new

breeds and had a high reputation as breeder [1]. He

focused his work in the performances of his cattle and

sheep, hiring rams, recording the offspring and keeping

the sons of the best males. He fixed few and clear

breeding objectives mating the best females with the

best males. However, he disregarded the damaging

effects of inbreeding and due to this, he had fertility

troubles with his new breeds, but he is still considered

as the first farmer practicing modern animal breeding.

The lack of a theory explaining inheritance slowed

down animal breeding for many years. The theory of

blending inheritance, sustaining that offspring was

intermediate between parents, could not explain the

persistence of genetic variability. Some hybrid breeders

had noticed that crossing hybrids they can recover

discrete traits that were present in the parental popu-

lation [10], but Gregor Mendel (1822–1884) was the

first in calculating the frequencies in which the

observed traits were transmitted, allowing him to pro-

pose the first rules of genetic inheritance [11].

Although Mendel was conscious of the importance of

his research, his work, published in a context of hybrid

plant production, was largely ignored until it was

rediscovered at the beginning of the twentieth century,

and it was widely used to explain the inheritance of

discrete observable traits. Mendel’s rules worked well

for discrete traits like yellow or green color, but many
traits like milk production or body weight showed

a continuous variation and seemed to follow different

inheritance rules. The biometrician school, founded by

Karl Pearson (1857–1936), was using and developing

statistical methods, and rejected Mendel’s rules, con-

sidering them as a special case of inheritance for some

discrete characters [12]. Mendel was aware about the

fact that the simple rules he discovered could not be

applied to continuous variation, but he suggested that

in these cases many inheritance factors might act

simultaneously producing all intermediate indistin-

guishable classes. After some exam of this possibility,

it was disregarded by the biometricians, and a bitter

dispute about the mechanisms of inheritance started

until Fisher (1890–1962), in a seminal paper [13], used

statistical methods to reconcile Mendel’s laws on inher-

itance with the continuous variation observed by bio-

metricians. (For a history of early development of

genetics and this dispute, see [12].)

The work of Fisher in this and subsequent papers

started bothmodern statistics andmodern quantitative

genetics, but themethods of this new science had still to

be applied to animal breeding. This task was accom-

plished by Lush (1896–1982), who harmonized breed-

ing practices with the knowledge provided by the new

discipline. Lush defined concepts like heritability, and

proposed methods of selection including the informa-

tion of relatives, weighed according to the genetic con-

tribution predicted by Mendel’s rules and quantitative

genetics. The several editions of his book “Animal

breeding plans” contributed to spread the new knowl-

edge among scientists, technicians, and breeders [14].

Modern indexes of selection for several traits were

developed for plants by Fairfield Smith [15] closely

following some indications given by Fisher, and Hazel

[16] applied them to animal breeding allowing on one

side to use family information and on the other side to

weigh all traits of economic interest according to the

predicted benefits that the offspring would give.

The development of artificial insemination permit-

ted having offspring of the same sires in many farms

(see [17] for a history of its development). As environ-

mental effects were different depending on the farm

circumstances, data had to be corrected in order to

evaluate the animals properly. Corrections for environ-

mental effects like parity, season, length of lactation,

etc., had been made before, but then the problem was
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more complex. Several methods were developed to pre-

correct the data before genetic analysis was made, but it

was Henderson (1911–1989), who proposed a method

for integrating the genetic values and the environmen-

tal ones in the same statistical model. This allowed the

prediction of genetic values at the same time that cor-

rections for environmental values were made [18]. The

development of computers allowed using all relatives in

the evaluation, and some computing difficulties

derived from the use of all relatives were solved by

Henderson himself [19]. Nowadays his method called

best linear unbiased prediction (BLUP) is the standard

method in animal breeding evaluation. BLUP needs the

variance components (genetic and environmental) for

predicting the genetic values. To estimate them is

a difficult task, because data come from different

farms and different environments and they should be

corrected as before. Paterson and Thompson [20]

showed how to correct for the environmental effects

and how to estimate the genetic variance components

at the same time. Their method is called REML (Resid-

ual or Restricted Maximum Likelihood) and it is

a standard for variance component estimation.

Animal breeding was dominated by REML and

BLUP – and they are still the most common methods –

until the development ofmodern computers allowed the

use of Bayesian methods. These methods use probabili-

ties for inferences, which give them several advantages

and permit to express the uncertainty about the

unknowns in a natural way. For example, it is easier to

understand that the probability of a breed having

a higher growth rate than another is 93% than to under-

stand that when estimating the difference in growth rate

between breeds, in an infinite number of repetitions of

the experiment, new samples will be higher than

the actual sample in a 7% of the cases (which is the

definition of a P-value of 7%). A review of Bayesian

methods compared with classical statistical methods in

animal breeding can be found in [21]. Bayesian

methods were introduced by Daniel Gianola in the

1980s [22], but they lead to complicated integrals that

could not be solved even by approximate methods. The

rediscovery of a numerical method called Monte Carlo

Markov Chains permitted to overcome this problem

and to use Bayesian methods, leading to a high

development and extension of them in animal breeding

(see [23] for a detailed exposition of the methods).
With the arrival of DNA analysis techniques, a new

field was open for research. Transgenesis looked as

a promising area, but its real usefulness in animal

breeding has been discussed [24]. Molecular markers,

however, have been widely used in animal breeding as

a complementary tool in genetic programs. They have

been also used for capturing major genes; unfortu-

nately, most traits are not controlled by major genes

and molecular markers have had a limited success in

this area [25]. Recently, simple molecular markers

consisting in a single nucleotide substitution in the

DNA chain (SNP) have been made easy and cheap to

detect. This permits to use several thousand markers

in each individual, thus all genes controlling a trait can

potentially be associated to SNPs [26]. A main prob-

lem of this procedure is that these associations between

SNPs and genes are lost after few generations of selec-

tion [27], but new associations can be reestimated.Now-

adays genomics is being examined as a promising tool for

many genetic programs, particularly in species like dairy

cattle inwhich there is a continuous recording, the trait is

expressed only in females, and generation intervals are

large. In this case, genomics can be used for a better

evaluation of young bulls that still have no offspring.

Other uses of genomics will appear in the forthcoming

years and it will be probably established as a useful

complementary tool to current genetic programs.
Animal Breeding and Sustainability

Animal breeding consists essentially in selecting ani-

mals kept in close reproduction systems, often accom-

panied with crosses between these groups of animals

[2]. Historically, the groups of animals kept in close

reproduction were breeds, although modern intensive

meat production of prolific species is now based in

selection of synthetic lines. These lines are called “syn-

thetic” because they do not correspond to traditional

breeds, but have been generated by crossing animals

from different breeds or crossing commercial “hybrids”

(which are not hybrids in a genetic sense, as it will be

seen later). This procedure allows obtaining a large

genetic variability available for selection on productive

traits. The relevance of breeds for sustainability lies in

that some breeds can be particularly well adapted to

local conditions, although this does not mean that local

breeds are always better for local conditions than
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foreign breeds. A foreign breed can be better adapted or

can be economically more interesting than a local

breed. This is common mainly in species like poultry,

pigs, or rabbits, which are usually kept in better envi-

ronmental conditions than beef, sheep, or goats, but it

also happens in ruminants. For example, Nelore cattle,

a foreign breed in Brazil, has had a high success and

now it is extensively implanted there [28].
Animal Breeding Methods and Sustainability. Figure 1

Pure lines and hybrids in plants. Couples of letters indicate

genes; capital letters indicate one allele of a gene and small

letters another allele of the same gene
Definition of Breed

There is no consensus about the definition of what

a breed is. Many definitions of breed have been com-

pared [29–31], and the only common requirement to

all of them is the genetic homogeneity, which applies

essentially to external traits. It can be said that a breed is

a group of animals with some common external charac-

teristics defined by some people who consider this group of

animals to be a breed. A breed requires some people who

decide the external characteristics used to define the

breed; often they also attribute some “average

performances” to the breed. The problem with this defi-

nition is that it depends too much on external character-

istics that may be very useful for dog or ornamental

animals, but not necessarily for animals producing meat

or milk in an efficient way. Some breeds were historically

selected for improving some traits and they have been

established as the most productive ones in intensive pro-

duction systems; Leghorn hens for white eggs, Friesian

cows for dairy cattle and Landrace and Large white in

pig production are now widely established. However,

the word “Leghorn” or “Landrace” only define the

external appearance of the breeds; there are many

types of Landrace in the world, depending on the traits

for which they have been selected, and the few multi-

national companies that control the eggs market use

specific highly productive Leghorn lines, therefore the

concept of “breed” is often of little utility. Other words

used in animal breeding that can lead to confusion are

“pure breed” and “hybrid.” In plants, a hybrid is the

cross of two pure lines. A pure line is homozygous for

all its genes, and all individuals have the same genotype,

all hybrids have also the same genetic composition, and

the cross of two plant hybrids produces very different

plants due to the segregation of all the alleles (Fig. 1).
There are no “pure lines” in animals in the same

sense as in plants. Pure lines in plants have been pro-

duced by self-fertilization or by fertilization of close

relatives, something that is not possible in animals.

Some attempts of creating highly inbred lines in pigs

and poultry were done in the 1940s and 1950s, without

positive results, because inbreeding produces infertility

and abnormalities to a degree that prevents its use in

animal breeding [2]. “Pure lines” in animals are only

groups of animals in closed reproduction that will not

be homozygous for all their genes, therefore animal

“hybrids” will be crosses between lines or breeds with

no genetic homogeneity. Moreover, it is a frequent

practice in animal breeding to open the lines to some

animals from other commercial lines in order to reduce

inbreeding. This practice is also useful to capture genes

that would be in lower frequency in the recipient line

and that may be in higher frequency in the imported

animals [32]. As “animal hybrids” are only crossed

animals, they can be used to produce new “animal

pure lines” with high genetic variability available for

selection; for example, several rabbit breeds used for

commercial purposes were originated by crossing com-

mercial “hybrids” [33].

Breeds were created by humans after domestication

by selecting traits they particularly liked. New breeds

can be created nowadays. Apart from pets, many

companies of pigs, rabbits, and poultry now use syn-

thetic breeds without giving special importance to

external characteristics, with the exception of the func-

tional ones.
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Breed Conservation

Some breeds, local or not, can perform better than

some intensively selected lines in systems in which

food is less rich in protein or energy, or less balanced

than in intensive systems. Some breeds can also per-

form better in some areas in which climate or breeding

conditions are very different from the ones of current

intensive production systems. There are more reasons

for conserving breeds [34]: keeping genes that may be

useful in the future, supporting sustainable animal

production systems for food security, maintaining

genetic variability for further use, conserving cultural

heritage, etc. However, when a breed is useful, it does

not normally need special aids for conservation, since it

produces some profit and then it is kept for obtaining

benefits. Help is needed especially for breeds that are

not profitable, but there are reasons for inferring that

they have genes that may be useful in the future.

A question then would be whether the object of con-

servation should be breeds or genes, that is, whether it

can be created as synthetic breeds having the genes of

interest instead of spending funds in several programs

for conserving several breeds. Although focusing the

problem in keeping genes seems to be simpler, this can

produce some problems. A first problem is that creat-

ing synthetic breeds may lead to undesirable gene inter-

actions, difficult to manage for both the survival of the

breed and the transmission of the interesting genes.

Another problem would be the difficulties in integrat-

ing new synthetic breeds in areas in which farmers

would not be prepared or accustomed to manage [35].

One of the main objectives of breed conservation,

keeping genes for the future, has been discussed [35].

This objective is too vague unless the concrete purpose

for using these genes in the future is envisaged. When

a breed is a tool for making meat, milk, or eggs, conser-

vation should be focused onwhether this toolworks now

or whether there are expectations for using this tool in

the future. This is an important point, because the

extinction of a breed is completely different from the

extinction of species. Breeds extinction, which can be

created, transformed, or recovered, should not be com-

pared with losing unrecoverable species created by nat-

ural evolution and forming part of a peculiar ecosystem.
The more concrete objective of maintaining

genetic variability can be attractive for two reasons.

First, genetic variability is needed for selection. Sec-

ond, genetic variability implies a gene reserve that

may also be useful when a rapid change in selection

objectives is needed, for example, the current fertil-

ity problem of Holstein, partially caused by the

increasing levels of inbreeding, can be managed by

crossing Holstein with more fertile breeds [36, 37].

We should, however, notice that the genes of interest in

animal breeding control economically relevant traits,

thus keeping genetic variability is not an objective if the

trait is near its optimum (100% of survival, for exam-

ple). Genetic variability can be divided in between

breeds variability and variability within breeds. It is

important to know how much of the total existing

genetic variability can be found between and within

breeds, because if most of the genetic variability is

contained within breeds, there is no genetic reason for

conserving many breeds. For example, measuring the

number of SNPs per kb in chicken, the International

Chicken Genome Sequencing Consortium [38]

detected “surprisingly little difference in diversity in

comparisons between red jungle fowl and domestic

lines, between different domestic lines, and within

domestic lines.” For productive traits, it is generally

admitted that about 50% of genetic variability is

between breeds and 50% within breeds [39, 40].

Some methods of measuring genetic variability,

like estimating genetic distances between breeds by

molecular markers, have among other problems that

they do not consider within breed genetic variability.

The core of the argument for maintaining between

breeds genetic variability is that some breeds

have genes that other breeds do not have or have in

low frequency, and these genes may be useful in the

future. It is a type of “insurance argument”: insurance

against changes in market or environmental

conditions, and safeguard against potential emerging

disasters as emergent diseases [4]. There is nothing

wrong in keeping every breed in danger when having

an unlimited amount of financial resources, but when

resources are scarce, for example, in developing coun-

tries, a precise analysis of the foreseen benefits is

needed.
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Breeds and Sustainable Systems

By animal breeding sustainable systems, it is generally

understood that farming systems are capable of

maintaining their productivity indefinitely without

damaging the environment [41]. This definition does

not prevent having intensive systems with highly pro-

ductive animals integrated in an industrial food chain,

but sustainability is often associated to some kind

of traditional farming at small scale in which waste

is recycled, local breeds and local sources of food

used and a rather high amount of hand labor is

needed. Local breeds have a key role in this second

type of sustainable systems, particularly when the

environmental conditions are harsh or the food

resources are not particularly good. This second type

of sustainable systems is in general much less efficient

for producing meat or animal products than inten-

sive systems. There are, however, some reasons for

establishing them:

1. There are harsh environments in which no other

systems will work properly. A common example is

cattle in swamp tropical areas. This applies essen-

tially to cattle, sheep, and goats, and not necessarily

to pigs, rabbits, or poultry, which have been kept in

much better conditions traditionally.

2. Using these systems in poor areas avoids land

abandoning and migration of people to urban areas,

avoiding desertification. If life in these areas is hard

for humans, this type of sustainable system should

be considered as a temporary solution, because

people living there deserve a better life.

3. Sustainable systems are more environmentally

friendly and produce a better animal welfare.

Although this reason is frequently invoked,

this may or may not happen, and each case should

be critically examined. Intensive industrial egg

production can use enriched cages and manure

process ensuring both welfare and sustainability.

Moreover, animals in intensive systems arrive to

commercial slaughter weight much earlier,

thus they can produce less CO2 and pollutants per

unit of product than animals bred in extensive

production systems, including pollution producing

for transport, machinery, etc. A report ordered by

the British government to the University of

Cranfield [42] shows how this happens in poultry
meat production, being organic chickens more

contaminant per kg of meat produced, although

results are more variable in pig production

(for most pollutants, organic pigs contaminate less

per kg of product). The same can be said about

welfare: free-range hens are not necessarily happier

than hens in enriched cages [43]. Looking for

better animal welfare is not a particular task of

industrial systems; it affects non-intensive systems

as well.

4. Some of these systems provide farmers an indepen-

dence from big multinational companies. This may

be true, but is not necessarily good. Feeding people

is a priority of poor countries, and the cheapest

way may be to buy the genes to multinational

companies. Genetics is very cheap; the genetic cost

of 1 kg of pork, chicken, or rabbit meat is less than

a 1% of the total cost of the meat as it will be seen in

next section, and the same can be said about the

genetics of 1 l of milk. Few companies provide the

cheapest animal protein in the world (eggs and

poultry meat and, up to a certain extent, pork

meat), and genetics of dairy cattle is now managed

in what is a world nucleus in practice. Poor

countries need efficient genetic material for meat

production even if this does not ensure genetic

independence from multinational companies;

this happens in industrial products and in other

sectors (cars, industrial products, energy, etc.),

and there is no reason for not accepting this in

animal breeding.

5. Some breeds are better adapted to local environment.

As said before, some breeds can be particularly well

adapted to local conditions, although this does not

mean that local breeds are better for local condi-

tions than foreign breeds. There are spectacular

examples of foreign breeds particularly well

adapted, as Nelore cattle in Brazil. Besides, adapta-

tion is a bigger problem in some species than in

others. Poultry, pigs, and rabbits have been raised in

better environments than sheep or goats, thus

intensive commercial breeds have less adaptation

problems than in other species. Local food sources

are often of lower quality than the usual food pro-

vided for highly productive breeds, and it has been

said that local breeds can take a better profit of it.

This is highly speculative, since the available
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Ave total born
per litter

Ave born alive
per litter

Ave weaned
pigs per litter

Ave birth
weight (kg)

Ave 30 day
weight (kg)

Large farm sector 10.7 10.2 9.2 1.4 7.7

Small farm sector 11.9 11.4 11.1 1.5 8.8

Source: From Gibson et al. [44]
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information for these local breeds is normally

scarce or null. Moreover, highly productive breeds

of pigs, poultry, or rabbits can be bred with success

in developing countries, even by small farmers [44].

Table 1 shows that small farms in rural conditions

can obtain a similar profit as better farms using the

same genetic material of a big multinational com-

pany (PIC). Local breeds of cattle, sheep, and goats

may be better adapted in some harsh environments,

although it is important to check whether this is

true and when it is true.

6. Local breeds produce better quality products. The

question is too general to give a simple answer.

It is rather obvious that an Iberian pig (local

breed) produces a much better cured ham than

a LargeWhite pig. Production of high quality prod-

ucts is one among several reasons for keeping breeds

that are less efficient in producing meat or meat

products. It is nevertheless convenient to check

whether this better quality is detectable by the con-

sumer. Some products like fresh cheese are not easy

to differentiate, and local breeds sometime only

show an external appearance of the animals differ-

ent from the main breeds used for cheese produc-

tion. It is also important, as St. Clair Taylor has

stressed many times [45], that comparisons

between breeds are performed at the same stage of

maturity. As breeds have often different adult size

and growth rate, if they are slaughtered at the same

commercial weight, they can be compared at differ-

ent stage of maturity, thus differences between them

can be due to the fact that one breed is younger, in

physiological terms, than the other. For example,

a breed can have a better meat quality than another

only because at the same commercial weight it is

slaughtered at a more mature stage.
Animal Breeding Methods and Schemes

Breeding Companies: Organization and Diffusion

of Genetic Progress

Animal breeding can be practiced at small scale by

farmers or small farmers associations, but this affects

only the local breeds and its efficiency is low [21].

Nowadays animal breeding is generally in the hands

of multinational companies or large cooperatives,

although there are still medium sized ones performing

animal breeding at a smaller scale. There are two types

of schemes, based on recording data on farm or con-

centrating on all animal improvement in a small

nucleus and diffusing later the genetic progress. The

first scheme applies mainly to dairy cattle, and the

second one to pigs, poultry, and rabbits.

The standard example of the first scheme is dairy

cattle. A 20% of the cows of a cooperative are insemi-

nated with semen of young bulls that are going to be

tested. The daughters are then inseminated with semen

from other bulls in order to have lactation. Milk, pro-

tein, fat and cell count of the milk, and sometimes

longevity, are recorded for each of the daughters,

and these data are used to decide which 10% of the

bulls being tested will pass to the catalogue of the

cooperative (Fig. 2), to be used by the farmers to

inseminate their cows in order to replace their stock.

Each bull being tested provides semen for 1,000 cows

in order to be sure that most of them will have

at least 100 daughters, in order to achieve a high pre-

cision in the estimation of their breeding value [46].

This implies that an association created for bulls testing

should have at least 100,000 cows in order to include

a couple of bulls per year in their catalogue. Nowadays

there are many practices: big cooperatives test their

bulls; some associations test few bulls that are available
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in their catalogue after having 60 or 70 daughters, and

import semen and embryos making them available to

the members; some companies test bulls and then

commercialize the semen; etc. In a global society in

which frozen semen can be bought worldwide and

records are collected in different countries, a global

genetic evaluation has been established by an associa-

tion called Interbull that publish their world evaluation

for all sires of different countries.

Selection is made from the records, but since a bull

being tested will inseminate 1,000 cows, a previous

strong selection is made when deciding which bulls

will go to the test station to be proved. To do this, the

best cows of the association are inseminated with the

best semen available to produce the bulls to be proven.

Nowadays it is also possible to buy embryos from the

best cows evaluated in the world and the best semen

available. Genomics is used here to help in the evalua-

tion of these bulls that will arrive to the station.

A particularity of the system is that individual farmers

can make their own genetic improvement. Catalogues

contain an accurate prediction of the genetic value of

bulls for many traits, thus a farmer having particular

problems with protein content of the milk, functional

conformation, or other trait, can buy semen from bulls

particularly well evaluated for these traits, improving

the genetic level of his farm in the aspects he particu-

larly needs.

The other scheme commonly used in animal breed-

ing is the nucleus-multiplier scheme [47, 48]. Here all
improvement is concentrated in a farm, from which it

is spread to commercial farms through multiplication

steps. This is the typical scheme for pigs, poultry, and

rabbits (Fig. 3). Usually two lines are selected in closed

reproduction, andmales of one of the lines and females

from the other are sent to farms called “multiplication

units,” in which both are crossed to produce the

crossed female sent to the farmers. Typically, these

lines are selected for prolificacy and they may be

selected for other traits. A third line is selected to

produce the males that the farmers will use (called

“terminal sires”); in this case, the line is not selected

for prolificacy because this is a trait attributed to the

dam, in which males seem to have little influence.

Commonly, there is only one nucleus of selection in

each company, and multipliers are spread in several

countries. Multipliers act usually under a contract

with the company; they buy parental stock for multi-

plication and they are in charge of providing facilities

for breeding and commercializing the product: This

system has allowed a rapid development of the busi-

ness. There are some variations of the scheme; terminal

sires are sometimes the product of a cross between two

lines C and D, and sometimes there is a multiplication

step more, in which other multipliers receive females

A � B to be crossed by a male from other line

E to produce females (A � B) � E for the commercial

farmers.

Multiplication permits to reduce the cost of selec-

tion, for example, in pigs, a female coming from one
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of the lines of the nucleus and entering a multiplier

can cost 600 € from which 500 € is the cost of the

genetics and the rest is the cost of producing a pig.

This female will produce about 15 crossbred females

for production farms during her life, the rest of

them being culled for various reasons (leg problems,

diseases, etc.). This means that the 500 € of the genetic
cost should be divided by the 15 females, giving 33 €
of genetic cost for the farmer. If each female produces

an average of 50 pigs for slaughter during his life,

the cost of genetics for slaughtered pig is about

67 cents per pig, less than 1 cent for kg. These figures

are extreme in poultry production, in which each

female of the nucleus can produce nearly 100 females

for the multiplication step, and each female of a mul-

tiplier can provide about the same quantity for com-

mercial farms.
Statistical Methods of Selection

Statistical methods used in animal breeding are

essentially based in the infinitesimal model [49].

In this model, traits are determined by many genes
independently distributed, having each one a small

effect on the trait. A first consequence of the model is

that genetically good animals can produce by chance

some genetically poor sons, since by chance a son can

inherit most of the alleles producing poor perfor-

mances, whereas other sons can be genetically better

than the parents if they get good versions of the alleles.

As an average, all possible offspring of a parent will

define how good this parent for breeding is. This is

known as “breeding value” or additive value of the

parent. The genetic value of an animal is not exactly

this because genes can interact between them or among

them producing better or worse individuals than the

sum of their individual effects. These interactions are

known as “dominance” when they appear between the

two alleles of one gene or “epitasis” when they appear

between alleles of different genes. Interactions can also

occur between genotypes and environment, when the

best genotypes in an environment (e.g., in the farm

where the animals are selected) are not the best

in other environments (e.g., in commercial farms).

The development of artificial insemination in cattle

and the prominent situation in the market of large
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companies selling parent stock along the world has

made the interactions between genotype and environ-

ment an important area of research in modern animal

breeding [50].

Another consequence of the infinitesimal model is

that it permits to invoke a theorem of statistics known

as the central limit theorem, which permits considering

the traits genetically distributed according to multivar-

iate normal distributions. The multivariate normality

has many advantages, for example, zero correlation

implies independence between variables (which does

not occur in other distributions), variables are deter-

mined by few parameters, and all relationships between

variables are linear. Statistical methods in animal

breeding are based thus in linear regression techniques.

The most common models applied in animal breeding

are called “mixed models” because they estimate simul-

taneously the breeding values, considered as random

effects, and the environmental values, considered as

fixed effects.

y ¼ Xbþ Zuþ e

where y is a vector with the data, b is a vector

containing the environmental effects (season, herd,

parity, etc.), u is a vector with the breeding values,

and e is a vector with the residuals. X and Z are

known design matrixes containing 1s and 0s indicating

the presence or absence of the effects. Fixed effects

remain when repeating the experiment, and random

effects change each repetition. Due to this, random

effects are not usually estimated in classical statistical

theory, but geneticists are interested in the value of

these random effects, because they are the breeding

values that, as an average, will be transmitted to the

offspring; thus the best animals can be selected by

taking offspring only from the ones with better

predicted breeding values. The covariance structure of

the breeding values is known due to our knowledge of

Mendel’s rules for gene transmission. For example, half

brothers share as an average half of the genetic infor-

mation of their father. This allows calculating the

genetic covariance matrix between random effects G

after knowing which part of the observed variance is

due to the genes and which part to the environment.

The most common method to estimate these variance

components, correcting at the same time for the envi-

ronmental effects, and using the same model as for
estimating breeding values, is called REML (Restricted

or residual Maximum Likelihood) [20].

The data need not be normally distributed; in these

cases, the model gives the best linear solution. Directly

solving this model for many individuals, for example,

several thousands or millions of data in dairy cattle,

would not be possible, but an equivalent system of

equations allows finding the solutions easily [18].

This system is known as Mixed Model equations, and

the solution is known as the best linear unbiased pre-

diction (BLUP) of the random genetic values.

X0X X0Z
Z0X Z0Zþ G�1

� �
^
b

û

� �
¼ X0y

Z0y

� �

There is a technical difficulty in solving the mixed

model equations, because inverting a large matrix as G

is difficult. However, there is an easy way for directly

calculating G�1, allowing a general use of these equa-

tions in animal breeding programs [19]. The model can

be complicated adding repeated data, effects

corresponding to single genes, and many other possi-

bilities. It can also be used for many traits simulta-

neously. When several traits are used, the random

effects are correlated not only due to the relationships

between individuals, but also due to the genetic corre-

lations between traits, originated when some genes

have influence not in one trait but in several ones.

Multitrait genetic variances and covariances can be

estimated by REML as before, but Bayesian techniques,

using a numerical procedure known as Markov Chain

Monte Carlo (MCMC), have been particularly useful in

complex situations, for example, when some traits have

repeated data and other traits not and consequently the

design matrixes X, Z are not the same for both traits.

Bayesian methods also permit to transform multivari-

ate problems in series of unvaried estimations. Bayesian

techniques with MCMC have been rapidly developed

in the field of animal breeding, mainly for complex

models, for example, when traits have different distri-

butions, for censored data, for robust models, etc. (see

[21] for a scope of their use and a comparison with

classical methods and [23] for detailed description of

Bayesian procedures).

In the case of using many traits, the objective is

maximizing the economical benefit, which is obtained

weighing each trait by economic weights. These weights

can be calculated with more or less sophisticated
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models [51, 52], but in essence they represent the

amount of benefits, measured in economical units,

obtained by improving one unity of the trait, for exam-

ple, the number of euros of benefit for producing 1 kg

of milk.
aa Aa AA
x

Animal Breeding Methods and Sustainability. Figure 4

Phenotypic distribution of a trait determined by a major

gene with a high additive effect. Selection of the best 50%

individuals
The Use of Molecular Genetics in Animal Breeding

Molecular genetics has influenced modern genetic pro-

grams. Two different aspects, will be commented here,

transgenic animals and molecular markers, including

in the late genomic selection. A critical review and

discussion about the uses of transgenesis and cloning

in animal breeding, with references to markers, can be

found in [24]. Genomic selection is very recent and

its possibilities and development are still under

discussion.

Transgenesis The first transgenic mice growing twice

than normal created an enormous expectation about

what could be done with transgenic animals [53], par-

ticularly in the field of animal production. However,

few transgenic animals are now available, and the eco-

nomical advantage of transgenic animals is small [24].

Although apparently it is economically viable to pro-

duce transgenic products useful for human health, the

application of transgenic animals in medicine will not

be considered here.

To apply transgenesis in animal production, genes

with major effects are needed, but unfortunately, most

economically interesting traits are determined by many

genes of small effects. Sometimes there are genes with

major effects for some traits, for example, for fat depo-

sition in pigs, but classical selection has fixed yet the

favorable alleles in commercial populations, thus they

are not particularly useful now. When a trait of an

economic interest has a major gene segregating in the

population of study, this gene can be easily captured by

selection. This can be shown by computer simulation

[54, 55] but a simple example can help in understand-

ing this. In Fig. 4, it can be seen the phenotypical

distribution of a trait is controlled by a single gene.

When selecting the best 50% of the animals, copies of

the allele “A” are selected with preference. Therefore,

in few generations of selection the gene will be in

high frequencies or will get fixed. If the frequency of

the favorable allele is low, the process takes more
generations, but in general, it hardly will compensate

to use transgenesis to capture it. Marker-assisted selec-

tion can be used for augmenting more rapidly the

frequency of such genes of major effects, as it will be

commented in next section.

Some major genes that are present in a breed

or a line but not in other can be easily introduced

by introgression without requiring transgenesis.

The breed with the gene of interest G is crossed with

the breed objective O, and then backcross is made by

crossing O with the animals of the G � O cross that

carry the gene of interest. After several backcrosses, the

gene is introgressed. An example of gene introgression

is often performed with the Boorola gene in sheep that

augments litter size, due to the high prolificacy of the

carriers that permit an easy identification. When the

carriers do not clearly show the gene of interest, genetic

markers can be used to help the introgression [56].

The process of transgenesis is extremely ineffi-

cient. Genes are placed at random, thus the gene can

be inserted in an inappropriate tissue or it can

happen that genes around the inserted gene modify

the expression of it. Transgenes are not always

expressed and they are not always transmitted to

descents. Moreover, many animals are needed for

obtaining a viable embryo expressing the genes



52 Animal Breeding Methods and Sustainability
transferred. For example, 36,500 embryos were

needed to obtain 18 transgenic calves expressing

the trait, and the cost of each transgenic cow was

higher than 500,000 dollars [57]. Lentivirus vectors

can produce transgenic animals more efficiently in

some species and at a lower cost, but they still suffer

the former problems [58].

Transgenic animals should be tested to prove that

they are commercially viable [24]. They should be

tested for the trait that is the object of transgenesis,

because it should be proved that the transgene is

expressed in the animal and in the offspring for several

generations. They should be also tested for commercial

traits, since a transgenic line might be good for a trait

but might have a poor productivity for other economic

traits. The overall productivity should be evaluated.

Transgenic animals may have poor fitness, sensitivity

to diseases for which non-transgenic animals are resis-

tant and poor performances in other traits that might

affect longevity; it is also frequent that transgenic

animals have reproductive problems.

Once the major gene has been transferred in an

animal, a whole population or line having this gene

has to be constituted. In the nucleus-multiplier

scheme, inbreeding depression will increase when cre-

ating the transgenic nucleus, sincemating with relatives

during several generations are needed to spread the

gene [59]. The process of evaluation of transgenic ani-

mals, and the diffusion of the transgene in a line,

increases the genetic lag between the transgenic line

and the commercial lines, due to the genetic improve-

ment made during this time by its competitors. Diffu-

sion of a transgenic animal in dairy cattle, in which

a world nucleus of selection is much higher than in

prolific species, and generation interval is large due to

progeny testing (6 years), has also been studied. It has

been calculated that in a population of 10,000,000

cows, three generations later after the introduction of

the transgenic founder (18 years later), the presence of

the gene in the population would be between 1% and

4% [60]. The genetic lag produced, the fact that

a transgenic animal may be genetically inferior for

other traits not controlled by the gene transferred, the

complications of the processes and the scarce number

of gene candidates for being transferred, makes

transgenesis little attractive, even if it would be a less

expensive and more successful technique [24].
Genetic Markers and Genomic Selection Genetic

markers are parts of the DNA molecule that can be

identified in individuals. They may be close to a gene

of interest, so they can be used to select the favorable

version of a gene affecting a quantitative trait. Genes

controlling a quantitative trait are called QTL (quan-

titative trait loci), and occasionally they can have

a large effect and can be selected with the help of

a marker. However, generally quantitative traits are

controlled by many genes with small effects, thus the

effectiveness of markers has been rather limited [25].

The situation has dramatically changed since it has

been possible to obtain a large number of markers at

low cost and since they can be associated to many of the

genes controlling traits even having small effects. There

are several types of markers; the simplest one is the

Single Nucleotide Polymorphism (SNP), which marks

a place in the genome in which there is variability in

a single nucleotide. Nowadays there are microchips

allowing detection of about 50,000 SNPs in a genome;

the number of SNPs that can be easily detected is

increasing to 500,000 and soon it will be possible to

genotype the whole genome of livestock species at

reasonable prices. Prediction equations can be fitted,

in which a set of SNPs will be used for predicting

breeding values. Taking data from 1,000 to 4,000 ani-

mals (calling this training population), the model to be

fitted can be

y ¼ b0 þ b1x1 þ b2x2 þ b3x3 þ � � � þ b50;000 x50;000

where x1, x2, . . . , x50,000 are the variables indicating the

presence of one polymorphism (AA, Aa, aa) of each

SNP (usually indicated by 1, 0, �1, or by 0, 1, 2), and

b1, b2, . . . , b50,000 are the regression coefficients to be

estimated. These equations cannot be solved by least

squares given the high number of SNPS in relation to

the data available for the prediction, and Bayesian

techniques should be used. The use of prior informa-

tion allows solving these big equation systems, and

depending on how prior information is included, the

Bayesian methods differ [61]. This method can also be

used for several traits [27]. Many of these SNPs are

noninformative, and there are some techniques to

select only informative SNPs [61, 62]. There is now

a promising research area for selecting informative

SNPs for prediction, often using nonparametric statis-

tics [62].
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Genomic selection has been proposed for traits that

are difficult or expensive to measure (e.g., adult weight

[24], index of conversion [63], mortality [64]). It has

also been proposed in dairy cattle, in which the traits of

interest are expressed in dams but selection acts mainly

in sires, and the generation interval is very long [65]. It

may be useful for other traits like litter size, difficult to

select due to their low heritability, but studies are

needed to determine its usefulness in these cases,

because very low heritabilities will give poor prediction

equations since the records will then be determined

mainly by the environment.

A main problem of genomics is that the association

of SNPs with the genes responsible of the trait quickly

disappears in few generations of selection, thus the

prediction equations have to be reestimated and new

training populations are needed. Figure 5 shows an

example of the loss in accuracy of the prediction of

genetic values. It can be observed that accuracy is

practically halved in four generations of selection.

This limits the use of genomic selection in current

programs, because in some species the generation

interval is short (6–9 months in rabbits or hens,

1 year in pigs), and a continuous reestimation can be
difficult or expensive. Finding when and how genomics

can be included in current genetic programs is one of

the most important research areas nowadays.

Future Directions

The Future Evolution of Methods and Schemes

Prediction of breeding values from records seems to be

well established with the methods briefly exposed in

section “Statistical Methods of Selection” and it does

not seem that dramatic changes will occur in the future

at short or medium term. The revolution in methods

for estimating breeding values is in the area of geno-

mics. The possibility of having information from sev-

eral thousands of markers at a reasonable price, now

from several hundred thousands and in the near future

from the whole genome, has brought the problem of

how to manage all these data, and prediction methods

are examined from other areas of knowledge as artifi-

cial intelligence, using nonparametric or semi-

parametric methods, Bayesian methods, etc.

Schemes of selection are also changing due to the

globalization of the market of genes. Today the best

cows of the world are not dedicated to produce milk

but embryos that are sexed, frozen, and commercial-

ized. Some of the deficiencies of current dairy cattle

programs such as long generation intervals can be

partially solved by using genomic selection and having

a quicker and better evaluation of the bulls being tested.

Larry Schaeffer suggested that genomic evaluation can

substitute progeny test, dramatically shortening gener-

ation intervals [66], but it is doubtful that farmers will

accept genomics evaluation as they accept now tests

mainly based in offspring records [65]. It can also

happen that private companies will compete with

others or that breeders can organize brands in which

semen is not identified, like in pigs, as Maurice Bichard

suggests [67], but it looks unlikely, since farmers like to

perform their own genetic improvement at farm level

by buying semen from accurately tested sires. Poultry

genetics is now in the hands of two large holdings, and

the only change envisaged in their structure is related to

possible troubles with laws about competence. Pig

companies tend also to be bigger, but they will probably

coexist with nucleuses of smaller companies well

established in local markets, and with large pig pro-

duction companies producing parental stock for
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themselves. Both pigs and poultry companies will

introduce genomics in their programs not only as a

complementary tool for selection but also as

a commercial strategy, using modern methodologies

as an added value to their products. The interest in

meat quality traits and quality of animal products will

probably increase. Companies will also stress the sus-

tainability of their productions and the good welfare of

their animals, thus there will probably be an increasing

interest in traits like robustness and disease resistance.

The new emphasis in sustainability will give impor-

tance to breed conservation programs, which will

receive more attention and will get substantial public

funds. Nevertheless, no dramatic changes in objectives

are envisaged in the near future. Changes in genetic

objectives are slow and the product of the selection

arrives with delay to the market, thus this prevents

short-term selection policies.
The Limits to Genetic Progress

The theory of selection limits was developed by Alan

Robertson (1920–1989) [68]. Classic quantitative

genetics theory predicts the extinction of genetic vari-

ability by selection, and consequently the end of genetic

progress. Frequencies of favorable genes increase with

selection until they are close to 100%, and the genetic

response is necessarily low, or genes are fixed by genetic

drift, which occurs more likely when they are at high or

low frequencies and when the selected population is
small. Mutation can introduce new genetic variability,

but useful mutations are rare and they were disregarded

in the classical theory of limits of selection. A decline in

genetic response is thus expected until genetic variabil-

ity is exhausted, and some experiments arrived to

a plateau after showing response to selection along 20

or 30 generations in drosophila [69] and mice [70].

However, there is little evidence of any loss of genetic

variability in commercial populations [71, 72]. Herita-

bility of milk production in dairy cattle is not decreas-

ing with time but augmenting! [73] and this is not only

due to a better control of environmental variance or

methods of correction, but also to the continuously

maintained response to selection in the last 50 years

(Fig. 6).

Long-term genetic responses have been observed in

both plants and animals, and there are several examples

of continuous genetic progress in all livestock species.

A part of the success of the phenotypic trends observed

in animals is due to improvements in nutrition, but

when comparing chicken broilers fed with food as

prepared in 1957 and as prepared in 2001, most of the

observed differences are due to genetic improvement

[74]. Figure 7 shows carcasses of poultry from an unse-

lected line and a selected line of the same company, fed

with modern food.

Broilers show a continuous growth, egg mass pro-

duction continuously increases, pigs’ lean growth selec-

tion has dramatically decreased the amount of fat of

the carcasses, and in general all selection programs

http://aipl.arsusda.gov/eval/summary/trend.cfm
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55Animal Breeding Methods and Sustainability
continue having success [72]. The reasons for this

apparent non-limits to selection are selection pressure

on genes produced by mutation (which has

a heritability of about 0.1% [72, 76]) or epistatic inter-

actions, but evenwhen epistatic interactions are impor-

tant, additive variance typically accounts for over half,

and often close to 100%, of the total genetic variance

[77]. Bill Hill moved further the classical theory of

limits of selection showing how new mutations with

selective advantage can increase genetic variability [78].

An experiment corroborating the theory showed how

totally homozygous lines produced artificially in dro-

sophila melanogaster could recover genetic variability

by selection [79].

Are there limits to the genetic progress? Some traits

have biological limits but still genetic progress can be

obtained acting on related traits, for example, it is not

possible to produce more than one egg per day, but it

is possible to increase the laying period, and most of

the new response to artificial selection in egg mass

comes from this [72]. Highly productive animals

can increase the incidence of pathological problems

like ascites in broiler chicken or fertility in dairy

cattle, but selection on these unfavorable traits [80]

or crossbreeding [36] can be performed to continue

the progress. Selection including traits different from

strictly productive ones should be considered to avoid

undesirable consequences of the continuous genetic
progress [81]. Apart from some obvious limits

(e.g., traits measured in percentage, like survival,

cannot surpass 100%), it seems that genetic response

can be directed to overcome the biological limits

presented when selection acts only in one or few pro-

ductive traits.
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Glossary

Bayesian inference Statistical inference approach

based on the combination of prior information

and evidence (i.e., observations) for estimation or

hypothesis testing. In Bayesian analysis the prior

information is updated with the experimental data

to generate the posterior distribution of unknowns,

such as model parameters. The name “Bayesian”

comes from the use of the Bayes’ theorem in the

updating process.

Breeding value A measure of the genetic merit of an

individual for breeding purposes.

Genetic correlation The correlation between traits

that is caused by genetic as opposed to environ-

mental factors. Genetic correlations can be caused

by pleiotropy (genes that affect multiple traits

simultaneously) or by linkage disequilibrium

between genes affecting the different traits.

Genomic selection Genomic selection is a form of

marker-assisted selection in which genetic markers

covering the whole genome are used such that all

quantitative trait loci (QTL) are in linkage disequi-

librium with at least one marker.

Heritability (narrow sense) The fraction of the phe-

notypic variance that is due to additive genetic effects.

Infinitesimal genetic model A genetic model that

assumes that a trait is influenced by a very large
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
(effectively infinite) number of loci, each with

infinitesimal effect.

Linkage disequilibrium Nonrandom association of

alleles at two or more loci, leading to combinations

of alleles (haplotypes) that are more or less frequent

in a population than would be expected from

a random formation of haplotypes from alleles

based on their frequencies.

Mixed models A mixed-effects model (or simply

mixed model) is a statistical model containing

both fixed and random effects. Such models

are useful in a wide variety of disciplines in

the physical, biological, and social sciences,

especially for the analysis of data with repeated

measurements on each statistical unit or with mea-

surements taken on clusters of related statistical

units.

Population genetics The study of allele frequency dis-

tribution and change under the influence of the

four main evolutionary processes: selection, genetic

drift, mutation, and migration.

Quantitative genetics The study of complex traits

(e.g., production and reproductive traits, disease

resistance) and their underlying genetic mecha-

nisms. It is effectively an extension of simple Men-

delian inheritance in that the combined effect of

the many underlying genes results in a continuous

distribution of phenotypic values or of some under-

lying scale or liability thereof.
Definition of the Subject

The term Animal Breeding refers to the human-guided

genetic improvement of phenotypic traits in domestic

animals such as livestock and companion species [1].

Animal breeding is based on principles of Quantitative

Genetics [2–4] and aims to increase the frequency of

favorable alleles and allelic combinations in the popu-

lation, which is achieved through selection of superior

individuals and specific mating systems strategies.

Selection methods and mating strategies are developed

by combining principles of quantitative and popula-

tion genetics with sophisticated statistical methods and

computational algorithms for integrating phenotypic,

pedigree, and genomic information, along with the

utilization of reproductive technologies that allow for
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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Average growth curves of commercial broilers. Blue and red

lines represent birds with “2001” and “1957” genetics,

respectively. Solid and dashed lines represent birds fed

diets typical of 2001 or 1957, respectively (Adapted

from [6])
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larger progeny cohorts from superior animals as well as

shorter generation intervals.

Through selection and mating of superior animals

the frequency of favorable alleles is increased, so the

overall additive genetic merit of a population is

increased through successive generations [5]. Selection

can be regarded as the most important tool for the

improvement of lines or breeds within a specific species

in terms of additive genetic effects. Such lines or breeds

can be then intermated such that nonadditive genetic

effects such as dominance and epistasis can be

exploited through specific inter- and intralocus allelic

combinations [1–4].

The theoretical foundations of population and

quantitative genetics can be traced back to the work

of R. A. Fisher, J. B. S. Haldane, and S. Wright. The

rational animal breeding has its origins in the work of

J. L. Lush, who made substantial contributions to ani-

mal genetics and biometrics research and is generally

referred to as the father of modern scientific animal

breeding [1].

More recent theoretical developments in popula-

tion and quantitative genetics have been fostered by

researchers such as C. C. Cockerham, C.W. Cotterman,

J. F. Crow, W. J. Ewens, W. G. Hill, M. Kimura,

G. Malécot, T. Nagylaki, and B. S. Weir, among others.

A landmark in the area of animal breeding and genetics

is the development of mixed model methodology, first

proposed by C. R. Henderson, which has been used

extensively in many applications in the field, ranging

from breeding value prediction under the infinitesimal

assumption to gene mapping and segregation analysis.

Most recently, Bayesian methods, Monte Carlo, and

resampling techniques have been employed to fit and

evaluate complex models in different contexts, includ-

ing nonlinear systems, generalized models, survival

analysis, and situations in which the number of

parameters or covariates surpasses the number of

observations, such as in association analysis and

whole-genome marker-assisted selection using high

density panels of single nucleotide polymorphism

(SNP) markers.
Introduction

Since domestication, artificial selection has greatly

changed the shape, size, and production and
reproduction performance of livestock and companion

animal species. For example, there is an incredible

diversity of canine breeds – and between dogs and

their wolf ancestors – from differences in overall

appearance to behavior and their ability to perform

specific tasks. Although to a lesser degree, the same

can be observed in many other companion animal

species, such as cats and horses. With livestock species,

tremendous genetic changes have been accomplished as

well, markedly in the last 50 years or so. For example,

Fig. 1 depicts the average growth curves of broilers

from selected and control populations. These results

refer to a population of birds selected for over 40 years

for increased growth rate and another population kept

without artificial selection, with both groups derived

from the same base population, starting in 1957 [6]. In

the experiment presented in Fig. 1, the two groups of

birds were fed diets typical of 1957 and 2001, such that

the interaction between genetics and feed, as well as the

genetic contribution to the phenotypic differences

observed, could be assessed. It is seen that the 2001

genetics group presented an average body weight of

about 4 kg at 56 days of age, while its 1957 counterpart

weighed only 800 g or so. Moreover, it is shown that

85–90% of this fivefold improvement is accounted for

by genetics with the remaining 10–15% to nutrition.
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Similar levels of genetic improvement can also be

observed in many other species, such as swine, beef and

dairy cattle, and some species of fish. For example, as

illustrated in Fig. 2, the average breeding value for milk

yield in the US Holstein, and Red and White

populations has increased over 3,500 kg in the last

50 years.

Such genetic improvements have been accom-

plished mostly through the selection and breeding of

superior animals, which can be chosen using specific

statistical methods such as those discussed on the fol-

lowing sections. In this chapter, the discussion will

focus on methods developed for normally distributed

(Gaussian) traits, under the infinitesimal assumption,

i.e., that traits are affected by a large (virtually infinite)

number of genes of small effects [2–4], although this

assumption is somewhat alleviated in marker- assisted

selection, which is discussed later.
Principles of Selection

Basic Genetic Model for Quantitative Traits

The basic genetic model can be expressed as [2, 3, 7]:

yi ¼ mþ gi þ ei ð1Þ
where yi is the phenotypic value of animal i (i.e., the

animal’s performance for a specific trait); m is the

population mean (average performance of the ani-

mals); gi is the genotypic value of the animal, expressed

as a deviation from the mean; and ei is a term

representing environmental factors affecting the ani-

mal’s performance, also expressed as a deviation from

the mean. Hence, it is assumed that E½gi� ¼ 0 and

E½ei� ¼ 0, such that E½yi� ¼ m, where E½:� represents
the expectation function. Moreover, the variance of yi
is given by Var½ yi� ¼ s2y ¼ s2g þ s2e, where s

2
g ¼ Var½gi�

and s2e ¼ Var½ei� are the genetic and environmental

variances, respectively. Normally distributed traits,

i.e., phenotypic traits with a bell-shaped distribution,

are generally represented as yi � N m;s2y
� �

. Such dis-

tribution has a probability density function that can be

described as [2, 4]:

f ðyiÞ ¼ 1ffiffiffiffiffiffiffiffiffiffi
2ps2y

q exp � 1

2s2y
yi � mð Þ2

( )
;

for �1 < yi < 1, �1 < m < 1, and s2y > 0,

which can be represented as in Fig. 3. To simplify the

notation used throughout the text, it is noted that

either random variables or their realizations will be

represented with lower case letters. However, the con-

text should make it clear to the reader when a letter

represents one or the other.

http://www.aipl.arsusda.gov/
http://www.aipl.arsusda.gov/
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The genetic component gi of Model (1) can be

partitioned into additive ðaiÞ and nonadditive ðciÞ
genetic effects, i.e., gi ¼ ai þ ci , where ai is also called

“breeding value,” and ci refers to the “gene combina-

tion value,” which encompasses interaction effects

between alleles within each locus (i.e., dominance

effects) or between alleles in different loci (i.e., epistatic

effects).

Hence, Model (1) can be expressed as:

yi ¼ mþ ai þ ci þ ei ð2Þ
where ai � Nð0; s2aÞ, ci � Nð0; s2c Þ, and ei � Nð0; s2e Þ,
with all these terms assumed independent from each

other. The phenotypic variance can be then expressed

as Var½yi� ¼ s2y ¼ s2a þ s2c þ s2e , from which two

important definitions are derived. The first one is called

broad sense heritability, given by H2 ¼ s2g=s
2
y,

where s2g ¼ s2a þ s2c , which gives the proportion of

the phenotypic variance that is due to genetic effects.

The second, called narrow sense heritability, refers

to the specific contribution of additive genetic effects

to the phenotypic variance, i.e., h2 ¼ s2a=s
2
y .

These two quantities, particularly narrow sense

heritability, will be further discussed and used in the

next sections.

The breeding value of an individual ðaiÞ is equal to
the sum of additive effects of individual alleles within

and across loci, and it is sometimes called “additive

genetic deviation” or “additive genetic effect.” Because

individual alleles, and therefore independent allele

effects, are passed from parent to offspring, the breed-

ing value of an individual is important for predicting

its progeny’s performance and so it is central to selec-

tion of superior animals [1, 3]. The gene combination

value ðciÞ is the difference between the genetic merit

ðgiÞ of an animal and its breeding value, i.e.,

ci ¼ gi � ai , so it is often called “nonadditive genetic

deviation.” Because the component ci involves interac-

tions between alleles (both within and between loci),

and only a single allele (as opposed to a pair of alleles)

in each locus is transmitted from parents to offspring,

nonadditive effects are not transmitted in a predictable

manner. Hence, while average breeding value in a pop-

ulation can be changed through selection of superior

animals, the gene combination value should be

explored through specific mating systems. Here, the

discussion will focus on selection approaches and the
genetic improvement of a population in terms of addi-

tive genetic effects only. For a discussion on mating

systems, such as inbreeding and outbreeding strategies,

see for example, [1, 7, 8]. Additional discussion on

inbreeding depression and heterosis (or hybrid vigor)

can be found in [3, 4].

As discussed previously, the breeding value of an

individual is equal to the sum of its independent allele

effects. Because a parent passes a random sample of half

of its alleles to its progeny, an animal’s breeding value is

twice what is often called “transmitting ability” or

“expected progeny difference” [1, 5]. The expected

breeding value of an offspring ðaoÞ is then equal to

the average of its parents’ breeding values (the same

as the sum of its parents’ transmitting abilities), i.e.,

E½aojas; ad � ¼ asþad
2

, where as and ad represent the

(realized) breeding values of the offspring’s sire and

dam, respectively. However, there will be variability in

terms of breeding values within a full-sib family

because of the random sampling of parents’ alleles

that each offspring receives, the so-called Mendelian

sampling [4].

The breeding value of an individual can be

expressed as a function of its parents’ breeding values

as ao ¼ 0:5as þ 0:5ad þ d, where d refers to the Men-

delian sampling component. It is interesting to notice

that the variance of breeding values in a specific gener-

ation is equal to Var½ao� ¼ 0:25Var½as� þ 0:25Var½ad �
þVar½d�. Assuming the same additive genetic vari-

ance across generations and for both sexes (i.e.,

Var½ao� ¼ Var½as� ¼ Var½ad � ¼ s2a), it is shown that

the Mendelian sampling variance is equal to half the

additive genetic variance, i.e., Var½d� ¼ s2a=2.
Phenotypic Selection

The most traditional approach of genetic improve-

ment of livestock (and more generally any domestic

animal or plant species) is based on selection of ani-

mals with the best performance, or “phenotypic selec-

tion” [1–4]. Accordingly, given a group of animals

supposedly reared in similar environmental condi-

tions, only those with the highest performance are

allowed to breed to produce the next generation. As

discussed previously (Model 2), the performance of

each animal is a combination of its breeding value

and all other nonadditive genetic effects and
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Scatter plot of breeding values versus phenotypic values. Each dot represents a specific animal and those colored in red

are selected animals with performance (i.e., phenotypic value) above a specified threshold (t). S and R represent the

average phenotypic and breeding values of the selected (top) animals, respectively
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environmental factors, such that a superior perfor-

mance does not always represent superior breeding

value. Nonetheless, whenever s2a > 0, there will be

a positive correlation between performance and breed-

ing value, and the effectiveness of phenotypic selection

(i.e., selection response) will increase with such

correlation.

To illustrate this concept consider Fig. 4, in which

a scatter plot of breeding values and phenotypes (cen-

tered on zero, i.e., yi � m) for a few fictitious animals is

presented. As indicated before, in this chapter the dis-

cussion will be focused on selection approaches and the

genetic improvement of a population in terms of addi-

tive genetic effects only, such that Model (2) can be

conveniently reexpressed as:

yi ¼ mþ ai þ ei ð3Þ
where ei ¼ ci þ ei represents all nonadditive genetic

and environmental effects affecting the phenotypic

value yi , assumed ei � Nð0;s2e Þ.
Assuming that each effect in Model (3) is indepen-

dent from each other, the covariance between pheno-

type and breeding value is given by:

Cov½yi; ai� ¼ Cov½mþ ai þ ei; ai� ¼ Var½ai� ¼ s2a;
such that the correlation between phenotype and

breeding value is:

ryi ;ai ¼
Cov½yi; ai�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var½yi�Var½ai�

p ¼ s2a
sysa

¼ sa
sy

¼
ffiffiffiffiffi
h2

p
;

i.e., the square root of the (narrow sense) heritability.

As the breeding values of animals are unknown in

practice, what phenotypic selection does is to predict

(or estimate) the animals’ breeding values based on

their own performance. The prediction is based on

the regression of breeding values on phenotypes, and

the regression coefficient (slope) is given by:

bai�yi ¼
Cov½yi; ai�
Var½yi� ¼ s2a

s2y
¼ h2:

This means that an animal’s estimated breeding

value (EBV) based solely on its performance (and

with a single measurement only) can be expressed as:

âi ¼ h2ðyi � mÞ:
The correlation between such EBV (which

is a linear transformation of yi ) and the true breeding

value ðaiÞ is râi ;ai ¼ Cov½âi ;ai �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var½âi �Var½ai �

p ¼ h2s2affiffiffiffiffiffiffiffiffiffi
h4s2ys2a

p ¼ h, which
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Probability density of the distribution of phenotypic values

in the candidates-for-selection (red) and the progeny (blue)

populations. The candidates-for-selection group

represents the parental population (or generation 0), from

which the top performing animals (above the threshold t)

are selected and mated to produce the next generation, or

progeny (generation 1). The difference between the

phenotypic average of the selected animals and that of the

generation 0 is called selection differential (represented

by S), and the difference between the phenotypic mean of

the progeny and that of the generation 0 is called genetic

progress, or genetic response (represented by R)
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is generally referred to as “prediction accuracy”

in the animal breeding literature [5]. The square of

the accuracy in this case is equal to the heritability of

the trait and is often called “prediction reliability.”

The prediction accuracy (and consequently the reliabil-

ity) can be increased by using additional sources of

information on an animal (such as repeated mea-

surements of the trait or performance of progeny and

other relatives) when estimating its breeding value.

An example is with selection indexes and mixed

model methodology, which will be discussed later in

this chapter.

As indicated in Fig. 4, the selected animals (i.e.,

the best performing animals) will have an average

phenotypic value equal to S and an average breeding

value equal to R. The expected average breeding value

(and also the expected phenotypic performance)

of the progeny of the selected animals is also R, as

illustrated in Fig. 5, and the ratio R/S is equal to

the heritability ðh2Þ of the trait under selection. The

genetic progress after one generation of selection is

then given by:

R ¼ h2S;

where R ¼ mP � m and S ¼ mS � m, with mP , mS , and m
representing the average phenotypic performance of

the progeny (generation 1), of the selected animals,

and of the selection candidate (generation 0)

populations, respectively.

The selection differential (S) can also be expressed

as S ¼ isy , where i ¼ mS�m
sy

is called “selection inten-

sity,” and represents the selection differential in terms

of phenotypic standard deviations. In addition, as R

represents the genetic progress expected in a single

generation of selection, the genetic improvement per

unit of time is then given by R� ¼ R=L, where L is the

generation interval. Hence, the expected genetic pro-

gress when phenotypic selection on a single trait is

employed is [1, 3]:

R� ¼ h2isy
L

;

which, given that sy ¼ sa=h, can be expressed also as:

R� ¼ hisa
L

:

This equation is a special form of the so-called

“breeder’s equation” (or “key equation”), for the case

of phenotypic selection. In its general form, the

breeder’s equation is expressed as [5]:

R� ¼ Accuracy � Intensity � Variation

Generation interval
;

meaning that the genetic progress per unit of time is

proportional to the accuracy of breeding values predic-

tion, to the selection intensity, and to the genetic var-

iation, and inversely proportional to the generation

interval.

Hence, to increase the genetic progress in a popu-

lation (e.g., breed or line) through selection, animal

breeders (and similarly plant breeders) work to

improve the four components of the equation above.

As the genetic variability is a natural characteristic of

a population and cannot be easily changed, genetic
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progress is generally incremented by improving predic-

tion accuracy (e.g., by using specific statistical tech-

niques to combine different sources of information

regarding the animals’ genetic merit), by increasing

the selection intensity, and by shortening the genera-

tion interval, which can be accomplished using molecu-

lar genetics techniques (e.g., the use of marker-assisted

selection) and biotechnology approaches (e.g., artificial

insemination).

It is important to mention that the breeder’s equa-

tion discussed here can be extended for more complex

scenarios, such as when males and females contribute

differently for some components of the equation [5].

For example, prediction accuracies and selection

intensity are generally higher for males if artificial

insemination is used. Another important issue to

mention here is that selection not only shifts the

mean of the breeding values in a population but

also changes the genetic variance (and heritability).

A primary cause of the change in genetic variance is

due to the fact that selected parents represent one tail

of the phenotypic distribution, therefore their pheno-

typic variance is smaller than that of the whole

candidates-for-selection population. This leads to

a reduction in both the phenotypic and additive

genetic variances in the progeny population, which is

known as the “Bulmer effect” [2]. In addition, as

selectionmodifies allele frequencies toward the fixation

of favorable alleles, selection in one direction over

many generations is also expected to reduce the genetic

variation. Additional discussion on effects of selec-

tion on variance and other short-term and long-term

consequences of artificial selection can be found, for

example, in [2, 3].

In the remainder of this chapter specific statistical

techniques (such as the selection index, BLUP, and

genomic selection) for the improvement of accuracy,

intensity, and generation interval, and consequently

the increase of genetic progress from artificial selection,

will be discussed.
Correlated Response and Indirect Selection

If two traits x and y are genetically correlated, direct

selection on one of the traits (say y) will also cause

a genetic change in the other trait (trait x), which is

called “correlated response” [3]. Correlated response to
selection ðRx�yÞ, that is, genetic change in trait x as

a consequence of direct selection on trait y, can be

predicted by:

Rx�y ¼ bx�yRy ;

where Ry is the genetic progress of trait y through direct

selection on itself, and bx�y is the genetic regression

coefficient, given by:

bx�y ¼ Covðax ; ayÞ
s2ay

;

where Covðax ; ayÞ is the genetic covariance between

traits x and y.

The genetic correlation between two traits x and y is

given by:

rax ;ay ¼
Covðax ; ayÞ

saxsay
;

such that Covðax ; ayÞ ¼ rax ;aysaxsay and the genetic

regression can be expressed as:

bx�y ¼
rax ;aysaxsay

s2ay
¼ rax ;ay

sax
say

:

Using this term, and recalling the selection response

formula discussed before, given by Ry ¼ hyiysay , the
correlated response can then be expressed as:

Rx�y ¼ rax ;ay
sax
say

hy iysay ¼ rax ;aysax hy iy ;

or, given that sax ¼ hxsyx , it can be finally written as:

Rx�y ¼ rax ;ay hxhyiysyx :

Such an equation can be used either to monitor

potential genetic changes in correlated traits when

performing direct selection on a specific trait of

economic importance or, alternatively, to explore

indirect selection strategies using indicator traits [5].

The latter use may be of interest when a trait of

economic importance (e.g., trait x) is difficult or

expensive to measure, or it is expressed later in an

animal’s life, so it may be advantageous to select on

a correlated trait (e.g., trait y), which would be the

indicator trait. To assess the effectiveness of indirect

selection relative to direct selection, one may look at
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the ratio of expected genetic progress per unit of time

in each scenario, i.e.,

Rx�y
Rx

¼ rax ;aysax hy iy=Ly
hxixsax=Lx

¼ rax ;ay hy iyLx
hxixLy

¼ rax ;ay
hy

hx

iy

ix

Lx

Ly
:

So, it can be seen that this ratio can be higher

than 1 (meaning that the indirect selection is more

effective than the direct selection) depending on

the genetic correlation between the economic and the

indicator traits, the ratios of their heritabilities, and

their potential selection intensities and generation

intervals.

Selection Index

In section “Phenotypic Selection,” selection based on

a single measurement on each animal was discussed.

However, it is not always possible to observe the phe-

notype for all animals, such as traits that are expressed

in only one sex or that require the sacrifice of animals to

be measured, etc. In addition, even when it is possible

to measure the phenotypic trait in each animal, infor-

mation from relatives can be used to obtain earlier or

more reliable predictions of breeding values. In this

section, the prediction of breeding values using differ-

ent sources of information (e.g., multiple measure-

ments of the trait in each animal and progeny

performance) will be discussed and a methodology

(the selection index) that combines multiple sources

of information into a single prediction for each animal

will be presented.

When multiple measurements of the same trait are

recorded (e.g., milk yield in multiple lactations), breed-

ing values can be predicted using the average of obser-

vations ð�yiÞ from each animal as âi ¼ bai��yið�yi � mÞ.
However, to derive the genetic regression of breeding

value on average phenotypic value, Model (3) must be

expanded to include an additional term, which is

discussed next.

It can be shown empirically that the covariance (or

resemblance) between repeated measurements on the

same animal is larger than s2a, which is what would be

expected under the assumptions of Model (3). This

additional source of covariance between records for

the same animal refers to environmental factors that
affect all records similarly, the so-called “permanent

environmental effects” [1, 4]. Under these circum-

stances, the Model (3) can be extended to:

yij ¼ mþ ai þ pi þ eij ð4Þ
where yij represents the observation j ðj ¼ 1; . . . ; niÞ on
animal i, with ni being the total number of records on

animal i; m and ai � Nð0; s2aÞ are as defined previously;
pi refers to the permanent environmental effects affect-

ing records on animal i, assumed pi � Nð0; s2pÞ; and
eij � Nð0; s2e Þ represent residual effects (nonadditive

genetic and temporary environmental effects) associ-

ated with observation yij . In addition, it is assumed

that all random terms in Model (4) are independent

from each other, i.e., Covðai;piÞ ¼ Covðai; eijÞ ¼
Covðpi; eijÞ ¼ Covðeij ; eij0 Þ ¼ 0 for any i, j, and j0 ðj 6¼ j0Þ.

Under these settings, the average phenotypic value

of an animal is given by �yij ¼ mþ ai þ pi þ �eij, where

�ei ¼ 1
ni

Pni
j¼1

eij , such that its variance is given by

Var½�yi� ¼ s2a þ s2p þ s2e=ni , and the covariance between

ai and �yi is Covðai; �yiÞ ¼ s2a. In this case, the regression

of breeding values on phenotypic means is given by:

bai��yi ¼
Cov½ai; �yi�
Var½�yi�

¼ s2a
s2a þ s2p þ s2e=ni

:

An important definition related to repeated mea-

surements refers to repeatability ðrÞ, which is given by

the intraclass correlation, i.e., the ratio of the within-

individual (or between repeated measurements) to the

phenotypic variances [1, 4]:

r ¼ s2a þ s2p
s2y

¼ s2a þ s2p
s2a þ s2p þ s2e

;

and measures the correlation between records on the

same animal.

Noting that r ¼ 1� s2e
s2aþs2pþs2e

, the variance of the

average phenotypic value of an animal can be expressed

as a function of the repeatability as Var½�yi� ¼
½r þ ð1� rÞ=ni�s2y , such that the genetic regression

becomes:

bai��yi ¼
s2a

½r þ ð1� rÞ=ni�s2y
¼ nih

2

1þ ðni � 1Þ=r :

The prediction accuracy in this case, i.e., the

correlation between an animal’s estimated breeding
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value using repeated records and its true breeding

value is given by:

râi ;ai ¼ r�yi ;ai ¼
Covð�yi; aiÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Varð�yiÞVarðaiÞ

p

¼ s2affiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r þ ð1� rÞ=ni

p
sysa

¼ h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ni

1þ ðni � 1Þr
r

¼
ffiffiffiffiffiffiffiffiffiffi
bai��yi

q
:

Hence, it can be seen that compared with single

record phenotypic selection, there is a gain in accuracy

when predictions are based on repeated records and

that the gain will depend on the values of r and ni ;

higher gain in accuracy is obtained when r is low and

when ni is high.

Another alternative to predict breeding values is to

use progeny performance, which is often employed

for predicting breeding values of males for traits

where records can be obtained only on females, such

as milk yield. For example, let �yi be the average of single

records on ni progeny of sire i, and assume that the

sire was mated to a random sample of females not

related to him. In this case, each progeny record can

be expressed as:

yij ¼ mþ 1

2
ai þ 1

2
dij þ dij þ eij ;

where ai is the breeding value of a specific sire i; dij is

the breeding value of dam j ðj ¼ 1; . . . ; niÞ mated with

sire i; and dij and eij refer to the Mendelian sampling

and residual (environmental) components associated

with the observation yij . Using this notation, the fol-

lowing model can be used to describe the progeny

average of sire i:

�yi ¼ mþ 1

2
ai þ 1

2
�di þ �di þ �ei ð5Þ

where �yi ¼ 1
ni

Pni
i¼1

yij , �di ¼ 1
ni

Pni
i¼1

dij , �di ¼ 1
ni

Pni
i¼1

dij , and

�ei ¼ 1
ni

Pni
i¼1

eij . Given that E½�di� ¼ 0 and E½�di� ¼ 0, the

breeding value of sire i can be then predicted by

âi ¼ bai��yið�yi � mÞ, where bai��yi ¼ Cov½ai; �yi�=Var½�yi�.
It is shown that:

Covðai; �yiÞ ¼ Covðai; ai=2Þ ¼ s2a=2
and

Var½�yi� ¼ Var
1

2
ai þ 1

2
�di þ �di þ �ei

� �

¼ 1

4
s2a þ

1

4

s2a
ni

þ s2a
2ni

þ s2e
ni

¼ ðni þ 3Þs2a þ 4s2e
4ni

¼ ðni þ 3Þh2 þ 4ð1� h2Þ
4ni

s2y

¼ k þ 1� k

ni

� �
s2y ;

where k ¼ h2=4 is the intraclass correlation between

half-sibs, such that the genetic regression coefficient is

given by:

bai��yi ¼
s2a=2

½k þ ð1� kÞ=ni�s2y

¼ h2s2y=2

½h2=4þ ð1� h2=4Þ=ni�s2y
¼ 2nih

2

4þ ðni � 1Þh2 ;

and the prediction accuracy by:

rai ;�yi ¼
Cov½ai;�yi�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var½ai�Var½�yi�

p ¼ h2s2y=2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h2s2y ½kþð1� kÞ=ni�s2y

q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

nih2=4

1þðni�1Þk

s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

nih2

4þðni�1Þh2

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bai��yi=2

q
;

which approaches unity (one) as the number of prog-

eny records increases.

Up to this point, it has been discussed how breeding

values can be predicted using different sources of infor-

mation, such as an animal’s own performance (either

a single record or multiple measurements) or progeny

performance. Other sources of information that could

also be used are the performance of parents, sibling, or

other kinds of relatives. However, what generally hap-

pens is that multiple sources of information are avail-

able simultaneously, so the question becomes how to

best combine all the information in order to improve

prediction accuracy. Here, a classical approach will be

discussed, the “selection index,” and later on in this
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chapter a more general and modern alternative, based

on mixed model methodology, will be presented.

Consider, for example, that there are three sources of

information available on animal i (represented here as

yi1, yi2, and yi3, and expressed as deviations from their

means), so the goal is to predict the animal’s breeding

value with a linear combination of such information, i.e.,

âi ¼ bi1yi1 þ bi2yi2 þ bi3yi3;

such that the prediction accuracy (i.e., correlation

between predicted and true breeding value) is

maximized.

Maximization of râi ;ai is equivalent to the maximi-

zation of logðrâi ;ai Þ, which is generally easier to accom-

plish. The log correlation can be expressed as (here, to

simplify the notation, the index i indicating the animal

is dropped):

logðrâ;aÞ ¼ log
sâ;affiffiffiffiffiffiffiffiffiffi
s2âs

2
a

p
" #

¼ logðsâ;aÞ � 1

2
s2â �

1

2
s2a;

where the covariance between â and a, and the variance

of â are given respectively by:

sâ;a ¼ b1sy1;a þ b2sy2;a þ b3sy3;a

and

s2â ¼b21s
2
y1
þ 2b1b2sy1;y2 þ 2b1b3sy1;y3

þ b22s
2
y2
þ 2b2b3sy2;y3 þ b23s

2
y3
:

Substituting these expressions into logðrâ;aÞ, taking the
partial derivatives of logðrâ;aÞ with respect to each of

the regression coefficients bj ðj ¼ 1; 2; 3Þ, and setting

them to zero, gives the following set of equations:

@ logðrâ;aÞ
@b1

¼ sy1;a
sâ;a

� b1s2y1 þ b2sy1;y2 þ b3sy1;y3
s2â

@ logðrâ;aÞ
@b2

¼ sy2;a
sâ;a

� b1sy1;y2 þ b2s2y2 þ b3sy2;y3
s2â

@ logðrâ;aÞ
@b3

¼ sy3;a
sâ;a

� b1sy1;y3 þ b2sy2;y3 þ b3s2y3
s2â

8>>>>>>><
>>>>>>>:

which can be rearranged as:

b1s2y1 þ b2sy1;y2 þ b3sy1;y3 ¼ ksy1;a
b1sy1;y2 þ b2s2y2 þ b3sy2;y3 ¼ ksy2;a
b1sy1;y3 þ b2sy2;y3 þ b3s2y3 ¼ ksy3;a

8><
>:

where k ¼ s2â=sâ;a.
Extending the system for any number m of compo-

nents (i.e., sources of information), these equations can

be expressed in matrix notation as:

Pb ¼ kc;

where P ¼

s2y1 sy1;y2 � � � sy1;ym
sy1;y2 s2y2 � � � sy2;ym
..
. ..

. . .
. ..

.

sy1;ym sy2;ym � � � s2ym

2
66664

3
77775 is the covari-

ance matrix of the vector y ¼ ½y1; y2; . . . ; ym�0,
b ¼ ½b1; b2; . . . ; bm�0 is the vector of regression coeffi-

cients (weights) of each source of information, and

c ¼ ½sy1;a; sy2;a; . . . ; sym;a�0 is the vector of covariances
between each piece of information and the breeding

value of the animal, such that the weights b of the index

â ¼ b0y are given by b ¼ kP�1c.

It should be noted that the constant k does not

change the relative size of the regression coefficients b

or the value of râ;a, so it can be set to 1. In fact, if instead

of maximizing râ;a , the average square prediction error

E½â � a�2 is minimized, then s2â ¼ sâ;a and the system

(usually called selection index equations) becomes:

b ¼ P�1c:

The correlation between the index and the true

breeding value is given by râ;a ¼ sâ;a=
ffiffiffiffiffiffiffiffiffiffi
s2âs

2
a

p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sâ;a=s2a

p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
s2a

Pm
j¼1

bjsyj ;a

s
:

Multiple-Trait Selection

Usually more than one trait is considered in a selection

program, as multiple traits may be economically impor-

tant in a production system (e.g., [9]). There are many

strategies for multi-trait selection, including the tan-

dem approach (which selects rotationally one trait at

a time) and the independent culling levels strategy

(which sets minimum performance levels for each of

the traits of interest), but they are generally suboptimal.

Here, the selection of a combination of multiple

traits evaluated in economic terms will be discussed.

Such a combination of traits is generally called “aggre-

gate breeding value” or “breeding objective,” and can

be expressed as [3]:

T ¼ w0a ¼ w1a1 þ w2a2 þ . . .þ wkak;
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where w ¼ ðw1;w2; . . . ;wkÞ0 is the vector of economic

weights (expressed as net economic value per unit of

trait) for k traits of linear economic value, and

a ¼ ða1; a2; . . . ; akÞ0 is a vector of breeding values rela-
tive to the k traits defining T. Here again, to simplify

the notation, a subscript indexing the animal is

suppressed.

Suppose records are available for m traits, which

may or may not be included in the k traits describing

the breeding objective. The goal then is to predict T

based on the m traits observed, using the so-called

economic selection index. The theory of selection

index was introduced in the previous subsection as

a means of combining multiple sources of information

to predict breeding values for a specific trait. Here,

similar methodology will be considered, but will be

used to combine information from multiple traits to

predict an overall economic merit for each animal, i.e.,

T̂ ¼ I ¼ v0y ¼ v1y1 þ v2y2 þ . . .þ vmym;

where T̂ is the predicted overall economic merit of an

animal, v ¼ ðv1; v2; . . . ; vmÞ0 is the vector of weighting
factors, and y ¼ ðy1; y2; . . . ; ymÞ0 is the vector of phe-

notypic measurements.

An alternative for determining the weights

v ¼ ðv1; v2; . . . ; vmÞ0 is to first predict separately

the breeding values aj , j ¼ 1; 2; . . . ; k, for each

trait involved in the breeding objective, using

information from all the traits with measurements,

y ¼ ðy1; y2; . . . ; ymÞ0. Afterward, such predictions are

substituted for the true breeding values in the breeding

objective equation, and then coefficients are grouped

accordingly.

The breeding values aj for each trait can be

predicted by âj ¼ bj1y1 þ bj2y2 þ . . .þ bjmym, in

which the weights are obtained as usual, to maximize

râj ;aj or minimize E½âj � aj �2. The equations which

define the weights for the prediction of aj are then

given by:

bj1s2y1 þ bj2sy1;y2 þ . . .þ bjmsy1;ym ¼ sy1;aj
bj1sy1;y2 þ bj2s2y2 þ . . .þ bjmsy2;ym ¼ sy2;aj
..
. ..

. ..
. ..

.

bj1sy1;ym þ bj2sy2;ym þ . . .þ bjms2ym ¼ sym;aj

8>>>><
>>>>:
This procedure is repeated for all k traits in

the breeding objective, and the predictions
â ¼ ðâ1; â2; . . . ; âkÞ0 are then substituted for the true

values a ¼ ða1; a2; . . . ; akÞ0 in the aggregate breeding

value, i.e.,

T̂ ¼ w1â1 þ w2â2 þ . . .þ wkâk:

This overall index estimating T can be rewritten as

I ¼ v1y1 þ v2y2 þ . . .þ vmym, by using appropriate

multiplications and grouping of coefficients. It is

shown that each coefficient vi is given by

vi ¼ w1b1i þ w2b2i þ . . .þ wkbki , with i ¼ 1; 2; . . . ;m.

Another way of deriving the weights

v ¼ ðv1; v2; . . . ; vmÞ0 defining the economic selection

index I ¼ v0y is to maximize the correlation rT ;I ,

which will generate the following equations:

v1s2y1 þ v2sy1;y2 þ . . .þ vmsy1;ym ¼ sy1;T
v1sy1;y2 þ v2s2y2 þ . . .þ vmsy2;ym ¼ sy2;T

..

. ..
. ..

. ..
.

v1sy1;ym þ v2sy2;ym þ . . .þ vms2ym ¼ sym;T

8>>>><
>>>>:

where syi ;T is the covariance between each measured

trait i ði ¼ 1; 2; . . . ;mÞ and the linear function

T ¼ w0a, i.e., the aggregate breeding value. It can be

shown that both approaches for determining the

weights v ¼ ðv1; v2; . . . ; vmÞ0 are equivalent.

Mixed Model Methodology

Introduction

Many statistical methods for analysis of genetic data are

specific (or more appropriate) for phenotypic mea-

surements obtained from planned experimental

designs with balanced data sets. While such situations

may be possible within laboratory or greenhouse exper-

imental settings, data from natural populations and

agricultural species are generally highly unbalanced

and fragmented by numerous kinds of relationships.

Culling of data to accommodate conventional statisti-

cal techniques (such as those discussed to this point)

may introduce bias and/or lead to a substantial loss of

information. The mixed model methodology, on the

other hand, allows efficient estimation of genetic

parameters (such as variance components and herita-

bility) and breeding values while accommodating

extended pedigrees, unequal family sizes, overlapping

generations, sex-limited traits, assortative mating, and

natural or artificial selection.
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The single trait prediction methods discussed in the

previous section use only a single source of information

or, when multiple sources of information are available,

they require them to be split into independent sub-

groups, i.e., specific groups of relatives such as half-

sibs, full-sibs, progeny, etc. However, in practice the

data may be extremely complex due to the intricate

pedigree structure commonly found in livestock spe-

cies, e.g., beef and dairy cattle populations. Other draw-

backs of the selection index include an inability to

account for genetic trend over time and that the pheno-

types must be pre-adjusted for environmental effects,

which can be done, for example, using the average of

contemporary groups of animals. However, contempo-

rary group effects can be inferred only under the unre-

alistic assumption that they are genetically equal. Hence,

a selection index can be reliably applied only to individ-

ual animals within same herd and born in same year.

In view of such limitations, linear mixed models

(models including both fixed and random effects) and

best linear unbiased predictions (BLUP) of breeding

values were developed [10–12]. The BLUP methodol-

ogy uses performance information from all known

relatives to estimate breeding values, can be applied

to whole herds or large populations using data from

many years, and can also accommodate genetic differ-

ences between contemporary groups. Presently, mixed

models are widely used in many fields of science as

a flexible tool for the analysis of data where responses

are clustered around some random effects, such that

there is a natural dependence between observations in

the same cluster. Examples of applications of mixed

models in genetics and genomics include genemapping

and association analysis (e.g., [13, 14]), and gene

expression assays using microarrays [15, 16] or

RT-PCR [17], to name a few.

In some applications of mixed models the central

objective is the estimation and hypothesis testing

regarding fixed effects (e.g., treatment effects in an

experimental study), in which case the random effects

(e.g., block effects) are nuisance effects. In animal

breeding, however, the main goal is the prediction of

realized values of random effects (breeding values of

animals), and the fixed effects are generally environ-

mental factors that should be taken into account to

adjust the observed phenotypic values. A third appli-

cation or goal of mixed models is the estimation of
variance components, such as genetic and environmen-

tal variances, or functions of them, such as heritability

and repeatability.

In this section some basics regarding mixed models

are briefly reviewed, with some emphasis toward the

prediction of random effects, and subsequently some

specific applications of the mixed model methodology

in animal breeding and genetics are presented.

A linear mixed-effects model is defined as:

y ¼ Xbþ Zuþ « ð6Þ
where y is the vector of responses (observations), b is

a vector of fixed effects, u is a vector of random effects,

X and Z are known incidence matrices relate y to the

vectors b and u, respectively, and e is a vector of

residual terms. Generally, it is assumed that u and e
are independent from each other and normally distrib-

uted with zero-mean vectors and variance–covariance

matrices G and S, respectively.

As mentioned before, in animal breeding a central

goal refers to the prediction of random effects (breed-

ing values). In linear (Gaussian) models as in (6) such

predictions are given by the conditional expectation

of u given the data, i.e., E½ujy�. Given the model spec-

ifications above, the joint distribution of y and u is:

y

u

� �
� MVN

Xb
0

� �
;

V ZG

GZ0 G

� �� �
;

where V ¼ ZGZ0 þ S.

From the properties of multivariate normal distri-

butions, E½ujy� is given by:

E½ujy� ¼ E½u� þ Cov½u; y0�Var�1½y�ðy � E½y�Þ;
such that in this case:

E½ujy� ¼ GZ0V�1ðy � XbÞ
¼ GZ0ðZGZ0 þ SÞ�1ðy � XbÞ:

This expression, however, depends on the fixed effects

values b, which also need to be inferred from the data.

The fixed effects are then typically replaced by their

estimates, such that predictions are made based on the

following expression:

û ¼ GZ0V�1ðy � Xb̂Þ:
To estimate the fixed effects b, all random effects in

Model (6) can be combined into a single vector,
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j ¼ Zuþ «, such that the following fixed effects model is

obtained: y ¼ Xbþ j. It is shown that the expectation

of the x term is E½j� ¼ E½Zuþ «� ¼ ZE½u� þE½«� ¼ 0,

and that its variance is Var½j� ¼ Var½Zuþ «� ¼
ZVar½u�Z0 þ Var½«� ¼ ZGZ

0 þ S ¼ V. Under these

settings, the distribution of y is multivariate normal

with mean vector Xb and covariance matrix V, i.e.,

y � MVNðXb;VÞ, and the maximum likelihood esti-

mator of b can be shown to be:

b̂ ¼ ðX0
V�1XÞ�1

X
0
V�1y;

which is distributed as b̂ � MVNðb; ðX0
V�1XÞ�1Þ.

If the design matrix X is not full column rank,

a generalized inverse of X
0
V�1Xmust be used to obtain

a solutionb0 ¼ ðX0
V�1XÞ�X0

V�1y of the system, from

which estimable functions u ¼ Lb are estimated as

û ¼ Lb0 .

The solutions b̂ and û discussed before requireV�1.

As V can be of huge dimensions, especially in animal

breeding applications, its inverse is generally computa-

tionally demanding if not unfeasible. However, Hen-

derson [18] presented the mixed model equations

(MME) to estimate b and u simultaneously, without

the need for computing V�1. The MME were derived

by maximizing (for b and u) the joint density of y and

u, expressed as:

pðy; uÞ / jSj�1=2jGj�1=2
exp � 1

2
ðy � Xb� ZuÞ0

	

S�1ðy � Xb� ZuÞ � 1

2
u0G�1u



:

The logarithm of this function is:

‘¼ log½pðy;uÞ�/ jSjþ jGjþ ðy�Xb�ZuÞ0S�1

ðy�Xb�ZuÞþu0G�1u

¼ jSjþ jGjþy0S�1
y�2y0S�1

Xb�2y0S�1
Zu

þb0X0S�1
Xbþ2b0X0S�1

Zu

þu0Z0S�1
Zuþu0G�1u:

The derivatives regarding b and u are:

@‘

@b
@‘

@u

2
64

3
75¼

X0S�1
y�X0S�1

X b̂�X0S�1
Z û

Z0S�1
y�Z0S�1

X b̂�Z0S�1
Zû�G�1û

2
4

3
5:
Equating them to zero gives the following system:

X
0
S�1

X b̂þX
0
S�1

Z û

Z
0
S�1

X b̂þZ
0
S�1

Z ûþG�1û

� �
¼ X

0
S�1

y

Z
0
S�1

y

� �
;

which can be expressed as:

X 0S�1
X X 0S�1

Z

Z0S�1
X Z0S�1

ZþG�1

� �
b̂
û

� �
¼ X 0S�1

y

Z0S�1
y

� �
;

known as the mixed model equations (MME).

Using the second part of the MME,

Z0S�1
X b̂þ ðZ0S�1

Zþ G�1Þû ¼ Z0S�1
y;

such that

û ¼ ðZ0S�1
Zþ G�1Þ�1

Z0S�1ðy � X b̂Þ:
It can be shown that this expression is equivalent to

û ¼ GZ0ðZGZ0 þ SÞ�1ðy � X b̂Þ and, more impor-

tantly, that û is the best linear unbiased predictor

(BLUP) of u. Using this result into the first part of the

MME,

X0S�1
X b̂þ X0S�1

Z û ¼ X0S�1
y

X0S�1
X b̂ þ X0S�1

ZðZ0S�1
Zþ G�1Þ�1

Z0S�1ðy � X b̂Þ ¼ X0S�1
y

b̂ ¼fX0½S�1 � S�1
ZðZ0S�1

Zþ G�1Þ�1
Z0S�1�Xg�1

X0½S�1 � S�1
ZðZ0S�1

Zþ G�1Þ�1
Z0S�1�y

:

Similarly, it is shown that this expression is equiv-

alent to b̂ ¼ ðX0V�1XÞ�1
X0V�1y, which is the best

linear unbiased estimator (BLUE) of b.

It is important to note that b̂ and û require knowl-

edge of G and S, or at least some function of them.

As these matrices are rarely known, the practical

approach is to replace G and S by some sort of point

estimates Ĝ and Ŝ into the MME.

Many methods have been proposed to estimate

variance components in mixed-effects models. The

simplest is the analysis of variance (ANOVA) method,

which works well for simple models (such as a one-way

structure) or balanced data (such as data from designed

experiments with no missing data), but they are not

indicated for more complex models and data structures

such as those generally found in the animal breeding

context.

Alternative methods proposed for estimating vari-

ance components in more complex scenarios include
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the expected mean squares approach of Henderson

[19] and the minimum norm quadratic unbiased esti-

mation [20]. However, maximum likelihood-based

methods are currently the most popular (see, for exam-

ple, [21]), especially the restricted (or residual) maxi-

mum likelihood (REML) approach [22], which

attempts to correct for the well-known bias in the

classical maximum likelihood (ML) estimation of var-

iance components. Additional literature on variance

component estimation and mixed model methodology

can be found, for example, in [23–27].
The Animal Model

The advent of mixed-effects models has undoubtedly

revolutionized the animal breeding field, and today

they are widely used in the genetic improvement of

many livestock and companion animal species. In this

subsection some of the applications of mixed models

for the genetic evaluation of populations using pheno-

typic and pedigree informationwill be presented. In the

following section applications incorporating molecular

marker information will be discussed as well.

As a first application of mixed models in animal

breeding, the so-called “animal model” is considered

here for the specific situation of a single trait and a single

phenotypic observation (including missing values) per

animal. The animal model can be described as:

y ¼ Xbþ Zaþ «;

where y is an ðn� 1Þ vector of observations (pheno-
typic scores), b is a ðp � 1Þ vector of fixed effects (e.g.,

herd-year-season effects in cattle evaluations), and «

represents residual effects, assumed « � Nð0;SÞ as

before. In most applications of animal models, how-

ever, residuals are assumed independent across ani-

mals, such that the residual covariance structure can

be expressed as R ¼ Is2«, where I is an identity matrix

of appropriate order, and s2« is the residual variance. In
the case of animal models, the random effects u repre-

sent the breeding values, i.e., u ¼ a, assumed to be

a � Nð0;GÞ. The vector a, of dimension ðq � 1Þ, may

include breeding values of all animals with record or in

the pedigree file, such that q is generally bigger than n.

The matrix G, which in this case describes the

covariances among the breeding values, follows from

standard results for the covariances between relatives.
It is seen that the additive genetic covariance between

two relatives i and i0 is given by 2yii0s2a, where yii0 is the
coefficient of coancestry between individuals i and i0,
and s2a is the additive genetic variance in the base

population [28]. Hence, under the animal model,

G ¼ As2a, where A is the “additive genetic (or numer-

ator) relationship matrix,” having elements given by

aii0 ¼ 2yii0 .
As mentioned earlier, in animal breeding the usual

main interest is prediction of breeding values – for

selection of superior individuals – and on estimation

of variance components. The fixed effects are, in some

sense, nuisance factors with no central interest in terms

of inferences, but which need to be taken into account

(i.e., they need to be corrected for when inferring

breeding values).

Because under the animal model G�1 ¼ A�1s�2
a

and R�1 ¼ Is�2
« , the mixed model equations reduce to:

X0X X0Z
Z0X Z0Zþ lA�1

� �
b̂
â

� �
¼ X0y

Z0y

� �
;

where l ¼ s2«
s2a

¼ 1� h2

h2
, such that:

b̂
â

� �
¼ X0X X0Z

Z0X Z0Zþ lA�1

� ��1
X0y
Z0y

� �
:

It is worth mentioning that A�1 can be obtained

directly from the pedigree, without setting up A

[29, 30], which is computationally very convenient.

Conditional on the variance components ratio l,
the BLUP of the breeding values are given then by

â ¼ ðZ0Zþ lA�1Þ�1
Z0ðy � X b̂Þ, which are the esti-

mated breeding values (EBV). Alternatively, some

breeders’ associations express their results as predicted

transmitting abilities (PTA) or expected progeny dif-

ferences (EPD), which are equal to half the EBV,

representing the portion of an animal’s breeding values

that is passed to its offspring.

The amount of information contained in an ani-

mal’s genetic evaluation depends on the availability of

its own record, and of phenotypic information from its

relatives (including how many and how closely related

to it). As a measure of amount of information in

livestock genetic evaluations, EBV are typically

reported with their associated accuracies, i.e. the cor-

relation between true and estimated breeding values,

ri ¼ râi ;ai . Instead of accuracy, some livestock species
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genetic evaluations use reliability, which is the accuracy

squared (r2i ).

The calculation of ri requires the diagonal elements

of the inverse of the MME coefficient matrix,

represented as:

C ¼ X0X X0Z
Z0X Z0Zþ lA�1

� ��1

¼ Cbb Cba

Cab Caa

� �
:

It is shown that the prediction error variance (PEV)

of EBV âi is given by:

PEV ¼ Varðâi � aiÞ ¼ caai s2e ;

where caai is the ith diagonal element of Caa, relative to

animal i. The PEV can be interpreted as the fraction of

additive genetic variance not accounted for by the

prediction. Therefore, PEV can also be expressed as:

PEV ¼ ð1� r2i Þs2a;

such that caai s2e ¼ ð1� r2i Þs2a, fromwhich the reliability

is obtained as r2i ¼ 1� caai s2e=s
2
a ¼ 1� lcaai :

Extensions and Variations of the Animal Model

The animal model discussed above can be extended

also to multiple (correlated) traits [31, 32]. For

instance, consider as an example the analysis of k traits,

in which the model for each trait is expressed as:

yj ¼ Xjbj þ Zjaj þ «j;

where yj , Xj , bj , Zj , aj , and «j are defined as before, but

here have an additional index to indicate the trait

ðj ¼ 1; 2; . . . ; kÞ.
For a joint analysis of the k traits, the single trait

models can be combined as:

y ¼ Xbþ Zaþ «;

where y¼ ½y10 y2
0 . . . yk

0 �0, b¼ ½b1
0 b2

0 . . . bk
0 �0,

a¼ ½a10 a2
0 . . . ak

0 �0, and «¼ ½«10 «2
0 . . . «k

0 �0, and
the design matrices in this case are:

X ¼
X1 0 � � � 0

0 X2 � � � 0

..

. ..
. . .

. ..
.

0 0 � � � Xk

2
6664

3
7775 and Z ¼

Z1 0 � � � 0

0 Z2 � � � 0

..

. ..
. . .

. ..
.

0 0 � � � Zk

2
6664

3
7775:

It is assumed that Var
a

«

� �
¼ G	 A 0

0 S	 I

� �
,

where G ¼

s2a1 sa1a2 � � � sa1ak
sa1a2 s2a2 � � � sa2a2
..
. ..

. . .
. ..

.

sa1ak sa2ak � � � s2ak

6664
7775 and

S ¼

s2«1 s«1«2 � � � s«1«k
s«1«2 s2«2 � � � s«2«2
..
. ..

. . .
. ..

.

s«1«k s«2«2 � � � s2«k

2
6664

3
7775are the genetic and

residual variance–covariance matrices, respectively, A

and I are the numerator relationship matrix and an

identity matrix, and 	 represents the direct

(Kronecker) product.

The MME for multi-trait analyses are of the same

form as before, i.e.,

X0ðS�1	 IÞX X0ðS�1	 IÞZ
Z0ðS�1	 IÞX Z0ðS�1	 IÞZþG�1	A�1

" #
b̂

â

" #

¼ X0ðS�1	 IÞy
Z0ðS�1	 IÞy

" #
;

from which the BLUEs and BLUPs of b and a can be

obtained, respectively.

The dimensionality of such multi-trait MME, how-

ever, can become a hurdle for solving it when more

than two or three traits are considered. An alternative

for the analysis of multiple traits is to use a canonical

transformation of the traits [33–35], which consists of

transforming the vectors of correlated traits into a new

vector of uncorrelated variables. In such case, each

transformed variable can be analyzed independently

using standard single trait models, and subsequently

the estimated breeding values are transformed back to

the original scale of measurement.

Some other interesting applications of mixed

models in animal breeding involve multiple random

effects, as in the cases of repeated measurements of the

same trait or traits with maternal effects. For the anal-

ysis of repeated measurements, as discussed in section

“Selection Index” (Model 4), environmental effects can

be partitioned into permanent and temporary effects.

In this case, the mixed model, usually called “repeat-

ability model,” can be written as:

y ¼ Xbþ ZaþWpþ «;

where all terms are as previously defined for a single

trait animal model, and p is the vector of permanent
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environmental effects, with each level pertaining to

a common effect to all observations of each animal,

and W is a known incidence matrix relating y to the

vector p.

It is often assumed that a � Nð0;As2aÞ,
p � Nð0; Is2pÞ, and « � Nð0; Is2«Þ are independent

from each other. Under these assumptions, the MME

becomes:

X0X X0Z X0W
Z0X Z0ZþlaA�1 Z0W
W0X W0Z W0WþlpI

2
4

3
5 b̂

â

p̂

2
4

3
5¼

X0y
Z0y
W0y

2
4

3
5;

where la ¼s2«=s
2
a and lp¼s2«=s

2
p.

There are some traits of interest in livestock, such as

weaning weight in beef cattle, in which progeny perfor-

mance is affected by the dam’s ability to affect the calf ’s

environment, such as in the form of nourishment

through her milk production, the quantity and quality

of which is in part genetically determined. In some

cases, there can also be a paternally provided environ-

mental component. In such cases, parents contribute to

the performance of their progeny not only through the

genes passed to the progeny (the “direct genetic

effects”) but also through their ability to provide

a suitable environment (the “indirect genetic effects”).

Here maternally influenced traits are considered,

for which the mixed model can be written as [36]:

y ¼ Xbþ Zaþ KmþWpþ «;

where all terms are as before, except that themodel now

includes a vectorm of randommaternal genetic effects,

and a vector p of random permanent environmental

effects, with K and W as their respective incidence

matrices. It is assumed that a � Nð0;As2aÞ,
m � Nð0;As2

mÞ, p � Nð0; Is2pÞ, and « � Nð0; Is2e Þ,
and quite often a covariance structure between direct

and maternal additive genetic effects is considered,

assumed equal to Asa;m.
Some other variations of the animal model, which

are computationally convenient, include the “sire

model” and the “reduced animal model” [37]. In the

sire models, only sires are evaluated, using progeny

records under the assumption of randomly selected

mates. In the reduced animal model, instead of having

equations set up for every animal (i.e., parents and

progeny), it allows equations to be set up only for

parents in the MME, making the dimensions of
the system greatly reduced. The breeding values of the

parents are estimated directly from the MME, and

the progeny breeding values are then inferred by back

solving from the predicted parental breeding values.

As a final note regarding the use of mixed models in

animal breeding, it is important to mention that solv-

ing the MME does not necessary require the inversion

of the coefficient matrix C. More computationally con-

venient alternatives for solving high dimensional sys-

tems of linear equations include methods based on

iteration on the MME, such as the Jacobi or Gauss–

Seidel iteration [38], and the “iteration on the data”

strategy [39], which is a commonly used methodology

in national genetic evaluations involving millions of

records.

Marker-Assisted Selection

Introduction

The advent of molecular markers has created opportu-

nities for a better understanding of genetic inheritance

and for developing novel strategies for genetic improve-

ment in agriculture. Molecular markers are used, for

example, to study quantitative trait loci (QTL), which

are defined as chromosomic regions contributing to

variation in phenotypic traits. The location and effects

of QTL can be inferred by combining information from

marker genotypes and phenotypic scores of individuals

and by exploring genetic linkage [40–43] and linkage

disequilibrium [44, 45] information between marker

loci and QTL, such as in experimental or mapping

populations (e.g., backcross or F2, or granddaughter

designs) or in complex pedigrees in outbred

populations. Information on markers associated with

QTL can be used to enhance prediction of genetic merit

of animals [46]. This is especially useful for low

heritability traits, traits that are expensive or difficult

to measure, or traits expressed in only one sex [47].

Classical Approaches with Few Markers

The application of molecular information for genetic

improvement of animals and plants, or marker-assisted

selection (MAS), requires that candidate-for-selection

individuals are genotyped for specific markers. For

MAS purposes, there are three types of genetic markers,

and for each type there are specific statistical



74 Animal Breeding, Foundations of
approaches for incorporating their information into

selection programs [47]. A first type of marker refers

to situations in which the functional polymorphism

itself can be genotyped. These markers are called

“direct markers,” as they indicate exactly the genotype

an animal has at specific causative loci.

A second type of marker refers to those that are in

population-wide linkage disequilibrium (LD) with the

causative or functional mutations. In such cases,

although the marker genotype of an animal does not

unambiguously indicate the genotype at a specific

functional locus, it still provide information regarding

how likely an animal carries a specific allele or genotype

at such a locus. Finally, a third kind of molecular

marker refers to those loci that are in population link-

age equilibrium with the functional mutations, which

are often called “indirect markers.” In such cases,

although the marker information on a single animal

in a population does not provide any information

regarding the genetic merit of that animal, it still can

be useful in exploring family (pedigree) structure when

genotyped animals are related to each other.

While direct markers are the simplest and most

efficient in MAS programs, their identification is much

more difficult and generally involves a prescreening step

using QTL mapping methods to identify promising

chromosomic regions, followed by fine mapping (often

using functional and positional candidate gene strate-

gies), followed by validation (using some strategy such as

a knock-out approach). On the other extreme, indirect

markers are extensively available for most livestock spe-

cies, but their use in MAS is more complex and the

results are generally modest.

Statistical models to incorporate direct and/or LD

markers in the genetic evaluations of animals are rela-

tively straightforward. For example, a marker can be

included into an animal model context with the fol-

lowing specification:

y ¼ Xbþ Za� þMg þ «;

where all terms are as defined before, except that

a� � Nð0;As2a� Þ represents now the random additive

(nonmarked) polygenic effects, and g and M are the

(fixed) QTL effects and an incidence matrix, respec-

tively. In the case of direct markers, the matrix M

represents the marker genotypes and is obtained

directly from the genotyping of animals. In the case of
LD markers, the incidence matrix M will represent

genotype probabilities at each QTL locus, which can

be derived using segregation analysis. The overall

genetic merits of the animals are then given by the

sum of their a� and g components. Other strategies

for combining the infinitesimal and the QTL compo-

nents to increase long-term genetic gain have also been

proposed (e.g., [48–50]); a review of MAS strategies

can be found, for example, in [47].

In the case of indirect markers, however, the within-

family LD between QTL and linked markers must be

explored. One approach is to determine the marker

effects or the marker-QTL linkage phases separately

for each family. Alternatively, more general MAS

models have been proposed to incorporate marker

data in genetic evaluations for complex pedigrees [13,

51], which can be represented as:

y ¼ Xbþ Za� þMqþ «;

where the terms are as before, but here the QTL effects

q are assumed random and normally distributed,

such that:

a�

q

� �
� N 0;

As2a� 0

0 Gls2q

� �� �
;

where Gl is the gametic relationship matrix for the

QTL, and s2q is the additive variance of the QTL allelic

effects. The gametic relationship matrix gives the prob-

abilities of identity between each of the two alleles in

each individual, and it can be derived based on the QTL

position l and the marker information.

Genomic Selection

As most quantitative traits are influenced by many

genes, tracking a small number of them using molecu-

lar markers (as in the MAS approaches discussed

above) will explain only a small fraction of the total

genetic variance. Moreover, individual genes are likely

to have small effects and so a large amount of data is

needed to accurately estimate their effects [52].

Genome-wide Marker-Assisted Selection (GWMAS),

or simply Genomic Selection (GS), on the other

hand, makes use of a very dense set of markers covering

the entire genome, which potentially explain all genetic

variance. In addition, given the LD between the dense

markers and the QTL, estimated marker effects pertain

across the population [53].
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of April 2010 genomic and traditional evaluations for bulls

with an AI status of active or foreign

Average reliability (%)

Trait Genomic Traditional Difference

Net merit 87 81 +6

Milk yield 93 91 +2

Fat yield 93 91 +2

Protein yield 93 91 +2

Productive life 81 71 +9

Somatic cell score 88 83 +5

Daughter
pregnancy rate

79 69 +10

Final score 89 85 +4

Sire calving ease 90 84 +6

Daughter calving
ease

80 67 +13

Source: AIPL – USDA; http://www.aipl.arsusda.gov/
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Meuwissen et al. [54] were the first to propose GS

and suggested a model that can be described as:

y ¼ 1mþ
Xp
j¼1

Mjqj þ «;

where m is the overall mean, qj represents the genetic

effects of marked genes (j=1, 2, . . ., p), and Mj repre-

sents the design matrices (genotypes) relative to a large

number (p) of biallelic markers (e.g., SNP loci), which

present different levels of LD with QTL affecting the

phenotypic trait of interest ðyÞ. Here it is assumed that

the QTL affecting the trait act additively, and that qj
refers to per-allele effects; nonadditive effects as well as

effects relative to nonmarked QTL are lumped together

into the residual term of the model.

Fitting such GS model using standard regression

approaches is not trivial, as the number p of markers

(and so the number of genetic effects to be estimated)

may easily exceed the number n of individuals avail-

able. The “large p small n paradigm” is central in many

applications of genomic technologies, including

expression profiling and association analysis, and var-

ious statistical strategies have been proposed in the

literature to overcome this problem, such as dimen-

sion-reduction techniques, stepwise fitting procedures,

ridge regression [55], and least absolute selection and

shrinkage operator – LASSO [56].

Specifically in GS, hierarchical modeling has

become the methodology of choice, due to its flexibil-

ity and good statistical properties. Within this

approach, the genetic effects qj are assumed random

effects and distributed according to some prespecified

distribution [54]. For example, qj may be assumed

normally distributed with mean 0 and variance s2j ,
and the hierarchy can be extended by assuming

a prior distribution for the variances s2j [54, 57–59].

Alternative distributions can be adopted for the qj ,

such as double exponential or mixture distributions

including a mass point at zero. It is interesting to note

the connection between the ridge regression approach

and a Bayesian model with normal priors with common

variances s2j ¼ s20, as well as the LASSO methodology

and a Bayesian model with double exponential priors

for the genetic effects [60].

The potential of GS to accelerate genetic progress

has been demonstrated through many simulation
studies (e.g., [54, 61, 62]), and confirmed by some

real data applications. The first use of GS using thou-

sands of markers in livestock has been in dairy cattle

[63, 64], followed by some breeds of beef cattle and

more recently in poultry. Table 1 shows some encour-

aging results on dairy cattle obtained by the USDA.

Future Directions

As shown here, the mixed model methodology is

extremely flexible and can be used in a wide variety of

applications. Other extensions of the methods

discussed here include models with nonadditive

genetic effects (e.g., [65, 66]), mixed models for the

analysis of non-Gaussian traits such as binary and

categorical (e.g., [67, 68]) or counting data (e.g.,

[69]), robust models [70, 71], survival traits [72],

nonlinear models to study, for example, growth curves

(e.g., [73, 74]), among others. However, such models

can get extremely complex and asymptotic statistical

methods are generally required. Alternatively, Bayesian

analysis employing Markov Chain Monte Carlo

(MCMC) methods can be used, given their exceptional

http://www.aipl.arsusda.gov/
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flexibility and the possibility of incorporating prior

information regarding the model parameters [75].

Bayesian analysis has been increasingly used in many

applications of genetics and animal breeding, and for

a review the reader can refer, for example, to [76–78].

A comprehensive treatment of Bayesian MCMC

approaches in animal breeding is presented in [23].

Bayesian hierarchical modeling has also been exten-

sively used in genomic selection [54, 79–81]. In addi-

tion, nonparametric and semiparametric methods, and

machine learning techniques based on artificial intelli-

gence have been proposed and used for the analysis of

high density marker panels in the context of animal

breeding, such as in [82–86]. Moreover, some other

recent methods aim to combine all available pheno-

typic, pedigree, and genomic information for predic-

tion of genetic merit of animals [87].

As indicated in the beginning of this chapter, the

genetic improvement observed in many livestock and

companion animal species is truly remarkable. Most of

this genetic progress has been accomplished through

selection, using the methods discussed here. Two tech-

nological and methodological developments however

must be mentioned as turning points in the genetic

trends observed in some species; these are the advent of

artificial insemination and the mixed models. Seem-

ingly, the development of high density SNP panels and,

more recently, next generation sequencing technologies

and their application in genomic selection strategies

promise to be the next turning point. This new era

for animal breeding and genetics will require

a different profile of animal breeders, requiring not

only knowledge of population and quantitative genet-

ics, classical statistical and computational methods, but

also some more modern statistical and computational

methods based on hierarchical modeling [23, 88], non-

and semiparametric methods, and machine learning

techniques [60, 89]. It is indeed a very exciting time

to work in animal breeding!
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Glossary

Animal breeding Intentional breeding for certain

traits, or combination of traits, by selecting animals

for breeding with superior genotypes in growth

rate, egg, meat, milk, or wool production, or in

other desirable traits.

Animal genetic resources Genetic diversity, either

characterized or as yet uncharacterized, that is

found in economically important animals.

Animal welfare Animal welfare is the viewpoint that

some or all animals, especially those under human

care, should be treated in such a way that they do

not suffer unnecessarily.

Effective population size Is the size of an idealized

population that would behave the same as an actual

population. The ideal population is one inwhich there

is random mating and no selection. The effective size

of a population is typically smaller than its actual size.

Genetic trends Changes in the mean breeding value of

a population over time for one or more traits.

Stakeholders Any party that has an interest (“stake”)

in a project or activity, which in the context of this

chapter is animal breeding.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Definition of the Subject

A major long-term challenge of animal breeding is to

ensure that animal breeding is sustainable, in order to

contribute to a stable long-term contribution of food

for the globe. The need to address sustainability in

animal breeding schemes has increased as the develop-

ment in the last decades has been toward larger

demands for food, fewer breeds contributing to the

production of animal products, low effective popula-

tion sizes despite the actual populations being large,

and a decreasing number of breeding schemes provid-

ing the majority of the genetics underlying production

of animal products.

The FAO report on The State of the World’s Animal

Genetic Resources for Food and Agriculture [1] indicates

that the vast majority of developing countries have not

been successful in sustaining genetic improvement in

their livestock populations. Among the breeds consid-

ered to be in active use, 77% are located in developing

countries. Animal genetic resources for food and agri-

culture (AnGR) provide the biological capital on which

livestock production systems and food security are

built. Planning for sustainable livestock development

should, from the outset, take account of genetic differ-

ences among the species, the breeds, and the animals

considered for use, along with their adaptive fitness to

the production environments in which they will be

kept. The different ways in which animals are used in

different production systems and communities should

also be recognized [2].
Introduction

Animal production has significantly increased its pro-

ductivity during the last 50 years. This has been

a combined effect of improvements in the environment

provided to the animals, for example, improved feed-

ing and management, as well as efficient breeding

schemes resulting in significant and cumulating genetic

progress. These improvements are synergistic, as

genetic improvements and management and feeding

improvements stimulate each other. Examples of dras-

tic changes in productivity include
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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● Manyfold increases in milk production of dairy

cattle

● Improvements of growth, leanness, and litter size in

pigs

● Manyfold increases of growth and egg production

in broiler and layer hens, respectively

This trend in productivity is expected to continue for

several reasons. In a competitive market for food produc-

tion, genetic improvements are an essential parameter to

ensure a profitable production. However, the demand for

food is also expected to increase, and thus stimulates

a larger and more efficient production. The World Bank

has estimated that it will be necessary to increase meat

production by about 80% between 2000 and 2030.

However, the improvements in productivity have

also contributed to a global concentration on fewer

breeds for the largest part of animal production.

In dairy cattle, Holstein-Friesian is now the dominating

breed of the world, with exchange of semen and

embryos across countries resulting in a relatively low

effective population size (�40–70, [3, 4]). In poultry

breeding, a few multinational companies now control

the commercial genetic improvement and thus the

genetics of the vast majority of eggs and poultry meat

produced globally.

Recently, the effect of animal breeding has come

under critical evaluations from an ethical point of

view, reflecting public concerns on the effects of current

and future animal breeding. Developments in biology,

neuroscience, and genetics have resulted in changes in

our perception of the world, and there is an increasing

focus on the effects of animal breeding and the ethics of

changing animals by selective breeding for our own

good (e.g., [5, 6]). Ethical problems in animal produc-

tion have historically focused on housing and hus-

bandry, but more emphasis is now focused on the

effect of animal breeding [7]. It is argued that the fact

that selective breeding can introduce welfare problems

places an ethical responsibility on the animal breeding

industry [7].

The European animal breeders have realized that

these powerful technologies to create genetic progress

have generated public concern about the impact of

animal breeding and the use of new technologies [8].

According to FAO [2]: A strategic and logistical

approach to sustainable livestock development is
required. To appropriately address the use of available

AnGR and the role of genetic improvement in sustainable

development, from the outset, all policies, plans, and

programs for the livestock sector must:

● Be based on soundly established and agreed livestock

development objectives (LDOs) and well-integrated

and realistic livestock development strategies (LDS)

that are able to achieve the LDOs.

● Account for major environmental, structural, and

socioeconomic differences among the production sys-

tems concerned.

● Ensure participation of the end users (the livestock

keepers themselves). Both men and women should

have access to relevant information, be involved in

the formulation of policies and plans, and have ample

opportunities to give their opinions.

● Be appropriately funded.

● Promote step-by-step development and the sustain-

ability of the actions undertaken.

● Be based on well-documented approaches that are

understood and agreed by all the stakeholders

involved at each stage.

● Take fully into account the fundamental principles of

genetic improvement and their technical implications.

Thus, a major future challenge of animal breeding is

to ensure a sustainable use of the animal genetic

resources available and to implement sustainable

breeding schemes in active populations.

The focus of this entry is the long-term challenges

of animal breeding focusing on sustainability of animal

breeding schemes. This is done by discussing the con-

cept of sustainability in the context of animal breeding

and then describing risk factors affecting sustainability.

Then guidelines for developing sustainable and future

directions to ensure sustainable are discussed.

Sustainability

Sustainability is a term that has a widespread use, and

thus is often used in different meanings. It is often used

in the sense of human sustainability on planet Earth

and this has resulted in the most widely quoted defini-

tion of sustainability and sustainable development, that

of the Brundtland Commission of the United Nations

on March 20, 1987: “sustainable development is devel-

opment that meets the needs of the present without
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compromising the ability of future generations to

meet their own needs” [9]. This definition is also rele-

vant to animal breeding; it is, however, not very

operational.

In order to define and address sustainability in the

context of animal breeding, it is first necessary to iden-

tify the stakeholders of animal breeding schemes. These

stakeholders all have interests in animal breeding, and

some of their interests might be conflicting. Under-

standing the diverse interest in animal breeding is

a prerequisite for developing sustainable breeding

schemes.

Obvious stakeholders are the animal breeders,

breeding companies, and breeding associations, which

have the major responsibility for defining and running

the breeding scheme. Additional stakeholders include

producers, veterinarians, manufacturers and retail

enterprises, and consumers. For some aspects, the soci-

ety as a whole may be considered a stakeholder in itself.

These stakeholders have different perceptions of the

desired outcome of animal breeding schemes and

thus sustainability, influenced by their role in produc-

tion and utilization of animal products and their time

horizon.

In the short term, objectives of different stake-

holders can be very different. Animal breeders will

typically focus on the factors limiting the profitability

of the primary production. The interest of manufac-

turers and retail enterprises is on product quality,

quantity, and possibilities of adding value to the pri-

mary product to ensure profitability of manufacturing

and retail. Consumers will typically focus on product

quality and price, product safety in addition to poten-

tially cultural and political issues, such as environmen-

tal impact and animal welfare.

However, it can be expected that stakeholders will

share many long-term interests in animal breeding

schemes. Long-term interests of producers and manu-

facturers are likely to be more similar to the interests of

consumers in the long-term, as they are the main actors

determining quantity and quality demands.

A thorough discussion of sustainability in the context

of animal breeding is provided in [10], focusing on the

need to address the interests of all stakeholders.

Interests of stakeholders include the following

areas, which should be considered for defining sustain-

able animal breeding schemes for the future [11]:
● Food security, including

– Quantity produced

– Product quality

– Food safety from both a biological and technical

perspective

● Socioeconomic effects, including

– Impacts of breeding schemes on rural economy,

employment, and trade

– Subsidies and their effects on objectives and

methods used in animal breeding

– Public (ethical) perception of the methods and

technologies applied in animal breeding

● Environmental impact, including

– The relationship between animal production

and measures of environmental quality

– Landscape management where animal produc-

tion plays a major role

– Interactions with biodiversity and ecosystems

● Health, welfare, and ethics including

– Health management and biosecurity related to

both the risk of zoonoses and contamination of

products

– Ethics of breeding and production

Sustainable Animal Breeding

Animal breeding is based on selecting animals with

a superior genotype relative to the desired direction

of selection, as reflected in the breeding objective.

However, breeding values cannot be observed directly

in animals, and they have to be predicted based on phe-

notypic records on the individuals themselves and their

relatives and/or genetic markers. Thus, animal breeding is

based on selecting the seemingly superior individuals

given their predicted breeding values. Secondly, selected

parents pass half of their genes to a given offspring, and

each individual is thus a genetically unique individual.

A direct result of this is that planning of animal breeding

schemes is not an exact science. Genetic progress can be

predicted but the realized response to selection can vary

depending on a number of factors reflecting biological and

economic uncertainty that influences the outcome of

a breeding scheme. The breeding objective represents

the desired direction of change of a population, most

often expressed as the marginal economic value of

changing a trait. The breeding objective should address
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all aspects of animal production and the characteristics

of the product.

Ignoring the interests of some stakeholders when

defining breeding objectives might negatively affect the

success of a breeding scheme. This can be addressed by

considering the interests of all stakeholders. The large

potential of animal breeding is the contribution of

additive improvements toward a long-term objective.

However, there are factors that are not necessarily sta-

ble over time, factors that can potentially also change

the interests of stakeholders. Examples of such factors

include market structure, fluctuations in prices, regu-

lations of production systems, disease outbreaks, and

variation in the response to selection, both in the traits

directly selected for and in traits indirectly affected as

a correlated effect of selection. In addition to these

factors, uncertainty on the assumptions underlying

the design of a breeding scheme contributes to the

risk of this breeding scheme. The risk of a breeding

scheme is related to the deviations of the realized effects

of a breeding scheme relative to those planned.

These factors have two effects: some contribute to

a reduction of the realized outcomes of a breeding scheme

(e.g., diseases) and others contribute to an increased

variability of the outcome of a breeding scheme.

Thus, a sustainable animal breeding scheme should

address the interests of all stakeholders and actively

reduce the risks of the breeding scheme. This is in line

with the SEFABAR project that produced a “Code of

Good Practise for Farm Animal Breeding and Repro-

duction Organisations” [10, 12]. The code addresses

issues of food safety and public health, product quality,

genetic diversity, efficiency, environmental impact, ani-

mal health, animal welfare, and breeding and repro-

duction technologies. The code is based on the

following six general statements:

● Breeding organizations must follow zootechnical,

animal welfare, and animal health legislations and

relevant regulations and practices.

● Breeding organizations must consult and collabo-

rate with international, national, and regional

authorities for the development and implementa-

tion of policies, practices, and regulations. These

policies should assist the achievement of economic,

environmental, and social sustainability of the ani-

mal breeding sector.
● Breeding organizations must use modern

biosecurity methods to minimize disease

transmission.

● Breeding organizations must ensure the health and

welfare of the animals under their care.

● Breeding organizations must treat the animals

under their care with respect.

● Breeding organizations must ensure that selection

for production traits is balanced by appropriate

attention to reproduction traits and health- and

welfare-related traits.

The intention is that this should result in sus-

tainable breeding programs by an economically viable

balance of (a) food safety and public health,

(b) product quality, (c) genetic diversity, (d) efficiency,

(e) environmental impact, and (f) animal health and

welfare.

Risks in Animal Breeding Schemes

The expected outcome of a breeding scheme might not

be the same as the realized outcome for several reasons.

These include

● Uncertainty on the genetic model assumed

● Uncertainty on the assumed genetic parameters

(heritabilities, genetic correlations, etc.)

● Genetic drift resulting from finite population size

● Suboptimal decisions and implementation of the

breeding scheme

● Breeding objectives that do not include all relevant

costs and benefits of the production system targeted

● Changes in markets and consumer preferences

Some of these can contribute to both positive and

negative deviations from the expected outcome, for

example, deviations in genetic parameters from those

assumed might either increase or decrease genetic gain

relative to that expected.

However, most deviations are expected to result in

a realized outcome of selection being lower than that

expected, as the predictions assume that parameters are

known and selection decisions are optimal. If the

breeding objective does not reflect the true breeding

objective, this will always result in selection decisions

being suboptimal and response to selection being lower

than expected. Likewise, changes in markets, consumer
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preferences, or political regulations of the industry will

result in suboptimal goals being targeted by the breed-

ing scheme, and thus the realized outcome being infe-

rior to that expected.

Thus, two groups of factors contributing to the risk

of animal breeding schemes can be identified.

The first group is risks intrinsic to the breeding

scheme. The response of a breeding scheme might

deviate from expectations due to variability of response

to selection for the traits considered in the breeding

objective and in the selection index. This can be due to

uncertainties about genetic parameters used for

predicting breeding values, uncertainties in the breed-

ing values predicted from phenotypic records and/or

genetic markers, and genetic drift.

Genetic drift can also increase the frequency of

deleterious (recessive) alleles. Examples include BLAD

[13] and CVM [14] in dairy cattle and the halothane

sensitivity locus in pigs [15]. These alleles increased in

frequency either by directly having a positive impact on

some of the traits selected for, or being linked to alleles

with positive effects on the traits selected for. In gen-

eral, all traits not directly selected for and not corre-

lated with the traits in the selection criterion are most

affected by genetic drift. In a closed population, genetic

drift is highly related to the rate of inbreeding.

Unfavorable correlated responses to selection can

appear if important traits are not included in the breed-

ing objective and selection criterion. There is evidence

of general negative effects of selection for increased

production resulting in increased occurrence of behav-

ioral, physiological, and immunological disorders [16].

A theory (resource allocation theory) has been pro-

posed to explain the general negative correlated

changes in fitness and health-related traits when

selecting for production traits. The theory predicts

that with limited resources available, selection for

increased production results in less resources being

allocated to, for example, health and reproductive traits

[17]. In a mice model it was shown that a line selected

for large litter size allocated more resources to lactation

and mobilized body energy for a longer time period

than a control line [18]. However, results suggest that

not all aspects of immune response are decreased by

selection for production. In a comparison of chicken

lines from 1957 to 2001, it was concluded that the 2001

chickens selected for growth have a decreased adaptive
immune response but a better cell-mediated immune

response [19]. These examples highlight the need to

consider the direct response to selection not only in the

traits selected for, but also in other traits of relevance

for production, animal health, and animal welfare.

Effective population size (which in a closed popula-

tion is inversely proportional to rate of inbreeding) is

the most important indicator of genetic risk in a breed-

ing scheme, being inversely proportional to both

genetic drift in a closed population and variation in

selection response. Larger effective population size

results in less genetic drift and less variability in the

response to selection. Selection intensity, population

size, and selection and mating criteria all influence

the effective population size. It has been argued that

the effective population size should be at least 50–100

individuals in order to avoid negative effects of genetic

drift [20], but should be significantly larger in order to

maintain mutations contributing to maintaining

genetic variability.

The second group of risks is external to the breeding

scheme. These include environmental risks due to

changes in environmental factors unforeseen when

planning the breeding scheme. Such risks are diseases,

particularly epidemic diseases and diseases under

national and international regulations (e.g., foot-and-

mouth disease), and changed market and/or produc-

tion regulations. These changes will most often result in

the realized outcome of a breeding scheme being less

than expected.
Guidelines for Developing Sustainable

Breeding Schemes

Animal breeding schemes produce additive genetic

improvement, and are thus most powerful when

applied for a long-term improvement of a population.

Thus, breeding objectives should reflect the futuremar-

ket for which production is aimed. The development of

breeding objectives includes an assessment of the breed

and its characteristics relative to the future market

preferences. Traditionally, this includes an economic

analysis aiming at estimating the marginal value of

improving a trait. These marginal values are often the

economic value of changing a trait given all other traits

are constant. The breeding objective is then defined by

the marginal values of the traits. However, this is not



84 Animal Breeding, Long-Term Challenges
necessarily sufficient as a breeding objective should also

consider the risk and uncertainty of aiming at a partic-

ular market, including status and trends in consumer

preferences, social attitude, political and economic reg-

ulations, and infrastructure.

The breeding objective should reflect themost prof-

itable improvement of the population, conditional on

the current and future market conditions. The deriva-

tion should include traits beyond those currently

recorded or included in a selection criterion.

The expected genetic trends should also be evaluated

to ensure the breeding objective is sustainable. Ethical

evaluations and public perception of animal welfare

might alter the relative weights used in the breeding

objective. Including a trait in the breeding objective

does not guarantee that that particular trait is improved.

Traits with low heritability, traits negatively correlated to

important traits in the breeding objective, and traits

measured late in life are at risk of not being improved

despite being in the breeding objective. Traits that fulfill

all the above-mentioned criteria include health-related

traits, such as mastitis and fertility in dairy cattle. It has

been suggested that such traits should have a larger

weight in the breeding objective, the larger weight

reflecting a nonmarket value [21]. Such nonmarket

values could reflect public concern on, for example,

increased disease susceptibility resulting from the cur-

rent breeding objective.

Ignoring important traits in deriving marginal

(economic) values to be used in the breeding objective

will bias the prediction of the economic outcome of

the breeding scheme. For example, ignoring quality

measures that are not considered in current market

conditions but are important in distinguishing the

product from other competing products might be

harmful to the long-term competitive ability of the

product.

Breeding objectives should not only be defined in

terms of production, but should also include traits

related to animal health and welfare resulting in robust-

ness being part of the breeding objective [16].

Derivation of the marginal value of all impor-

tant traits is crucial, in order to predict the effects

of selection, not only on traits selected on, but also

traits correlated to those traits. This is necessary

to avoid unfavorable genetic changes in traits not

selected for.
The expected outcome for a given breeding objec-

tive also depends on the recording scheme. Recording

is often one of the most costly elements of a breeding

scheme and should thus be an integral part of planning

a breeding scheme. Generally, the objective of record-

ing should be to allow for favorable genetic trends in

the traits included in the breeding objective. This might

be complicated by biological constraints of, for exam-

ple, when a trait is realized and the number of individ-

uals it can be recorded on. Examples are traits

measured late in life (e.g., longevity), measured after

slaughter (e.g., meat quality), or measured on one sex

(e.g., female fertility), which poses challenges in defin-

ing efficient recording schemes. Modern technology

allows for some remedies to this challenge. Genetic

markers can be measured early in life, and in addition

they can be used to predict the breeding value for traits

not yet recorded [22].

In addition to the traits directly selected for, other

important traits should also be recorded, in order to

document the trend in these traits. Such traits include

traits that are economically or ethically important, but

they are not necessarily included in the breeding objec-

tive if they are at acceptable levels. However, correlated

effects of selection might change these traits in

undesired directions.

Two aspects of sensitivity to environmental factors

should be considered. Chance events, such as disease

epidemics have the potential to critically damage

a breeding scheme, particularly if breeding animals

are kept in a limited region or in a few herds. The

foot-and-mouth disease outbreak is an example of

a disease outbreak that has threatened breeding nuclei.

Backup and safety procedures are necessary for

safeguarding a breeding scheme. This can be done by

implementation of techniques such as cryopreserva-

tion of embryos, eggs and semen, and segmentation

of the breeding nucleus. This will naturally be very

species specific, depending on the biological possibili-

ties in the given species.

The second aspect of environmental sensitivity

relates to environmental sensitivity, whether an indi-

vidual’s performance is sensitive to the environment in

which it is kept. More specifically, this is an issue if

genotypes and environment interact, such that an indi-

vidual would be ranked differently in two environ-

ments relative to other individuals. A more realistic
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example is offspring from two bulls having different

relative merits in two environments. The implications

of an interaction are multiple. First, prediction of the

performance in an environment that differs from the

environment in which selection was performed might

be impossible. Second, genetic improvement in one

environment might not result in similar genetic

changes in another environment. As an example, in

some breeding schemes, candidates for selection are

housed individually in order to allow for individual

recording of the traits of interest, whereas animals in

commercial production are housed in groups, provid-

ing a significantly different environment to that

selected in. In such cases, where the environment of

the breeding nucleus and the production herds differ,

then genetic trend should be recorded in the produc-

tion environment to ensure that selection is in the

direction desired. If genotype–environment interaction

exists, genetic evaluations should take this into

account. Also the breeding objective should be specific

on which environment(s) genetic changes are opti-

mized for. A specific type of genotype–environment

interaction is the situation where environments

describe a continuum of environmental effects, and

thus cannot be grouped in classes of environmental

effects. Reaction norm models describe such interac-

tions, and a feature of these models is that they can

model the sensitivity to the environment, and that this

sensitivity is partly genetically determined. This has

two implications. First, it is expected that environmen-

tal sensitivity will change as a correlated effect of selec-

tion on the mean, assuming nonzero correlations

between mean performance and sensitivity. Second, it

implies that environmental sensitivity can be selected

for or against. The second implication also means that

genetic changes will require changes in the environ-

ment to be fully expressed in all environments. This is

an important outcome of a breeding scheme, and it has

to be taken into consideration whether such environ-

mental changes can be accommodated in commercial

environments. There are many examples of highly

improved breeds, selected in environments with

a high level of management, that fail to express their

genetic potential when transferred to environments

characterized by lower management levels, for exam-

ple, when highly selected breeds are transferred to

tropical countries with lower input levels and other
environmental characteristics. Thus, potential changes

in environmental sensitivity have to be taken into

account when predicting and evaluating the expected

response to selection.

The optimum selection environment is not always

equal to the environment in which the response is to

be realized, but depends on the degree of genotype–

environment interaction (determined by the ratio of

variances in slope and level of a linear reaction norm),

the correlation between level and slope, and the herita-

bility of the trait [23].

In relation to breeding objectives, it was stressed

that the market for which production is aiming should

be defined. The reasoning is that this is a prerequisite to

ensure that consumers will accept the product and its

characteristics and that the product(s) addresses the

preferences of the consumers. Consumer responses

have been instrumental in changing egg production

systems in European countries, and the use of gene

transfer worldwide.

Measuring the success of a breeding scheme

involves two components. First, expected response to

selection should be predicted, as the measure against

which to compare the operational and strategic out-

come of the breeding scheme. To predict the expected

response to selection estimates of genetic parameters,

covariances between traits, generation intervals,

recording scheme, and resulting accuracies of the

predicted breeding values, selection intensities and

the weights used in the breeding objective are required.

Uncertainty about one or more of these should be

taken into account when predicting response to selec-

tion. These predictions are based on a genetic model,

on which there may also be uncertainty. Second, real-

ized genetic trends should be compared to the

predicted response to selection, both in order to eval-

uate the success of the breeding scheme, but also to

modify it if required to better fulfill the overall objec-

tives of the breeding scheme.

Most breeding schemes rely on genetic progress

accumulating in a nucleus, representing the animals

active in the breeding scheme. The genetic progress is

then disseminated to production herds. This might

involve several tiers, such as a breeding and multiplier

level, in order to efficiently disseminate genetically

superior individuals or semen to production herds.

The time from genetic progress in the breeding nucleus
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to the dissemination of this progress in production

herds is termed genetic lag, and is a major indicator

of the efficiency of utilizing genetic progress in

production.

The outcome of a breeding scheme is realized in the

years following the selection decisions and the majority

of the costs. An economic evaluation of a breeding

scheme thus requires that costs and revenues are

discounted back to a common base. This should take

into account that returns more distant in time are more

uncertain than those occurring in the near future. This

involves defining the time horizon for which revenues

are discounted, reflecting the uncertainties about the

market and production conditions. This reflects an

economic time horizon of the breeding scheme.

Expected and realized response to selection should

be compared at regular interval as an integral part of

controlling and optimizing the breeding scheme. This

should be done at intervals shorter than the economic

time horizon.
Future Directions

Following is a discussion including potential impacts

on the development of certain areas of science.

Animal breeding is a competitive business, and pro-

ducers pursue genetic material that best suits their

needs. This naturally means purchasing animals that

are economically optimal in the specific production.

This potentially limits the focus on animal welfare–

related traits not directly related to productivity.

However, since animal breeding decisions for most

species are made centrally and, increasingly, interna-

tionally it has been argued that international agree-

ments are needed [7] to ensure sustainable breeding

schemes that address all relevant traits.

There is evidence that breeding companies are

addressing these challenges. Survival in poultry has

been improved by, among other initiatives, selective

breeding and current focus is on selection against

feather pecking, cannibalism, leg disorders, and heart/

lung disorders [24]. And more generally, breeding

objectives now contain more traits, also related to ani-

mal health and costs of production. In many cases,

inclusion of health- and welfare-related traits results

in more profitable breeding schemes than selection on

production alone [25].
It should, however, also be acknowledged that

despite the well-documented negative effects that selec-

tion for production traits has had on welfare-related

traits, modern genetic technologies also give possibili-

ties of understanding the biology underlying animal

welfare and actively select for improved welfare [26].

Welfare-related traits are likely to show genetic varia-

tion, and it is thus also possible to select for increased

animal welfare [27].

New technologies have the potential to affect ani-

mal welfare in both positive and negative directions

[28]. Positive examples are the use of sexed semen in

dairy cattle, which can decrease the number of

unwanted male offspring that are killed after birth in

some breeds and result in easier birth of female off-

spring. An overall positive effect is conditional on no

adverse effects of the technology on the calves and/or

the mothers.

Genomic selection [22] is currently under imple-

mentation in the large dairy, pig, and poultry breeding

schemes. Genomic selection is fundamentally different

to previous selection strategies, which relied on pheno-

typic records being recorded on the candidates for

selection and/or their relatives. With genomic selec-

tion, this is replaced by a two-step procedure where

the association being genome wide, markers and phe-

notypes are established in a part of the population

where both phenotypic recording and genotyping are

performed. Secondly, breeding values can be predicted

for individuals based on their genotype. This allows for

accurate breeding values being available earlier in life.

This is particularly useful for traits recorded late in life,

traits with low heritability, and traits recorded in one

sex, which are largely the characteristics of many traits

related to animal health and welfare. Genomic selection

thus improves efficiency of selection for traits that are

currently difficult to improve genetically, and thus has

the potential to contribute to more sustainable animal

breeding schemes [29].

Effective population size is a measure of the risk of

a breeding scheme. Constraining the rate of inbreeding

has the potential to reduce the variance of response to

selection, reduce the loss of genetic variance, and

reduce genetic drift. Quadratic selection indices jointly

maximizing response to selection while constraining

rate of inbreeding have been developed [30]. This qua-

dratic index optimizes the genetic contributions of
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parents to the next generation, and the contribution of

any parent depends on which other parents that are

selected.

Acceptable rates of inbreeding are often described

as being in the range of 0.5–1% per generation, equiv-

alent to an effective population size of 50–100. More

specifically, the acceptable level of inbreeding depends

on the extent of inbreeding depression on fitness [20],

and thus a sustainable breeding scheme ought to vali-

date the acceptable level of inbreeding.

The implementation of sustainable breeding

schemes requires, as described above, a thorough anal-

ysis based on an understanding of genetics, economics,

and market characteristics. Training and education is

a prerequisite for qualified personnel to contribute to

the development and maintenance of sustainable

breeding schemes.

Sustainability is a new measure in the context of

animal breeding, but many elements contributing to

sustainability are well known and have been taken into

account previously. The aim of developing sustainable

animal breeding schemes puts these elements into

a coherent context, highlighting the need to take inter-

ests of all stakeholders into account, as well as the risks

and uncertainties of assumptions and outcomes.
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Glossary

Contemporary groups A group of animals of approx-

imately the same age living in the same environ-

ment and being treated by the same management

practices during the same interval of time.

Estimated breeding value An estimate of the total

additive genetic merit of an individual, the effects

that are directly passed to offspring.

Genotypes The particular set of alleles at all gene loci

that influence the phenotypes.

Inbreeding coefficients The proportion of alleles at

gene loci that are identical due to being inherited

from a common ancestor.

Infinitesimal genetic model A genetic model that

assumes there are an infinite number of gene loci

affecting a trait each with a small and equal effect.

Mixed model equations Proposed by Henderson in

1949 for the estimation of breeding values and

other nongenetic effects from phenotypes.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Phenotypes The observable characteristics of an ani-

mal that can be measured, scored, or recorded.
Definition of the Subject

Modeling in animal breeding involves describing

the major factors that influence the performance ability

or production level of animals in order to predict

the genetic merit of future progeny for that ability.

Successful modeling depends on good record collection

systems, accurate pedigree records, and sophisticated

statistical models. Models have evolved over time

as computer technology has advanced. Genetic evalua-

tion of dairy bulls began in the early 1930s using

simple daughter averages for milk production in selec-

tion index procedures of Lush and his students [1].

Genetic evaluation systems spread to all livestock and

to many countries due to Lush. Henderson [2] intro-

duced best linear unbiased prediction (BLUP) around

1950, and this methodology is still widely used

in animal breeding except that the models are

more detailed and complex. Gianola and others [3, 4]

taught animal breeders how to use Bayesian methods

which are especially useful for non-normally

distributed data.

All methods consider the total additive genetic

merit of animals. Additive genetic effects are directly

transmitted to progeny, assuming infinitely many gene

loci, each with a small and equal effect on the trait of

interest. Examples of traits are milk yields of dairy

animals, growth rates of meat-producing animals,

occurrence of health problems, ability to reproduce,

and behavior.

Models to analyze traits differ depending on the

nature of the traits being evaluated. Traits can be

broadly grouped into production traits, growth traits,

reproductive traits, health traits, and survival, and

the models for each group are very specialized. In the

1930s, dairy bulls were selected almost solely for

the ability of their daughters to produce milk. Over

time, the success of that selection pressure for one trait

caused negative correlated responses in reproduction

potential and disease susceptibility. Genetic evaluation

systems consider many traits simultaneously with

a primary focus on efficiency of economic production

and cost savings.
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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Introduction

Modeling in animal breeding beganwith the expression

p ¼ g þ e;

where p is the phenotype of an individual, g is the

genetic source of variation or genotype in p, and e is

the environmental source of variation, presented by

Wilhelm Ludwig Johannsen in 1909 [5]. A phenotype

is a measurement of an animal’s performance for an

economically important trait, such as daily milk yield

of a dairy cow, goat, or sheep; a growth record on a beef

animal, pig, or rabbit; or wool production of a sheep or

llama. Current models are extensions of this basic

equation.

Genetic Component

The g term of the model is partitioned as

g ¼ ga þ gd þ gi;

where

ga are additive genetic effects, the collective effects

generated by individual alleles at every loci in the

genome.

gd are the dominance genetic effects, the collective

effects generated by combinations of alleles at

every locus in the genome.

gi are the many interactions among loci throughout the

genome, in a collective sense.

Animal breeders are primarily concerned with

additive genetic effects because those effects are passed

directly from parents to progeny. Dominance and

interaction genetic effects occur depending on the

combinations of alleles from the paternal and maternal

sides of the pedigree, and cannot be predicted prior to

making a mating of specific individuals.

Further, ga is assumed to be the combined effects of

an infinite number of loci, each with a small and equal

effect, i.e.,

ga ¼
X1
k¼1

gk:

The population is assumed to be very large and

mating randomly. This is known as the infinitesimal

genetic model upon which genetic evaluation systems
are based. This is a reasonable model if you consider

that there are roughly 30,000 loci (this estimate is

continually changing), and if one assumes only two

alleles at each locus, then there are three possible

genotypes per locus, or 330;000 possible genotype

outcomes. This number is large enough to be nearly

infinite for all practical purposes. The number of pos-

sible genotype outcomes is actually much bigger if

you allow that there are more than two alleles for

many loci.
Environmental Component

The e term can be split into identifiable factors that are

known to have effects on the phenotypes. Some effects

are shared with other animals in the same location

at the same time, and some effects are specific to

individuals.
Animal Model

The common model in animal breeding is called

an animal model, based on the underlying infinitesimal

genetic model, containing factors to account for time

trends, contemporary groups, additive genetic

effects, residual, and other factors, that depend on the

species and trait of interest. Figure 1 depicts a typical

animal model in a diagrammatic format. Each indi-

vidual is affected by the additive genetic merits of its

sire and dam, as well as year and month of birth or

calving. Contemporaries are animals that share the

same year and month effects as the individual because

they exist in the same space and time. These effects

include weather, location, herd owner, and herd

management practices of feeding, breeding, and

health care. Individual production is affected by

breed, age, and parity number, and these effects are

common to all animals of the same breed, age, and

parity number.

Depending on the species and trait, other factors

could be included in the diagram.

Models in animal breeding are conveniently

presented in matrix notation. Models consist of three

parts which are the equation, the expectations and

distributions of random variables, and finally a list of

assumptions and limitations. The three parts are briefly

described.
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Diagram of genetic and environmental factors affecting dairy cow milk production
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The Equation

A linear statistical model is written generally (in matrix

notation) as

y ¼ Xbþ Zuþ e;

where

y is a vector of observations on the trait of interest from

individual animals, either one or more per animal.

b is a vector of levels of factors that are known to affect

the magnitude of the observations. These factors

are fixed factors, in that they are constants and not

random variables drawn from a particular distribu-

tion or population of effects. One factor that should

always be included in an animal model is one that

accounts for time, either year, or year-season. Sea-

sons may be groups of months, individual months

or weeks of the year. This time factor is meant to

account for changes in average production over

time due to changes in production technology,

global warming, nutritional improvements, or

financial impacts that affect the entire population.

Other factors are effects of gender, breed, age of

dam, and diet.

u is a vector of levels of random factors, which are

random samples from a large population of levels

of that effect. Animal additive genetic effects are one

such random factor contained in u. Two random

factors that should always be included in an animal
model are the animal additive genetic effect, a, and

the contemporary group effect, c, (u0 ¼ a0 c0ð Þ).
Contemporaries are animals that coexist in the

same location and time space, and thus share the

same management care and treatment during

the time they are observed for a trait. Contemporary

groups are commonly called herds, flocks, or tanks,

and are nested within year or year-season effects.

Contemporary groups are random because there

are a large number of them, each contemporary

group contains different individuals, and the effects

during that one occurrence are random in nature.

e is a vector of random residual (environmental) effects

specific to each observation, that cannot be

accounted for by other factors in the model. The

residual effects may be samples from different

populations having different variances.

Expectations and Covariances

The model also describes the distributions of the ran-

dom factors and indicates their expected values or

means and covariance structures. That is,

VarðuÞ ¼ G

VarðeÞ ¼ R; and

Covðu; e0Þ ¼ 0;

where VarðÞ is a variance-covariance matrix, and CovðÞ
is a covariance matrix.
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Further, G can be partitioned into other matrices

for each factor contained within u. Because u will

contain animal additive genetic effects, a, and contem-

porary group effects, c, then both a and c are assumed

to follow normal distributions with null means. The

variance-covariance matrix of a is

VarðaÞ ¼ As2a ;

where A is the numerator additive genetic relationship

matrix of Wright (2), and s2a is the additive genetic

variance of the trait of interest. More will be given on

the additive relationship matrix shortly.

Similarly,

VarðcÞ ¼ Is2c ;

where s2c is the contemporary group variance (variance

of all contemporary group effects), and I is an identity

matrix, which means the contemporary group effects

are independent of each other. Finally,

Covða; c0Þ ¼ 0;

additive genetic and contemporary group effects are

independent.

The residual effects are assumed to be independent

of all other random factors, meaning their covariances

with other random factors are 0. If known, the ratios

of residual variance to the additive genetic variance

and to the contemporary group variance should be

provided, or at least the values that are intended to

be used.

Assumptions and Limitations

Limitations occur because of a lack of information in

the data records. A factor that could be important is not

included in the model because there is no information

about that factor in the data files on animals. For

example, an animal’s recordmay or may not be affected

by its health status. If the record was affected, then

health status should be a factor in the linear model.

However, health information may not be a part of the

data files, and therefore, it cannot be included in the

model. Consequently, an assumption is needed that

animals were healthy when observations were taken.

Depending on the trait and species, this assumption

may or may not be critical.
A complete list of the explicit or implied assump-

tions should be a part of every model description, but

often they are omitted. Readers of a scientific report

may not be as familiar with the data files and produc-

tion system as the authors, and may not be able to

assess the assumptions that need to be made. The

presence of this part of the model helps readers to

judge the quality of an analysis.

Genetic Relationships

The animal model works best when pedigree informa-

tion is complete and accurate. Preparing pedigree files

can be tedious, depending on the species. Animals can

be registered in different organizations with different

identifications in each organization, both of which

may be found in the data files. Efforts are needed to

make sure that each animal has only one unique iden-

tification in both the data files and the pedigree file.

Good identification systems include codes for breed of

the animal and year of birth.

Next, pedigrees of animals need to be arranged in

chronological order. Parents should appear in a list

before (ahead of) their progeny. Ordering a pedigree

is most easily accomplished by sorting animals by

birthdate. Birthdates, however, can be incorrectly

recorded, or for many individuals may not be available.

One approach is to assume that all birthdates are incor-

rect. Assign all animals a generation number of 1. Then

cycle through the pedigree file and modify the genera-

tion numbers so that the generation numbers of the sire

and dam of an animal are at least one unit greater than

the generation number of that animal. Iterate through

the pedigree file as many times as needed until no

further modifications are made to any generation

numbers.

Inbreeding Coefficients

Genetic relationships among individuals were worked

out byWright [6] as correlation coefficients. Later, only

the numerators of these correlation coefficients were

needed in genetic evaluation, and were called Wright’s

numerator, additive genetic relationships. The dimen-

sions of the additive genetic relationship matrix, A,

equal the number of animals (N) in the pedigree. The

pedigree file usually contains more individuals than are

represented with records in the data file. If constructed,
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the A matrix would be 95% full (nonzero numbers).

For one million animals, the storage of these numbers

would be an overwhelming problem computationally.

Fortunately, during genetic evaluation, only the inverse

of this matrix is needed. The inverse is typically very

sparse by comparison, and the elements in the matrix

can be generated as needed and do not ever need to be

stored. For this to work, the inbreeding coefficients of

every animal need to be determined.

Henderson [7] showed that the additive relation-

ship matrix could be written as

A ¼ TBT0;

where T is a lower triangular matrix and B is a

diagonal matrix. The diagonals of B, say bii, were

shown to equal

bii ¼ ð0:5� 0:25ðFs þ FdÞÞ;
where Fs and Fd are the inbreeding coefficients of the

sire and dam, respectively, of the ith individual. If one

parent is unknown, then

bii ¼ ð0:75� 0:25FpÞ;
where Fp is the inbreeding coefficient of the parent that

is known. Lastly, if neither parent is known, then

bii ¼ 1. An inbreeding coefficient indicates the propor-

tion of alleles that are in common within an individual

due to being inherited from common ancestors some

generations back in the pedigree. This happens when

related animals are mated together.

The key discovery of Henderson [7] was that

A�1 ¼ T0�1
B�1T�1;

and that each row of T�1 had a one on the diagonal and

two negative one-halves on the off-diagonals

corresponding to the locations of the sire and dam of

that individual. Only two nonzero numbers that are

always equal to 1 or � 1
2
. The elements of B�1 are equal

to b�1
ii . Every animal could have a different bii, so these

would need to be stored.

Meuwissen and Luo [8] developed a very efficient

algorithm to compute inbreeding coefficients, and

from these come bii. The algorithm requires animals

to be chronologically ordered and processed, so

that inbreeding coefficients of an animal’s ancestors

are known before that animal is processed. Once
the inbreeding coefficients are known, then bii are

easily obtained. Having bii for each individual, then

elements of A�1 can be calculated readily, as needed.

Consult Meuwissen and Luo [8] for details of their

algorithm.

Missing Parents

Animals with unknown parents are assumed to be

animals from a large randomly mating population of

unrelated, unselected individuals. This group of ani-

mals is known as the base population. In dairy cattle, the

base population might be animals that were born in

the 1950s. However, even today, there are animals in the

data files and pedigree files that have unknown parent-

age. Clearly, these animals are genetically different from

animals born 60 years earlier, and they should belong to

a population different from the base population. For

this reason, unknown parents are assigned to genetic

groups based on the year of birth of their progeny, and

whether the progeny was male or female [9, 10]. Sup-

pose an animal was born in 2009 and was a male. If the

male parent of this animal was unknown, then it would

be assigned to a Sire of Males group for 2009, and if the

female parent was unknown assignment would be to

a Dam of Males group for 2009. The assumption made

for assignments is that the selection intensity of each

pathway differs so that the genetic means of these

groups would be different. The other two pathways

are Sires of Females and Dams of Females. These

groups may be further subdivided, based on breeds or

countries of origin.

Computationally, genetic groups are treated as

though they were a separate individual, which requires

simple modifications in the computation of elements

of A�1. Genetic groups are essential in the animal

model in order to obtain unbiased estimates of genetic

trends, and accurate evaluations of all animals. There

are always animals with unknown parents resulting

from movement of animals between countries, but

also between herds or flocks within a country.

Genetic Evaluation

Best linear unbiased prediction (or BLUP) has

been used since 1970 when Henderson applied the

method to genetic evaluation of dairy bulls in the

northeastern United States even though the theory
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had been available since 1950. BLUP requires setting

up and solving a linear system of equations that is

equal in size to the number of animals and number

of levels of other effects that are in the model.

The equations are known as the mixed model equa-

tions (MME). The solutions to these equations are

usually obtained by iteration rather than through the

direct inverse of the large coefficient matrix. Many

various strategies have been devised to iterate solutions

quickly.

Iteration is a technique where initial solutions

begin at zero, and by going through one equation

at a time, each solution is updated based on the

values of the other solutions at that time. An updated

solution causes all subsequent solutions to change

during the updating process. Iterations continue

until the changes are less than a certain value (like

1 � 10�9), at which point the solutions have reached

convergence.

Mixed Model Equations

The mixed model equations (MME) of Henderson [2]

yield the BLUP predictors of the random effects of the

linear model and generalized least squares estimators of

the fixed effects. Following the notation for the linear

model, the MME, generally, are written as

X0R�1X X0R�1Z

Z0�1
X Z0R�1Zþ G�1

 !
b̂

û

 !
¼ X0R�1y

Z0R�1y

 !
:

From one model to the next, X, Z, R, and G change

in how they may be constructed, but the MME always

have the same form. Computations also differ and may

simplify in certain cases.

Estimation of Variances

Two methods of estimation of G and R are commonly

used in animal breeding. First is Restricted (or Resid-

ual) Maximum Likelihood (REML) [11–13], of

which there are four computational versions, and

second is Bayesian Estimation using Gibbs Sampling

as a tool to maximize the joint posterior distribu-

tion [14]. Both methods require major computing

time, and consequently, smaller subsamples of the

complete data file are chosen for estimating covariance

matrices.
The main advantage of these two methods is that

the estimated covariance matrices are positive definite

matrices that can be used directly in MME. A covari-

ance matrix must be positive definite like a variance

must always be positive.

Another advantage of the methods is that the

REML and Bayesian estimators are more accurate

than other methods. The disadvantage is the increased

computing demands necessitating the need to subsam-

ple the data into smaller sets.
Reliabilities

All estimates of breeding values of animals require

information about the accuracy or reliability of that

estimate. Theoretically, standard errors of prediction

are derived from the inverse of the coefficient matrix of

the MME. Given that solutions result from iteration

techniques rather than inversion, the standard errors

of predictionmust be approximated. Standard errors of

prediction are often converted into a percent reliability

that goes from 0 to 100. There are many approximation

methods in use.

Reliabilities depend on the number of progeny, the

number of contemporaries of those progeny, the com-

pleteness of pedigree information, and the variance and

covariance parameters. Depending on the reliability of

an animal’s Estimated Breeding Value, (EBV), the EBV

may or may not be made officially public. Minimum

standards are agreed upon by industry committees.
Genetic Trends

Genetic trends are estimated by averaging animal EBVs

by year of birth, or by years in which they make records.

In dairy cattle, for example, the EBVs of all cows that

were born in a given year and which completed at least

one lactation can be averaged. By plotting these aver-

ages by year of birth, the genetic trend in milk produc-

tion can be quantified. Plotting the average EBVs of

dairy bulls by their year of birth would give a different

trend, reflecting how bulls were chosen to be in artifi-

cial insemination. The cow averages would reflect how

those bulls were used in breeding programs, and would

likely lag a couple of years behind the sire birth years.

Graphs of genetic trends should have details of what the

averages represent.
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Single Record per Animal

Themodels presented in this and the following sections

become progressively more complicated, due to the

type of traits that are considered. First, a simple animal

model is illustrated which covers traits that are

observed only once in an animal’s lifetime, such as

age at first breeding. Next, the situation where animals

can be observed more than once per lifetime, such as

annual antler production in elk, wool production in

sheep, or race results in horses. Then traits influenced

by maternal effects, such as birth weights, weaning

weights, and calving ease, are considered. Longitudinal

data, traits observed over time, such asmilk production

or egg production, provide models that analyze the

shapes of curves. Multiple trait models are applied

to two or more traits at a time, and include genetic
Animal Breeding, Modeling in. Table 1 Example data for sim

Animal Sire Dam Fi

1 0 0 0.00000

2 0 0 0.00000

3 0 0 0.00000

4 0 0 0.00000

5 1 2 0.00000

6 3 4 0.00000

7 3 2 0.00000

8 1 4 0.00000

9 5 6 0.00000

10 7 8 0.00000

11 5 8 0.12500

12 7 6 0.12500

13 1 6 0.00000

14 3 8 0.00000

15 5 4 0.00000

16 7 8 0.00000

17 9 6 0.25000

18 11 10 0.18750

19 11 12 0.06250

20 9 8 0.12500
and environmental correlations among the traits.

Threshold models for categorical data are described,

and finally, a model for the analysis of survival data is

presented.

Data

The case of a single record per animal is presented in

some detail because this is the simplest model and

illustrates the process of constructing mixed model

equations, and what happens to the solutions to those

equations. The models are presented in a generic fash-

ion without reference to particular species.

Table 1 contains the pedigree information and data

on 16 animals. The first four animals are base popu-

lation animals without records and without known

parents. The inbreeding coefficients are shown and
ple animal model

bii Year CG Record

1.00000

1.00000

1.00000

1.00000

0.50000 1 1 78

0.50000 1 1 26

0.50000 1 1 111

0.50000 1 1 122

0.50000 1 1 98

0.50000 1 2 48

0.50000 1 2 109

0.50000 1 2 94

0.50000 1 2 103

0.50000 2 3 78

0.50000 2 3 69

0.50000 2 3 44

0.50000 2 3 12

0.46875 2 4 54

0.43750 2 4 89

0.50000 2 4 82
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the values of bii which come from the inbreeding

coefficients. Records were made over 2 years, and

there were two contemporary groups within each

year. Assume that the residual variance is 600, the

genetic variance is 300, and the variance of contem-

porary group effects is 100. Heritability (denoted as

h2) is defined as the genetic variance divided by the

total phenotypic variance, which is the sum of the

genetic, contemporary group, and residual variances.

In this case, h2 ¼ 0:3.
Mixed Model Equations

The equation of the model is (in scalar form)

yijk ¼ ðYRÞi þ ðCGÞj þ ak þ eijk;

where

yijk are the observations on animal k, belonging to

contemporary group, ðCGÞj ; born in year, ðYRÞi ,
y ¼ fyijkg:

ðYRÞi are the fixed, year effects,
b ¼ fðYRÞig:

ðCGÞj are the random, contemporary group effects,

c ¼ fðCGÞjg:

ak are the random, additive genetic effects of individual

animals,

a ¼ fakg
eijk are random, residual effects.

Also,

u ¼ c

a

� �
;

and

Var
c

a

� �
¼ I4s2c 0

0 As2a

� �
¼ G:

Finally,

R ¼ I16s2e ;
and Z can be partitioned into one matrix for contem-

porary groups, and one for animal additive genetic

values, i.e.,

Z ¼ Zcg Za

� �
:

Inverse of Relationship Matrix

Notice that the MME contain G�1, which equals

G�1 ¼
I 1
s2cg

0

0 A�1 1
s2a

 !
:

Thus, the inverse of the relationship matrix is

needed. This matrix can be constructed readily follow-

ing simple rules that Henderson [7] provided. For each

animal with both parents known, 9 numbers are added

into the inverse matrix. For an animal with only one

parent known, 4 numbers are added, and for an animal

with both parents unknown, 1 number is added. Start

with a matrix of order 20 that is completely null. Then

process the pedigree file, one animal at a time until all

animals are included.

Step 1: For animal i, let d ¼ b�1
ii . For animal 1,

d ¼ 1; for animal 6, d ¼ 2, and for animal 19,

d ¼ 2:2857.

Step 2: Add d to the diagonal element for that animal.

For animal 19, add delta to element (19,19) of A�1.

Step 3: If the male parent is known, subtract � 0:5d
from elements ði; sÞ and ðs; iÞ, where i is the ani-

mal’s number and s is the sire’s number. For exam-

ple, for animal 19, i ¼ 19 and s ¼ 11. Also add

0:25d to element ðs; sÞ.
Step 4: If the female parent (denoted by d) is known,

subtract � 0:5d from elements ði; dÞ and ðd; iÞ, and
add 0:25d to element ðd; dÞ.

Step 5: If both parents are known add 0:25d to elements

ðs; dÞ and ðd; sÞ.
Numbers are accumulative as the pedigrees are

processed. Many of the elements will stay null values,

especially for animals that do not have progeny.

Solutions to Equations

The resulting mixed model equations have 26 rows and

columns with 26 unknowns to be estimated (2 year

effects, 4 contemporary groups, and 20 animal effects).
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Even for this small example, to display the equations

fully would take up too much space. The solutions to

the MME were as follows:

Year 1 = 88.8
Year 2 = 61.6
CG 1 =
CG 2 =
CG 3 =
CG 4 =

.015
–.015

–3.303
3.303

Animal EBV Reliability

1 = 8.32 .13
2 = 1.06 .11
3 = –5.68 .14
4 = –3.69 .10
5 =

=
4.38 .23

6 –15.50 .25
7 = –.95 .25
8 = 7.37 .23
9 = –4.28 .20

10 = –6.58 .18
11 = 9.49 .24
12 = –3.79 .24
13 = –.02 .17
14 = 4.61 .17
15 = 2.41 .18
16 =

=
–.30 .16

17 –17.17 .25
18 = –.90 .21
19 = 6.66 .16
20 = 4.65 .18

The solutions for the animal additive genetic effects

are known as Estimated Breeding Values or EBVs. Prog-

eny are expected to inherit an average of the EBVs of its

parents, on average. EBVs are sorted from highest to

lowest, or best animal to poorest animal. Every animal

in the pedigree file obtains a solution due to genetic

relationships to progeny and other individuals. The

EBV of an animal consists of combined information

from the animal’s parents, its progeny, and its own

performance record. The BLUP methodology com-

bines the information in an optimal manner to maxi-

mize the correlation of the EBV with the animal’s true

genetic merit. The reliability is obtained from the

inverse of the MME coefficient matrix, and expressed

as a correlation coefficient. The greater is the reliability,

the more certainty in the ranking of the animals. The

highest reliability was 0.25, for animals 6, 7, and 17.

Note that animal 6 had 4 progeny, plus a record on

itself, and both parents were known. Animal 7 had 3

progeny. Animal 17 had no progeny, but was an
offspring of animal 6 and was inbred the most. Reli-

ability also reflects the number of contemporaries that

each animal has, but the differences in this example

were not great. The reliabilities of all animals in this

example are very small, but there were only 16 obser-

vations in total. Dairy bulls, for example, can have

hundreds or thousands of progeny giving them reli-

abilities above 0.99. A minimum reliability level is

chosen before EBVs are released to the public.

The solutions for the year effects were 88.8 and 61.6,

respectively. Thus, performances were lower in year 2

compared to year 1. There is likely a reason for this

difference, such as year 2 being hotter, or a shortage of

good feed, or feed prices may have caused many ani-

mals to be removed from farms. The difference between

years is not genetic.

Contemporary group effects were random in the

model, and the solutions have an average of zero as

a consequence of how they were included in the model.

TheCG solutions average zerowithin the year effects, due

to the fact they were a factor nested within year effects.

Genetic trends can be computed from the EBVs.

Because animals have only one record each, the genetic

averages for years 1 and 2 are the average EBVs of animals

5–13 for year 1, and animals 14–20 for year 2. These give

�1.10 for year 1 and�0.01 for year 2. Thus, the animals

in year 2 were slightly better than in year 1, genetically.
Repeated Records Animal Model

Animals are often observed more than once for some

traits, such as

● Fleece weight of sheep in different years

● Calf records of a beef cow over time

● Test day records within a lactation for a dairy cow

● Litter size of sows over time

● Antler size of deer in different seasons

● Racing results of horses from several races

Animals are influenced by their environments, such

as an athlete changes due to training and practice.

These effects are called permanent environmental

effects, and they accompany the animal every time the

animal is observed for that trait as in Fig. 2. Permanent

environmental effects are not genetic, in the sense that

the animal does not transmit these effects to any of its
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Diagram for an animal with repeated records including

a permanent environmental effect

Animal Breeding, Modeling in. Table 2 Example data for

repeated records animal model

Animal Sire Dam Age Year 1 Year 2 Year 3

Yr 1

1 3 22 35

2 3 31 46

3 3 44 24

4 3 53

5 2 61 57 42

6 2 32 39

7 1 2 2 39 51 62

8 3 4 1 48 72

9 5 6 1 71 96

10 1 4 1 37 56 47

11 3 6 1 66 86

12 1 2 1 46 38
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offspring. The following figure illustrates a model to

describe permanent environmental effects. Only with

repeated records can the permanent environmental and

genetic effects be separated and estimated.

Data

In the example data of Table 2, animals have either

one, two, or three records made in different years.

The contemporaries for each year differ, but are con-

founded with the year effect in this example. If the

animals could be assigned to different herds or man-

agement groups, then contemporary groups and years

would not be confounded.

Normally performance of animals either improves or

declineswith the ageof the animal, so that ages of animals

should be known. The age of the animal in year 1 is given

in the table, and so ages range from 1 to 4 years.

Mixed Model Equations

The equation of the model is (in scalar form)

yijkl ¼ ðYRÞi þ ðAgeÞj þ ak þ pk þ eijkl ;

where

yijkl is observation l on animal k, belonging to age group j,

born in year i.
ðYRÞi are fixed, year effects.
ðAgeÞj are fixed, age group effects.

ak are random, additive genetic effects of individual

animals.

pk are random, permanent environmental effects of

individual animals.

eijk are random, residual effects.

The covariance matrices of the random variables

(animals, permanent environmental, and residual

effects, respectively) are

Var

a

p

e

0
@

1
A ¼

As2a 0 0

0 Is2p 0

0 0 Is2e

0
@

1
A:

The total variance is

s2y ¼ s2a þ s2p þ s2e ;

and the heritability is

h2 ¼ s2a
s2y

:

Repeatability is a measure of the average similarity

of repeated records on animals across the population

(part genetic and part environmental), and is defined

as a ratio of variances as
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to the example data on repeated records model

Years Ages Animal MPPA

Genetic Perm. Env.

1 0.00 1 50.92 1 �8.37 �0.27 8.64

2 18.34 2 46.01 2 �1.50 0.98 �0.52

3 29.08 3 37.24 3 1.06 �1.84 �0.78

4 19.50 4 3.14 3.16 6.30

5 4.96 �0.84 4.12

6 0.71 �5.00 �4.29

7 �2.94 1.77 �1.17

8 2.18 0.07 2.25

9 9.68 6.08 15.76

10 �6.66 �3.60 �10.26

11 6.00 4.55 10.55

12 �10.64 �5.07 �15.71
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r ¼ s2a þ s2p
s2y

;

which is always going to be greater than or equal to

heritability.

Let

Xb represent the fixed factors of years and ages

Za represent the random animal additive genetic effects

Wp represent the random animal permanent environ-

mental effects

then the mixed model equations may be written as

X0X X0Z X0W
Z0X Z0Zþ A�1ka Z0W
W0X W0Z W0Wþ Ikp

0
B@

1
CA

b̂

â

p̂

0
B@

1
CA

¼
X0y
Z0y
W0y

0
B@

1
CA;

and let

ka ¼ s2e s2a
� ¼ 1:33333; and kp ¼ s2e s2p

.
¼ 3:

There are 26 observations in the example of Table 2,

with 3 years and 4 age groups represented, plus 12

animal additive genetic effects and 12 permanent

environmental effects giving a total of 31 equations.

TheAmatrix is simple to construct because none of the

animals are inbred. The resulting solutions are given in

Table 3.

There are two possible uses of these solutions.

First is to rank the animals for their genetic ability in

order to plan future matings using the Estimated

Breeding Values. Secondly, there is the decision about

which animals to keep to make another record. The crite-

rion for making this decision is the Most Probable Pro-

ducing Ability, [1] which is the sum of the genetic and

permanent environmental solutions (shown in the last

column of Table 3). Thus, Animal 9 would likely make

the best future performance of those 12 animals and

would also likely generate the best future progeny.

Comments

One could ask if permanent environmental effects are

permanent. The answer is yes, but as an animal ages,
it encounters new permanent environmental effects

which accumulate with the previous effects. Hence,

permanent environmental effects are cumulative over

the life of an animal. This means permanent environ-

mental effects are not constant throughout an animal’s

life. With the model as described in this section, the

assumption is that permanent environmental effects

are constant. Some of the cumulative parts, therefore,

flow into the temporary environmental effects, and

some are averaged with the previous permanent envi-

ronmental effects.

Another assumption is that the genetic component

of each record on an animal is the same. Genes are

known to change in activity as an animal ages due to

age, but also due to epigenetics (environmental effects

that cause change to an animal’s DNA). Thus, repeated

records on one animal could have different genetic

components. That means the genetic correlation

between records is less than unity. A better model

would be to assume that all records are genetically

different (but correlated) traits. This would take into

account both the different genetic effects associated

with each record, and also the accumulation of perma-

nent environmental effects with time.
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Maternal Effects Animal Model

In mammalian species of livestock, such as beef cattle,

sheep, or swine, the female provides an environment

for its offspring to survive and grow in terms of pro-

tection and nourishment. Figure 3 illustrates how

maternal effects can affect offspring records. Females

vary in their ability to provide a suitable environment

for their offspring, and this variability has a genetic

basis. Offspring directly inherit an ability to grow (or

survive) from both parents, and environmentally do

better or poorer depending on their dam’s genetic

maternal ability. Maternal ability is a genetic trait

expressed by the dam in the offsprings’ performance,

and is transmitted, like all genetic traits, from both

parents. Maternal ability is only expressed by females

when they have offspring (i.e., much like milk yield in

dairy cows) [15, 16].

Data

The example data of Table 4 are weights on animals at

an early age.

A model to account for maternal ability is

y ¼ Xbþ Z1aþ Z2mþ Z3pþ e;

where y is the growth trait of a young animal, b is a

vector of fixed factors influencing growth, in this

case contemporary group effects, a is a vector of

random animal additive genetic effects (i.e., direct

genetic effects), m is a vector of random maternal
Maternal
Ability

Animal

DamSire

RecordEnvironment

Animal Breeding, Modeling in. Figure 3

Diagram illustrating maternal genetic effects
genetic (dam) effects, and p, in this model, is a

vector of maternal permanent environmental effects

(because dams may have more than one offspring in

the data – repeated records).

The expectations of the random vectors, a, m, p,

and e are all null vectors in a model without selection,

and the variance-covariance structure is

Var

a

m

p

e

0
BB@

1
CCA ¼

As2a Asam 0 0

Asam As2m 0 0

0 0 Is2p 0

0 0 0 Is2e

0
BB@

1
CCA;

where s2a is the additive genetic variance, s2m is the

maternal genetic variance, sam is the covariance

between additive and maternal genetic effects, and s2p
is the maternal permanent environmental variance.

Also,

a

m

���� A; G

� �
� N

0

0

� �
; G� A

� �
;

where

G ¼ s2a sam
sam s2m

� �
;

and

pjI; s2p � Nð0; Is2pÞ;

and

e � Nð0; Is2e Þ:
Animal Breeding, Modeling in. Table 4 Example data for

maternal genetic effects model

Animal Sire Dam CG Weight

5 1 3 1 156

6 2 3 1 124

7 1 4 1 135

8 2 4 2 163

9 1 3 2 149

10 2 4 2 138
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In this model, a female animal, i, could have its own

growth record for estimating âi . The same female could

later have offspring for estimating m̂i and p̂i , and the

offspring would also contribute toward âi . The mater-

nal effects model can be more complicated if, for exam-

ple, embryo transfer is practiced. Recipient dams would

havematernal effects, but would not have direct genetic

effects on that calf [17].

Mixed Model Equations

The MME are represented as

X0X X0Z1 X0Z2

Z0
1X Z0

1Z1 þ A�1k11 Z0
1Z2 þ A�1k12

Z0
2X Z0

2Z1 þ A�1k12 Z0
2Z2 þ A�1k22

Z0
3X Z0

30Z1 Z0
3Z2

0
BBB@

X0Z3

Z0
1Z3

Z0
2Z3

Z0
3Z3 þ Ik33

1
CCCA

b̂

â

m̂

p̂

0
BBB@

1
CCCA ¼

X0y
Z0

1y

Z0
2y

Z0
3y

0
BBB@

1
CCCA;

where

k11 k12

k12 k22

� �
¼ s2a sam

sam s2m

� ��1

s2e ;

¼ 49 �7

�7 26

� ��1

ð81Þ;

¼ 1:7192 0:4628

0:4628 3:2400

� �
:

The solutions to the MME are

b̂ ¼ 137:8469

150:4864

� �
; p̂ ¼ 0:0658

�0:0658

� �
;

â ¼

2:3295

�2:3295

0:1280

�0:1280

5:1055

�4:1143

0:2375

2:0161

0:5447

�3:7896

0
BBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCA

; and m̂ ¼

�0:3328

0:3328

0:1646

�0:1646

�0:6379

0:6792

�0:1254

�0:3795

0:0136

0:4499

0
BBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCA

:

Comments

Maternal genetic models require a good data structure

to be successful [18]. That means that there should be

many females with weight records in the data who also

have several progeny with weight records in the data.

In this way direct genetic and maternal genetic effects

can be efficiently separated during estimation. In

the example data, the structure is not good because

the females that were dams did not have any weight

records on themselves. Hence the strong negative rela-

tionship between direct andmaternal genetic estimates,

which means the maternal genetic estimates are based

mostly on the direct genetic estimates and the prior

genetic correlation that was assumed, which was

negative.

Sire structure is also important in that sires should

have many daughters that have also had their own

progeny. The maternal genetic ability of a sire’s daugh-

ters cannot be accurately estimated without those

daughters displaying their maternal ability on their

own progeny. In many studies or application of mater-

nal genetic effects models, the data structure is too poor

from which to estimate variances and covariances of

direct and maternal genetic effects.
Random Regression Animal Model

All biological creatures grow and perform over their

lifetime. Traits that are measured at various times dur-

ing that life are known as longitudinal data. Examples

are body weights [19], body lengths, milk production

[20], feed intake, fat deposition, and egg production

[21]. On a biological basis, there could be different

genes that turn on or turn off as an animal ages causing

changes in physiology and performance. The time var-

iable (or age) can be recorded in years, months, weeks,

days, hours, minutes, or seconds, so that, in effect, there

could be a continuum or continuous range of points in

time when an animal could be observed for a trait.

These traits have also been called infinitely dimensional

traits.

If observations were plotted on a graph where the

x-axis is time and the y-axis is the magnitude of the

observations, then a trajectory is obtained for a group

of animals. However, not every individual will follow
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Trajectories of different animals for a trait measured over

time
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the average trajectory, see Fig. 4. There are variations in

the shape of their trajectory, and the breeder may wish

to change the shape for animals in his(her) production

system in order to be more profitable.

The average trajectory, in black, is given by the

equation

f ðtiÞ ¼ Aþ Bti þ Ct2i þ Dt3i ;

where A ¼ 2, B ¼ 0:1, C ¼ 0:03, and D ¼ �0:001.

The red and blue trajectories are extremes for

animals in the population. The assumption is that

f ðtiÞ is the average trajectory and every animal will

have its own trajectory, that means every animal will

have different A, B, C, and D values. Because these

parameters are regression coefficients, the model

becomes the random regression model, and every ani-

mal will have four regression coefficients to be esti-

mated, as deviations from the average trajectory

regression coefficients.
Regression Functions

A problem in using time covariates to various

powers is that the numbers can become very large,
very quickly. For example, if the time variable, t,

goes from 1 to 20, then t3 would range from

1 to 8,000. In least squares like equations, the

diagonal element for that variable would be ð8; 000Þ2.
Then there could be many thousands of observa-

tions. The large numbers can lead to serious rounding

errors and may cause problems in solving the

equations.

Another problem is that there will be high correla-

tions among the time variables in the function, because

they are all based on the same t value. This may also

lead to near singularity and to problems in solving the

equations. A solution for the above problems is to use

Legendre polynomials which convert the time variable,

t, into covariates that are firstly scaled to be between�1

and +1, and then converted to be independent of each

other.
Scaling Time Variables Time variables have to be

standardized to the interval between �1 and +1. The

formula to standardize t‘ is

x‘ ¼ �1þ 2
t‘ � tmin

tmax � tmin

� �
:

Legendre Polynomials The first two Legendre poly-

nomials are defined as

P0ðxÞ ¼ 1; and

P1ðxÞ ¼ x;

then, in general, the nþ 1 polynomial is described by

the following recursive equation:

Pnþ1ðxÞ ¼ 1

nþ 1
2nþ 1ð ÞxPnðxÞ � nPn�1ðxÞð Þ:

These quantities are “normalized” using

fnðxÞ ¼
2nþ 1

2

� �0:5

PnðxÞ:
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This gives the following series:

f0ðxÞ ¼
1

2

� �0:5

P0ðxÞ ¼ 0:7071

f1ðxÞ ¼
3

2

� �0:5

P1ðxÞ

¼ 1:2247x

P2ðxÞ ¼ 1

2
ð3xP1ðxÞ � 1P0ðxÞÞ

f2ðxÞ ¼
5

2

� �0:5

ð3
2
x2 � 1

2
Þ

¼ �0:7906þ 2:3717x2;

and so on. The first six can be put into a matrix, L, as

L0 ¼

0:7071 0 0

0 1:2247 0

�0:7906 0 2:3717

0 �2:8062 0

0:7955 0 �7:9550

0 4:3973 0

0
BBBBBBBB@

0 0 0

0 0 0

0 0 0

4:6771 0 0

0 9:2808 0

�20:5206 0 18:4685

1
CCCCCCCCA
:

Now define a vector,m, containing the polynomials

of standardized time values,

m0 ¼ 1 x x2 x3 x4 x5
� �

:

The covariates to use in the model are equal to

L0m:

To illustrate, suppose time goes from 10 to 60 days

over which animals are observed for their growth,

tmin ¼ 10 and tmax ¼ 60. An animal is observed on

day 43. The standardized time variable is

x ¼ �1þ 2
ð43� 10Þ
ð60� 10Þ ¼ �0:32;

and
m0 ¼ 1 �0:32 0:1024 �0:0328 0:01048ð
�0:00336Þ:

Finally,

L0m ¼

0:7071

�0:3919

�0:5477

0:7446

0:0782

�0:7961

0
BBBBBBBB@

1
CCCCCCCCA
:

The order of Legendre polynomials is equal to the

highest power of x. Research is needed to determine the

best order of fit for any given situation.
Random Regression Model

Like other animal models, the random regression

model (RRM) accounts for years, contemporary

groups, and animal additive genetic effects, but in

addition, it needs to account for the following:

● Curves for different groups of animals, such as age

groups, month of calving groups, and breeds which

could have different shapes of curves. These factors

would be fixed effects in the model. The curves may

be fit using Legendre polynomials, or other func-

tions of time, or as classification variables with

many levels.

● Curves for each individual animal, using Legendre

polynomials, which are random factors in the

model. Each animal has a number of regression

coefficients to be estimated. For each animal, there

are additive genetic parameters as well as perma-

nent environmental parameters.

● The possibility of residual variances changing over

the observable time period. For example, as animals

grow, their mean weight increases and so does the

variance of weights at a given age.

A simplified RRM for a single trait can be written

as

yijkn:t ¼ Fi þ gðtÞj þ rða; x;m1Þk
þ rðpe; x;m2Þk þ eijkn:t ;
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where

yijkn:t is the nth observation on the kth animal at

time t belonging to the ith fixed factor and the jth

group.

Fi is a fixed effect that is independent of the time scale

for the observations, such as a cage effect, a location

effect, or a herd-test date effect.

gðtÞj is a function or functions that account for the

phenotypic trajectory of the average observations

across all animals belonging to the jth group.

rða; x;m1Þk ¼
Pm1

‘¼0 ak‘xijk:‘ is the notation adopted

for a random regression function. In this case, a

denotes the additive genetic effects of the kth ani-

mal, x is the vector of time covariates, andm1 is the

order of the regression function. So that xijk:‘ are the

covariables related to time t, and ak‘ are the animal

additive genetic regression coefficients to be estimated.

rðpe; x;m2Þk ¼
Pm2

‘¼0 pk‘xijk:‘ is a similar random

regression function for the permanent environ-

mental (pe) effects of the kth animal.

eijkn:t is a random residual effect with mean null and

with possibly different variances for each t or func-

tions of t.

The function, gðtÞj , can be either linear or

nonlinear in t. Such a function is necessary in a RRM

to account for the phenotypic relationship between y

and the time covariables (or other types of covariables

that could be used in a RRM). In a test day model, gðtÞj
accounts for different lactation curve shapes for groups

of animals defined by years of birth, parity number, and

age and season of calving within parities, for example.

With growth data, gðtÞj accounts for the growth curve

of males or females of breed X or breed Y from young

or old dams.

If the shape of the phenotypic relationship is not

known or is nonlinear, then gðtÞj could be a set of
Animal Breeding, Modeling in. Table 5 Example data for ran

Cow Sire Dam Visit 1 Visit 2

Age(m) Obs. Age(m

1 7 5 22 224 34

2 7 6 30 244 42

3 8 5 28 224 40

4 8 1 20
classification variables. Classification variables take up

more degrees of freedom and require a large number of

observations per level, but they do not force the user to

explicitly define the shape of the trajectory.

A mathematical function, on the other hand, does not

use many degrees of freedom and gives a smooth tra-

jectory over time regardless of the number of observa-

tions. The choice of classification variables or

mathematical function is up to the researcher. If data

are very numerous, and the mathematical function fits

the data well, then either approachwill generally lead to

the same results. The phenotypic relationships, gðtÞj ,
are important to a RRM analysis and deserve care and

effort in their correct specification.

Mixed Model Equations In matrix notation, the

RRM is

y ¼ Xbþ Z1aþ Z2pþ e;

where b contains Fi and gðtÞj effects, a containsm1 þ 1

additive genetic regression coefficients for each

animal, p contains m2 þ 1 permanent environmental

regression coefficients for each animal with data, and e

contains the temporary environmental effects. Also,

Var

a

p

e

0
@

1
A ¼

A� G 0 0

0 I� P 0

0 0 R

0
@

1
A;

where G is the variance-covariance matrix of the addi-

tive genetic random regression coefficients of order

m1 þ 1; � if the direct product operator which mul-

tiplies every element of A by the matrix G; P is the

variance-covariance matrix of the permanent environ-

mental random regression coefficients of orderm2 þ 1;

and R is a diagonal matrix of temporary environmental

variances which could vary depending on t, or R could

be block diagonal with an autocorrelation structure for
dom regression model

Visit 3 Visit 4

) Obs. Age(m) Obs. Age(m) Obs.

236 47 239

247 55 241 66 244

242

220 33 234 44 228
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each animal’s records. The mixed model equations

(MME) are represented as

X0R�1X X0R�1Z1

Z0
1R

�1X Z0
1R

�1Z1 þ A�1 � G�1

Z0
2R

�1X Z0
2R

�1Z1

0
B@

X0R�1Z2

Z0
1R

�1Z2

Z0
2R

�1Z2 þ I� P�1

1
CA

b̂

â

p̂

0
B@

1
CA ¼

X0R�1y

Z0
1R

�1y

Z0
2R

�1y

0
B@

1
CA:

Example Data Analysis by RRM

A very simplified example is given below to illustrate

the degree of complexity of RRM. Four animals were

observed multiple times at different ages for a trait, as

shown in Table 5.

The model equation might be

yjik:t ¼ Vj þ b0 þ b1ðAÞ þ b2ðAÞ2
þ ðai0z0 þ ai1z1 þ ai2z2Þ
þ ðpi0z0 þ pi1z1 þ pi2z2Þ þ ejik:t

where

Vj is a random contemporary group (visit) effect which

is assumed to follow a normal distribution with

mean 0 and variance, s2c ¼ 4:

b0, b1, and b2 are fixed regression coefficients on ðAÞ ¼
age and age squared which describes the general

relationship between age and the observations.

ai0, ai1, and ai2 are random regression coefficients for

animal i additive genetic effects, assumed to follow

a multivariate normal distribution with mean vec-

tor null and variance-covariance matrix, G.

pi0, pi1, and pi2 are random regression coefficients for

animal i permanent environmental effects, assumed

to follow a multivariate normal distribution with

mean vector null and variance-covariancematrix, P.

z0, z1, and z2 are the Legendre polynomials based on

standardized ages and derived as indicated earlier.

The minimum age was set at 18 and the maximum

age was set at 68 for calculating the Legendre

polynomials.

and ejik is a temporary residual error term assumed to

follow a normal distribution with mean 0 and var-

iance, s2e ¼ 9: In this example, the residual variance

is assumed to be constant across ages.
The model in matrix notation is

y ¼ XbþWv þ Zaþ Zpþ e;

where

X ¼

1 22 484

1 30 900

1 28 784

1 34 1156

1 42 1764

1 40 1600

1 20 400

1 47 2209

1 55 3025

1 33 1089

1 66 4356

1 44 1936

0
BBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCA

; y ¼

224

244

224

236

247

242

220

239

241

234

244

228

0
BBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCA

;

W ¼

1 0 0 0

1 0 0 0

1 0 0 0

0 1 0 0

0 1 0 0

0 1 0 0

0 1 0 0

0 0 1 0

0 0 1 0

0 0 1 0

0 0 0 1

0 0 0 1

0
BBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCA

;

and for animal 1,

Z ¼

0:7071 �1:0288 0:8829
0 0 0

0 0 0

0:7071 �0:4409 �0:4832
0 0 0

0 0 0

0 0 0

0:7071 0:1960 �0:7299
0 0 0

0 0 0

0 0 0

0 0 0

0
BBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCA

In order to reduce rounding errors, the covariates of

age for the fixed regressions can be forced to have
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a mean of approximately zero by subtracting 38 from

all ages and 1642 from all ages squared.

The entire MME cannot be presented, but parts of

the MME are given below.

W0W ¼

3 0 0 0

0 4 0 0

0 0 3 0

0 0 0 2

0
BBB@

1
CCCA;

W0X ¼

3 �34 �2; 758

4 �16 �1; 648

3 21 1; 397

2 34 3; 008

0
BBB@

1
CCCA;

X0X ¼
12 5 �1

5 1; 995 166; 883

�1 166; 883 14; 415; 319

0
B@

1
CA;

Z0Z is composed of the following four blocks of order 3,

for the four animals with records;

Animal1

1:5 �0:9006 �0:2335

�0:9006 1:2912 �0:8383

�0:2335 �0:8383 1:5457

0
B@

1
CA;

Animal2

2 0:7275 0:0259

0:7275 2:0233 1:3612

0:0259 1:3612 2:1815

0
B@

1
CA;

Animal3

1 �0:6235 �0:4902

�0:6235 0:5615 0:0648

�0:4902 0:0648 0:5761

0
B@

1
CA;

Animal4

1:5 �1:1085 0:0134

�1:1085 1:5121 �1:2082

0:0134 �1:2082 2:2687

0
B@

1
CA:

and Z0X for all animal is

Z0X ¼

2:12 �7:78 �761:55
�1:27 19:99 1516:76
�:33 �18:76 �1201:42
2:83 28:99 2458:59
1:03 46:44 4337:80
0:04 27:97 2979:60
1:41 �5:66 �636:39
�:88 7:05 636:63
�:69 �2:14 �22:46
2:12 �12:02 �1061:36
�1:57 23:03 1684:81
:02 �24:57 �1515:25

0
BBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCA

:

The right hand sides of the MME are

X0y ¼
2; 823
2; 070
68; 064

0
@

1
A;

W0y ¼
692

945

714

472

0
BB@

1
CCA;

and

Z0y ¼

494:2629
�287:6596
�90:7117
690:1296
249:1165
7:3023
329:5086
�200:1692
�168:8920
482:2422
�351:3606
�7:8918

0
BBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCA

:

The variance-covariance matrices of the additive

and permanent environmental effects need to be

known for BLUP. Normally, these are not well known

and must be estimated simultaneously with the other

effects of the model. Let

G ¼
94:0000 �3:8500 0:03098
�3:8500 1:5000 �0:0144
0:03098 �0:0144 0:0014

0
@

1
A;

and

P ¼
63:0000 �2:1263 0:0447
�2:1263 0:5058 �0:00486
0:0447 �0:00486 0:0005

0
@

1
A:

The solutions to MME are

b̂0 ¼ 234:9797 1:4670 �0:01399ð Þ;

ĉ0 ¼

�0:8630

1:2885

0:1443

�0:5698

0
BBB@

1
CCCA:
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Let the solutions for the animal additive genetic

random regression coefficients be presented in tabular

form as follows.
Animal
 a0
 a1
 a2
1 �2.021529 0.175532 �0.002696
2
 5.751601
 �2.139115
 0.025848
3
 �2.474456
 2.554412
 �0.029269
4
 �5.376687
 �0.370873
 0.002174
5
 �1.886714
 1.464975
 �0.016963
6
 3.333268
 �1.065525
 0.013047
7
 1.503398
 �1.081654
 0.012555
8
 �2.948511
 0.681643
 �0.008633
Similarly, the solutions for the animal permanent

environmental random regression coefficients can be

given in tabular form.
Animal
 p0
 p1
 p2
1 �0.296786 0.246946 �0.002521
2
 3.968256
 �730659
 0.009430
3
 �0.834765
 0.925329
 �0.008164
4
 �4.505439
 �441805
 0.001257
504030
Time

20100

225

230Tr
ai

t D
ev

ia
tio

ns 235

240

Animal Breeding, Modeling in. Figure 5

Curves for animals 1 (black), 2 (red), 4 (blue), and 6 (brown),

in the example data
Ranking Animals The problem is to rank the

animals for selection purposes. If animals are ranked

on the basis of a0, then animal 2 would be the highest

(if that was desirable). If ranked on the basis of a1, then

animal 3 would be the highest, and if ranked on the

basis of a2, then animal 2 would be the highest. To

properly rank the animals, an EBV at different ages

could be calculated, and then these could be combined

with appropriate economic weights. EBVs were calcu-

lated for 24, 36, and 48 mo of age, and economic

weights of 2, 1, and 0.5, respectively, for the three

EBVs were used to compute a Total Economic Value

(TEV), as

2 � EBVð24Þ þ 1 � EBVð36Þ þ :5 � EBVð48Þ:

The Legendre polynomials for ages 24, 36, and 48

mo are given in the rows of the following matrix L,
L ¼
0:7071 �0:8328 0:3061
0:7071 �0:3429 �0:6046
0:7071 0:2449 �0:6957

@ A:

The results are shown in the following table.
Animal
 EBV(24)
 EBV(36)
 EBV(48)
 TEV
1 �1.58 �1.49 �1.38 �5.33
2
 5.86
 4.78
 3.53
 18.26
3
 �3.89
 �2.61
 �1.10
 �10.93
4
 �3.49
 �3.68
 �3.89
 �12.61
5
 �2.56
 �1.83
 �96
 �7.43
6
 3.25
 2.71
 2.09
 10.25
7
 1.97
 1.43
 .79
 5.76
8
 �2.66
 �2.31
 �1.91
 �8.58
The animal with the highest TEV was animal 2. All

animals ranked rather similarly at each age on their

EBVs. Rankings of animals could change with age.

Thus, the pattern of growth could be changed.

Plotting Curves The shapes of curves of individual ani-

mals could also be plotted from the solutions, and shown

as deviations from the average curves. Figure 5 contains

animals 1 (black), 2 (red), 4 (blue), and 6 (brown).
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Animal 2 had the highest TEV, but that ranking

was achieved by Animal 2 having the highest initial

deviation. However, the curve declines very rapidly

after time 18. The curves of the other animals do not

decline as rapidly, and the curve for Animal 1 actually

increases slightly. Depending on the biology of the trait

and the welfare of the animal, one may decide to select

for animals with increasing curves rather than declining

curves. The weights in the TEV could be adjusted

accordingly.
Comments

The orders of the Legendre polynomials do not need to

be equal for both the animal additive genetic and ani-

mal permanent environmental effects. The order of the

fixed regressions could also be different, and as seen in

this example can be based on a different function of

time covariates.

There are other kinds of orthogonal functions that

could be used in place of Legendre polynomials, and

some of these have been tried without much benefit to

the analyses (Yazdi?). Another alternative has been

spline (split polynomial) functions, [19, 22] in which

a curve is broken down into sections. Within each

section, a simple linear or quadratic function is suffi-

cient to fit the data within that section. The sections are

joined together by “knots,” the locations of which need

to be estimated. Spline functions have gained some

popularity lately.

Because random regression models were new to

animal breeding in 1994, [20] they were applied to

many different types of research problems. RRM have

been most successful in the analysis of dairy cattle test

day production within lactations, and in growth of

pigs, sheep, rainbow trout, and beef cattle. One limita-

tion with growth data is that animals are not usually

weighed more than three or four times in their life due

to the amount of labor involved in collecting weights

and the stress induced on the animals during the

weighing process. The orders of the regression coeffi-

cients for growth traits are usually limited to 2 or 3.
Multiple Trait Models

Animals are observed for many traits relating to pro-

duction, reproduction, conformation, longevity or
fitness, and health such that knowing the total eco-

nomic merit of an animal helps to keep costs of pro-

duction to a minimum. Most traits are genetically

correlated to each other, meaning that some genes

affect more than one trait. Because contemporary ani-

mals make their records in the same environment,

environmental correlations due to management, feed,

and temperature also exist to affect observations on all

traits. Thus, a sensible approach is to analyze groups of

traits using multiple trait models [23–26]. In this way,

information from correlated traits can be used to

improve the accuracy of all trait evaluations.

A multiple trait (MT) model is one in which two or

more traits are analyzed simultaneously in order to take

advantage of genetic and environmental correlations

between traits.

Low Heritability Traits: MT models are useful

for traits where the differences between genetic and

residual correlations are large (e.g., greater than

0.5 difference) or where one trait has a much higher

heritability than the other traits. EBVs for traits with

low heritability tend to gain more in accuracy than

EBVs for traits with high heritability, although all

traits benefit to some degree from the simultaneous

analysis(24).

Culling: Another use of MTmodels is for traits that

occur at different times in the life of the animal such

that culling of animals results in fewer observations on

animals for traits that occur later in life compared to

those at the start. Consequently, animals which have

observations later in life tend to have been selected

based on their performance for earlier traits. Thus,

analysis of later life traits by themselves could suffer

from the effects of culling bias, and the resulting EBV

could lead to errors in selecting future parents. MT

analyses have been shown to partially account, to

some degree, for the selection that has taken place

[25, 26]. If the percentage of missing trait observations

is high and the missing observations are not due to

random chance, then biases could be very large in EBVs

for that trait and maybe others.

The success of an MTanalysis relies on the accuracy

of the genetic and residual correlations that are

assumed. Computations for MTmodels are more com-

plicated than for single trait analyses. If m is the num-

ber of traits and N is the number of animals in the

pedigree file, then there are at leastmN equations to be
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solved rather than just N, and the same relative differ-

ence in memory space to hold solutions. However,

computer hardware advances (with gigabytes of mem-

ory) have been very rapid in the last decade. Conse-

quently, many genetic evaluation systems are now

multiple trait systems.
Models and Traits

Usually, traits are grouped together for MT analyses

because they are observed at approximately the same

point in time. For example, milk, fat, and protein yields

of dairy animals are observed on the same day, per

animal. Thus, for a group of similar traits, the linear

models associated with those traits include the same

major factors like years, ages, contemporary groups,

and animal additive genetic effects. Another grouping

of traits would be those for reproductive traits,

observed primarily on females, such as conception

rate, litter size, birthing ease, and offspring losses at

birth. The linear models used for production traits are

quite different from those used for reproductive traits,

or health traits.

Even within a group, the linear models for the traits

within a group could be different from each other.

Consider two traits with a single observation per trait

on animals. Let the model equation for trait 1 be

y1ij ¼ B1i þ a1j þ e1ij ;

where B1i is a fixed effect with pB levels, a1j is a random,

animal additive genetic effect for trait 1, and e1ij is

a random residual environmental effect for trait 1.

The model equation for trait 2 might be

y2ij ¼ C2i þ a2j þ e2ij ;

where C2i is a fixed effect (different from B1i for trait 1)

with pC levels, a2j is a random, animal additive genetic

effect for trait 2, and e2ij is a random residual environ-

mental effect for trait 2.

For example, y1ij could be birth weight, so that B1i

could identify animals born in the same season. Trait 2

could be yearling weights and C2i could identify con-

temporary groups of animals of the same sex, same

herd, and same rearing unit within herd.

Because the two traits will be analyzed simulta-

neously, variances and covariances need to be specified
for the traits together. For example, the additive genetic

variance-covariance (VCV) matrix (between traits)

could be written as

G ¼ g11 g12
g12 g22

� �
¼ 1 2

2 15

� �
;

and the residual environmental VCV matrix as

E ¼ e11 e12
e12 e22

� �
¼ 10 5

5 100

� �
:

The genetic and residual correlations are, respec-

tively,

rg ¼ 2=ð15Þ0:5 ¼ 0:516;

re ¼ 5=ð1000Þ0:5 ¼ 0:158

with heritabilities specified as

h21 ¼
1

11
¼ 0:0909;

and

h22 ¼
15

115
¼ 0:1304:

For all data, using A as the additive numerator

relationship matrix, then

Var
a1
a2

� �
¼ Ag11 Ag12

Ag12 Ag22

� �
:

Data Example

A two trait example with three factors is given in

Table 6. Note that animals whose trait 1 observation

was below 3.0 were not allowed to make a trait 2

observation. If the true variances and covariances are

known, then this selection bias will be lessened through

the multiple trait analysis, as long as the analysis

includes the trait 1 records of animals with missing

trait 2 observations.

There were two levels of factor B associated with

trait 1, and 3 levels of factor C associated with trait 2.

The models assumed are those given in the previous

section including the covariance matrices that were

given.
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multiple trait models

Animal Sire Dam B-level C-level Trait 1 Trait 2

1 0 0 1 1 2.3

2 0 0 1 2 2.6

3 0 0 1 3 9.8 53

4 0 0 1 1 4.7 4

5 0 0 1 2 5.5 63

6 1 3 2 3 2.5

7 1 4 2 2 8.4 35

8 1 5 2 3 8.2 41

9 2 3 2 1 9.0 27

10 2 4 2 1 7.8 32

11 2 5 2 2 2.8

12 6 10 2 3 7.4 67
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Mixed Model Equations

The models are written in matrix notation below.

y1

y2

� �
¼ X1 0

0 X2

� �
b1

b2

� �

þ Z1 0

0 Z2

� �
a1

a2

� �
þ e1

e2

� �

Let R be the covariance matrix of residual effects. If

observations are ordered by traits within animals, then

R is the direct sum of submatrices, one for each animal.

The submatrices depend on which traits are observed

for a given animal. If an animal has been observed for

both (all) traits, then the diagonal block is E as given

earlier. If an animal has been observed only for trait 1,

then the block is

E1 ¼ e11 0

0 0

� �
;

and if the animal has been observed only for trait 2,

then

E2 ¼ 0 0

0 e22

� �
:

With more than two traits, the number of combi-

nations of missing traits increases. The covariance
matrix of residual effects for the example data is

a block diagonal matrix,

R¼ diagðE1 E1 E E E E1 E E E E E1 EÞ:
The inverse of R is needed for the mixed model

equations, and this can be obtained by inverting the

block diagonal matrices (ignoring the zero rows and

columns when there are missing observations).

The resulting mixed model equations were of order

29 by 29. The solutions, for this example, were

B11 ¼ 5:0209

B12 ¼ 6:5592

C21 ¼ 20:0882

C22 ¼ 49:0575

C23 ¼ 51:9553
Animal
 Sire
 Dam
 Trait 1
 Trait 2
1 0 0 �0.3573 �1.6772
2
 0
 0
 �0.0730
 1.0418
3
 0
 0
 0.4105
 1.1707
4
 0
 0
 �0.0449
 �1.4922
5
 0
 0
 0.0646
 0.9570
6
 1
 3
 �0.1033
 �1,410
7
 1
 4
 �0.1975
 �2.2983
8
 1
 5
 �0.1410
 �9,633
9
 2
 3
 0.3079
 1.6227
10
 2
 4
 0.1426
 1.1273
11
 2
 5
 �0.1830
 0.6418
12
 6
 10
 0.1554
 1.5089
Notice that every animal has an EBV for both traits,

even though trait 2 was missing for some animals. The

EBV for an animal with a missing trait observation is

constructed based on the genetic and environmental

correlations between traits, and based on their genetic

relationships to other animals that were observed for

both traits.

Economic Indexes

Many producers are so overwhelmed by the numerous

EBVavailable for so many traits that they are unable to
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visualize the relative contributions of different traits to

their overall productivity. Thus, economic indexes were

developed where trait EBVs are scaled to unit variances,

and then relative economic values are applied to the

scaled EBVs. Sometimes different types of indexes are

derived depending on the market objectives of the pro-

ducers. A beef producer, for example, may be produc-

ing animals of high carcass merit, and would use an

index that puts more weight on carcass traits of

marbling score, tenderness, and dressing percentage.

Another producer may be producing calves and may

want more weight on the reproductive ability of cows

and calf survival from birth to weaning. A particular

breed may wish to be known as the “Have Everything”

breed and would utilize a different set of economic

weights where many traits are emphasized.

Economic weights are dynamic in that they change

over time, and can often change very dramatically and

quickly, usually more quickly than a breeding program

can be changed due to the long generation intervals of

the species involved. Producers must therefore contin-

ually reassess their goals and objectives.

Economic indexes based on multiple trait EBVs

tend to be more stable over time compared to the

same EBVs computed on each trait separately.
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Normal distribution with thresholds for calving ease
Models for Categorical Data

Categorical data arise in animal breeding in situations

where a trait is subjectively scored by the producer or

a trained individual. For example, calves can be born

with absolutely no assistance of the producer or to the

other extreme where the producer must ask for veter-

inarian assistance to perform a caesarian section to

deliver the calf and save the cow. Between those two

extremes are different levels of difficulty of calving.

Recording programs provide four or five categories of

difficulty, and the producer must decide to which cat-

egory a calving belongs. The assumption is that one

producer assigns all calvings based on the same criteria,

but a different producer may have slightly different

criteria.

The number of calvings falling into each category

depends on the subjectivity of the producers. In most

breeds, the category for unassisted or easy births is

usually very high (from 50% to 90% of all calvings),

while the other categories are often much smaller and
the category for caesarian births being the smallest. The

categories are ordered from one extreme to the other.

In dairy cattle, cows are scored for 30 or more

conformation traits (i.e., style points) by trained

judges, and each trait has 9 or more categories. Judges

are trained and updated annually, but judges can differ

in their abilities to score traits, particularly when they

are trained to score a cow in a few minutes.

Theory

Although a trait may be scored into one of a limited

number of categories, an underlying non-observable,

normally distributed trait could be hypothesized [27–

29]. Then thresholds along the scale are where the

categories of the observed scores are defined, as

shown in Fig. 6.

Thus, when an animal’s underlying scale trait

exceeds a threshold value, then it belongs to the next

higher category. The threshold model is ideal for ana-

lyzing categorical data. The analysis follows Bayesian

concepts and is nonlinear in the solutions to this

model.

Write a model for the underlying scale variable.

‘ijkm ¼ ti þ bj þ ak þ eijkm;

where ‘ijkm is an unobserved value on the underlying

scale for the trait of interest; ti is one of the threshold
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points; bj is a fixed factor such as age of the dam, breed,

year, or season; ak is an animal additive genetic effect;

and eijkm is a residual error effect. The model could be

much more complex than that described here,

depending on the trait and situation.

Note that, instead of observations on the underly-

ing scale, only the category to which an animal belongs

is known. There are various quantities which need to be

computed repeatedly in the analysis, and these are

based on normal distribution functions.

1. FðxÞ is known as the cumulative distribution func-

tion of the normal distribution. This function gives

the area under the normal curve up to the value of

x, for x going from minus infinity to plus infinity

(the range for the normal distribution). For exam-

ple, if x ¼ 0:4568, then FðxÞ ¼ 0:6761, or if

x ¼ �0:4568, then FðxÞ ¼ 0:3239: Note that if

there are m categories and k ¼ m, then Fk ¼ 1.

2. fðxÞ is a function that gives the height of the

normal curve at the value x, for a normal distribu-

tion with mean zero and variance 1. That is,

fðxÞ ¼ ð2pÞ�0:5
exp�0:5x2:

For example, if x ¼ 1:0929, then fðxÞ ¼ 0:21955:
PðkÞ is the probability that x from a Nð0; 1Þ distri-
3.

bution is between two threshold points, or is in

category k. That is,

PðkÞ ¼ Fk � Fk�1:

If k ¼ 1, then F ¼ 0:
k�1
Begin with phenotypic values for ti based on

a normal distribution. From the ti , observations on

the underlying scale can be “created.” Each one would

have a different weight in the analysis due to the fre-

quency of a category being observed. Then new values

of bj and ak are calculated. Finally, new values of ti are

determined, and the process is repeated. Eventually, the

process converges until “solutions” for all variables do

not change. This is an overly simplified explanation.

For more details, see [30].
Solutions

Using the estimates from the nonlinear system of equa-

tions, the probability of a animal’s offspring falling into

each category can be calculated. Let âk ¼ 0:123, and let
there be a 3 category trait. The solutions for the two

thresholds were t̂1 ¼ 0:376 and t̂2 ¼ 1:012. Then the

value on the underlying scale for the first category

would be

x ¼ t̂1 þ âk;

¼ 0:376þ 0:123;

¼ 0:499:

Then

FðxÞ ¼ Fð0:499Þ ¼ 0:691:

Similarly, the probability of the animal’s offspring

to be in categories 1 or 2 would be based on the second

threshold,

x ¼ 1:012þ 0:123 ¼ 1:135;

or FðxÞ ¼ 0:872. Thus, the proportion of offspring

that would fall in category 2 would be

0:872� 0:691 ¼ 0:181. The proportion that would be

in category 3 would be 1:0� 0:872 ¼ 0:128:

Animals could be ranked on their â, or the result

could be expressed as a probability of being in

a particular category. For a trait like calving ease, for

example, one might want to maximize the probability

of having an easy birth.

Comments

While a threshold model is a theoretically best

approach to the analysis of categorical data, research

has found small differences in accuracy of ranking

animals from procedures that treat the category num-

bers as any continuously distributed trait [31]. As the

number of categories increases, the differences between

a threshold model analysis and simple linear model

analysis become smaller.

Computational problems may arise with threshold

models due to small numbers of observations in one or

more categories. This often causes two categories to be

merged into one to bypass the problem.

Categorical traits are often standardized to

a normal scale, and then analyzed with a usual linear

model [32]. If the threshold values on a normal

scale were 0:376 and 1:012 for a three category trait,

then all observations in category 1 would receive a score

of ð0:376� 0Þ=2þ 0 ¼ 0:188. Category 2 observations

would be scored ð1:012� 0:376Þ=2þ 0:376 ¼ 0:694,
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and category 3 would be scored ð3� 1:012Þ=2þ
1:012 ¼ 2:006. Standardization is often conducted

within years, or time periods in which the subjective

scoring was applied consistently.

Because categorical traits are subjectively recorded,

the subjectiveness can fluctuate over time. An animal

that was assessed to be category 1 20 years ago, may

now (if the animal were alive today at the same age)

belong to category 2. The standards of the observer(s)

have changed over those 20 years. The change is similar

to the change in the value of the US dollar between now

and 20 years ago. Today $1 does not buy as much as $1

back in 1990. The consequence of shifting standards (in

animal breeding) is that genetic trends cannot be prop-

erly estimated. Comparing animals many years apart is

not statistically accurate for categorical data. This is not

a major problem because producers mainly want to

compare animals that are alive today, and for this

purpose, the assumption is that subjective standards

change rather slowly and not by very much in a short

time span of about 5 years.

Methods have also been developed formultiple trait

models involving traits that are categorical and other

traits that are continuous [33, 34]. These have primar-

ily been cases of binomial traits, such as disease traits

(yes or no situations). Binomial traits have only one

threshold to be estimated, and binomial traits seem to

benefit from a threshold model.
Models for Survival Data

In animal production systems, animals remain in the

herd or flock as long as they are productive and generate

more income than expenses. Eventually, animals leave

the production unit due to natural death or injury, or

due to lowered production levels or reproductive prob-

lems such that the animal is deemed unprofitable. The

latter factors are determined by the owner, and owners

differ widely in theirmanagement skills, accounting, and

decision-making abilities. There seems to be a small

amount of genetic variability among animals in survival

rates that do not depend on productive abilities, and

genetic evaluation systems for survivability or longevity

have been developed. The heritability of survival is usu-

ally less than 0.02. Dairy sires, for example, need thou-

sands of progeny in order to have an accurate Estimated

Breeding Value for survival ability of their progeny.
Survival has been defined inmany different ways. In

a binary sense, alive is equal to 1, every day until the

animal dies and thereafter becomes 0 for the remainder

of the observable time period. For example, in dairy

cattle, the observable period is from first calving until

100 months later (approximately 10 years of age) when

the majority of cows have died. The time intervals in

that range can be hours, days, weeks, months, or years.

Define a survival vector for the ith cow as si , in terms of

months (from 1 to 100), such that the values of si are

equal to 1 for every month the cow was alive, and equal

to 0 for the month in which it dies and every month

thereafter to the limit of 100 months after first calving.

A cow at 44 months after first calving today is still

alive, and its future death time is unknown, then the

values for months 45–100 need to be considered miss-

ing or not observed. For a cow that is still alive 100

months after first calving, then si contains all ones. If

a cow has gone missing from the data, in the sense that

it was sold to another owner and that owner is not on

a milk recording program, then the cow has not died,

but the exact time of its death is not known. In this case,

si will contain 1s up until the time it was sold, and all

remaining values in s are unknown (neither 1 nor 0).

Having defined si for cow i, then let S be the average

of all si for cows that do not have any missing values.

The elements of S are equal to the probabilities of being

alive at each month after first calving, and can be

plotted as shown in Fig. 7. The value at a given time

(month) is a probability, pt . The black points refer to

the average S for all cows, while the blue and red lines

indicate 2 standard deviations above and below the

average, respectively. Note that the variation is less

around p1 and p100 than in the middle of the range.

Because a curve is involved, a random regression

model could be applied [35, 36] such that a separate set

of curve parameters could be estimated for each ani-

mal. The model would include the year-season of first

calving (with separate curves for each year-season),

random herd within year-season of first calving,

a variable that indicates whether the herd was increas-

ing, decreasing, or being stable in size at a particular

instance of time, a regression on the genetic EBVof an

animal for production, random animal additive genetic

regression coefficients, and random animal permanent

environmental regression coefficients. The model

would also need to account for different residual
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variances for each month after first calving. Meuwissen

et al. [36] have shown links between various models for

survival analyses. Jamrozik et al. [37] did a comparison

of the effectiveness of different models for survival.

Another model is the proportional hazard model

(PHM) [38],

lðtÞ ¼ l0;sðtÞ exp x0mbþ z0mu½ �;
where lðtÞ is the probability of a cow being culled at

time t given she was alive before time t; l0;sðtÞ is the
Weibull baseline hazard function; b contains time-

dependent covariates affecting the hazard function

with x0m being the corresponding design vectors; u is

a vector of random factors including herd, year-sea-

sons, and animal additive genetic effects; and z0m is the

associated incidence vector. Thus, a nonlinear system

of equations needs to be solved.

Lastly, survival could be defined as a discrete trait,

such as the survival of an animal to the end of first,

second, or third lactation. The three “traits” can be

analyzed as a multiple trait system, in which cows

need not be observed for all traits. This is similar to

the random regression approach except the number of

months after first calving is reduced to just 3 or 4

broader periods of time instead of monthly.

Because the heritability of survival is so low, and

analyses are affected by the animals that are still alive at

the time of analysis, perhaps a better indicator of
survivability would be a measure of profitability of

the animal. The traits that are part of profitability

would tend to have higher heritabilities, and would

contribute toward an animal remaining in the herd.

Further research on this area is needed.

Added Complexities

Heterogeneous Variances

In dairy cattle, the within contemporary group variation

of records was deemed to differ between contemporary

groups. That implied that the contemporary group

effects were being sampled from different populations.

Consequently, both the genetic and residual variation

could be allowed to differ between contemporary

groups. Bayesian methods were developed to simulta-

neously compute solutions to mixed model equations

and to estimate the necessary contemporary group var-

iances. Often, only the phenotypic variances within con-

temporary groups were assumed to differ such that the

heritability was constant across contemporary groups.

Robust Estimation

Related to heterogeneous variances was the problem of

outliers, records that were extreme values in the distri-

bution of phenotypes. Sometimes the extremes were

deliberately created by producers who thought they

knew how to manipulate the data so that their good

animals would receive high EBVs. Other times, the

extremes were due to errors in recording, and occasion-

ally were naturally extreme. Regardless of the reason for

their existence, the result was a bias to EBVs of one

animal or an entire group of animals. Robust estima-

tion methods were introduced to pull the extreme

records back toward the mean. Either the record itself

or the estimated residual effect of the record could be

modified toward themean if it was beyond two and half

standard deviations from the mean. Robust methods

usually reduce the biases caused by extreme outliers,

but the method requires nonlinear estimation.

Count Data

In swine and sheep breeding, interest is in litter size,

which is not normally distributed and also not categor-

ical, but is known as count data. Another trait is number

of services to attain conception, or number of ovulations.
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Behavioral traits can also be count data, such as the

number of times an animal takes water during the day.

The appropriate distribution for count data is a Poisson

distribution, and Bayesian methods for handling and

modeling this distribution have been developed.

Hierarchical Models

Another Bayesian development was that of hierarchical

models where a trait is modeled in the usual way, but

then a component of that model has its own separate

model. Thus, two models are solved in steps, until the

solutions satisfy both models.

Model Comparisons

Methods have also been developed to compare different

models, but even further to select from among a group

of models for the better fitting model. Model compar-

isons are usually conducted using an “estimation” data

set (with which to estimate variances and solutions to

mixed model equations), and a second, sometimes

smaller, “validation” data set to judge how well obser-

vations and rankings of animals can be predicted.

International Comparisons

Some species of livestock are traded among countries,

depending on health restrictions, and this necessitates

comparing the genetic abilities of animals between

countries. Usually the genetic evaluation of animals

within a country has enough complexities to it such

that themodels used in country A are very different and

incompatible with the models in country B. Thus,

EBVs from the different countries are collated and

a multiple trait model (where each country is

a different trait) is applied to the EBVs of male animals.

Genetic correlations among countries are less than

unity and rankings of animals may differ between

countries. The Interbull organization in Uppsala,

Sweden routinely computes evaluations for dairy bulls

from 23 or more countries every year.

Future Directions

Molecular genetics will dominate animal breeding

research in the next 20 years. The discovery of millions

of single nucleotide polymorphisms as genetic markers

has forced animal breeders to restudy their basic
quantitative genetics notes. The DNA genomes of ani-

mal species are being completely mapped, and someday

soon all of the genes and their locations in the genome

will be known. This is an exciting time for animal

breeders and the opportunities for research will be huge.

Already DNA markers are being used to determine

the relatedness of individuals to each other, to measure

the amount of genetic diversity in a species, to identify

genes with major effects on production traits, and to

select future breeding animals more accurately than

previously possible and as soon as an animal is born.

Models for genetic evaluation of animals have been

modified to include genetic marker information and

are thus becoming more complicated, involving many

thousands of markers such that computing issues are

more demanding than for multiple trait models. The

result is that animals are being selected more intensely

at an early age, and the samples of progeny are no

longer a random group of all possible progeny of

a particular mating, but are highly selected. This lack

of randomness of sampling progeny may cause biases

in current genetic evaluation models. The possibility

also exists that rates of inbreeding could be increased.

Modeling of production systems and strategies for

making continued genetic change will be utilized.

Bayesian methods will likely be utilized more

heavily than the methods of Henderson [2] in order

to deal with DNA modifications to statistical models.

Structural equation models [39] will try to determine

the cause and effects of multiple traits. Statistical

models, linear and nonlinear, continue to be required

background training for animal breeders. The com-

plexity and usefulness of models will grow even with

the emergence of genomics.
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Glossary

Genotype by environment interaction It exists when

the difference between the phenotypic values of two

genotypes is not the same in two environments.

Plasticity The ability of an individual to respond to

changes in the environment.

Reaction norms The phenotypic expression of

a genotype as a function of the environment.

Definition of the Subject

The existence of genotype by environment interaction

(G�E) makes animal breeding more complicated. It

means that the same genotype is not the best in all

environments, and it implies that separate breeding

programs might be needed to cater for these different

environments. However, separate (and therefore,

smaller) breeding programs might be less efficient

than one large program. Small breeding programs

might also encounter problems with inbreeding

depression, but on the other hand, several populations

with different breeding programs and breeding goals

might increase the overall genetic diversity. Therefore,

G�E is an important factor to consider when creating

breeding programs for animals, especially in a global

setting.

Introduction

The ability to respond to changes in the environment is

a vital characteristic of all organisms. This ability is

called phenotypic plasticity or sometimes, environmen-

tal sensitivity. Genetic variation in plasticity will lead to

genotype by environment interaction. This paper starts

by describing the phenomenon of plasticity, a term

which is not well known in animal breeding. To

describe it, several situations will be illustrated, with

and without plasticity, by use of reaction norms. This

will be followed by a description of various statistical

models that can be used to studyG�E, including a brief

description of genetic heterogeneity of residual vari-

ance. Finally, some consequences of G�E for breeding

programs will be discussed.

Plasticity, Environmental Sensitivity, Reaction

Norms, and Genotype by Environment

Interaction

A reaction norm describes the phenotypic expression of

a genotype as a function of the environment. One can

say that the reaction norm translates the environmental

values into phenotypic values. In Fig. 1, the reaction

norm for a genotype is shown. The horizontal x-axis

describes the environment, for simplicity let’s assume

a continuous scale, e.g., ambient temperature for

a certain organism. The vertical y-axis gives the pheno-

typic value for this genotype for each environmental

value. In this example, the reaction norm is linear, but

it could have any form.

In Fig. 2a, genotypes that show no plasticity are

depicted. Note that there is still variation in the level

among genotypes, so there is genetic variation in the

trait. In Fig. 2b, genotypes showing plasticity are

presented. However, all genotypes react in the same

way to an environmental change, i.e., there is no vari-

ation in plasticity.

In Fig. 2c, the genotypes are plastic, but some are

more plastic than others. In other words, there is also

variation in plasticity. Now, the genotype with the

highest phenotypic value in the low environment also

has the highest value in the highest environment. If

high phenotypic value is desirable, which genotype to

choose would be indisputable.
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In Fig. 2d, there is also variation in plasticity; how-

ever, here the reaction norms also cross. Which geno-

type is the best, now depends on in which environment

this genotype should be used.

Thus, differences in phenotypic plasticity between

genotypes result in genotype by environment interaction.

Strictly speaking, G�E means that the difference

between the phenotypic values of two genotypes is

not the same in two environments. If the difference

changes sign between environments, there is re-ranking

of genotypes (Fig. 2d). If the difference changes in size

only, there is a scaling effect (Fig. 2c). Note, however,

that if the environmental scale had been drawn further

to the left in Fig. 2c, there would have been re-ranking

also here.

Comparison with the Usual Genetic Model

The most common quantitative genetic model is P =

G + E [1]. In this description, G is defined as the

genotypic value and E as the environmental deviation.

“We may think of the genotype conferring a certain

value on the individual and the environment causing
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Schematic description of a reaction norm for a genotype
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Description of the reaction norms for three genotypes. (a) No plasticity but genetic variation in level. (b) Plasticity but

no variation in plasticity. (c) Variation in plasticity but no re-ranking of genotypes. (d) Variation in plasticity and re-ranking

of genotypes
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a deviation from this, in one direction or the other” [1].

This might already from the beginning give the impres-

sion that G is the central factor, whereas E is just

a nuisance, the contribution of which should be

decreased as much as possible.

This standpoint actually makes sense from

a traditional animal production point of view. The

intention is to give all animals as good and standard-

ized treatment as possible in order for them to produce

in the best possible way. Therefore, as little as possible

should be out of human control (E). Then it can be

considered that all animals have the same macro-

environment (same production system, same kind of

feed, etc.) and are only affected by microenvironmental

effects. To the microenvironmental effects, one might

count the effect of the individual farmer (within the

rather standardized system), season of production or

parturition, etc. These factors can be adjusted for, if

known. Thus the environmental or residual variation

(s2E) can be decreased. However, there are always some

unknown microenvironmental effects (e.g., that the

cow is standing close to a door with a cold draft during

winter). This will end up in the residual. Therefore,

given a certain phenotypic variance, the more that can

be adjusted away, the higher the heritability of the trait,

and the higher the expected selection response.

Expressed in a graphic way, this traditional model

(P = G + E) is described in Fig. 2a, the genotypic value

only gives a shift in the level of the curve. There may be

environmental effects affecting the phenotypic value

(as in Fig. 2b), but they affect all individuals in the

same way. After adjusting for them (e.g., by

a regression), Fig. 2a still applies.

If there are sufficiently different environments (e.g.,

Northern hemisphere vs. tropical environments), one

would still be able to use the traditional model, or

rather, two of the traditional models. One would

assume that the trait expressed in the tropics is actually

a different trait genetically from that in, say, Europe.

However, within each environment i, the model Pi =

Gi + Ei would still apply.

The difference between this viewpoint and that

embodied in the reaction norm and phenotypic plas-

ticity approach is quite substantial, certainly in

a conceptual way. In the reaction norm approach, the

environment and the genotype are on equal standing –

there is no way a phenotype can appear without an

environment. Philosophically, this makes a lot of sense;

a genotype without its environment is nothing, or at

least not a phenotype. Certainly, the environment is

not something to be “adjusted away” [2, 3].

Staying on the rather philosophical level, it might

even be somewhat hard to define what “the environ-

ment” is. Obviously, the external environment will

qualify (temperature, climate, amount and quality of

food etc.). However, the internal environment within

an organism is also an environment for the genome.

If Richard Dawkins were asked, the whole organism

(except the genome) could be considered as the envi-

ronment (for the genes) [4]. In animal breeding, these

fine distinctions are usually disregarded; it is difficult

enough to define the external environment!

As stated earlier, the P = G + E model can be said

to make sense from an animal (and plant) breeding

perspective, at least given certain conditions. It is clear

why this model was developed within this setting.

The same applies to the reaction norm model and

the developments related to phenotypic plasticity.

These models were developed mainly within evolution-

ary biology and genetics, where the focus is on organ-

isms living under natural conditions. Here, there is no

way to standardize the environment – the environment

is what it is and it is up to the organism to adapt (or die).

Populations may adapt (to a changed or variable envi-

ronment) by changing genetically, i.e., individuals with

higher fitness give rise to more offspring that in turn

survive better and so on. After some generations, the

population has a different genetic constitution (gene

frequencies have changed), which is better suited to

this environment, and fitness is higher than before [2].

However, changing genetically is not an option for

a given individual. So, what an organism really needs is

plasticity! If it can change its phenotype – at least

somewhat – it will have a better chance of surviving.

Now, it is not necessarily so, that even though plasticity

would be good for the individual, that it would occur:

there has been a lot of discussing in evolutionary genet-

ics literature about when plasticity is expected to

develop in natural populations, but that will not be

covered here [2, 5]. Students of natural populations

and evolutionary genetics from very early on discov-

ered that there is phenotypic plasticity in all organisms

studied, at least for some traits. Therefore, it is a reality,

and it should be modeled somehow.
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Canalization, Homeostasis, and Plasticity

There are some terms that have been used in the evo-

lutionary literature that need some explanation

because they are sometimes referred to as the opposite

of plasticity [2, 5].

Canalization means that a genotype can buffer

against small changes in the environment and in its

own genotype (mutations). The buffering means that

even if small changes occur, the resulting phenotype is

more or less the same. These terms are most commonly

used for developmental traits, e.g., even if the environ-

ment is somewhat variable developmental plan is still

followed and the resulting body, say, is still the same. It

is, for instance, canalization that makes sure that cows

have four legs whether they are born in Sweden or in

Africa. In developmental genetics, if the environment

has an effect on the phenotype, it is usually an either-or

effect, i.e., one type or another, and not a gradual effect.

Homeostasis is the outcome of canalization.

Homeostasis measures the degree of (in)variance in the

phenotype when the individual is perturbed by changes

either in the environment or in the genome (by muta-

tion). A more canalized genotype has higher homeosta-

sis (is changed less) and shows lower variance. In his

definition of canalization,Waddington [6] defined it for

minor variations in conditions, what might be called

microenvironmental variation. As an example of cana-

lization, he used the environmentally triggered meta-

morphosis of axolotls (salamanders)! They produce

one of two distinct phenotypes; which one is defined

by a large change in environment. Once the develop-

mental pathway is chosen, however, small variations in

environment do not affect the outcome, and within each

phenotypic outcome, there is canalization.

Models to Describe Genotype by Environment

Interaction

There are basically three different models to describe

the extent ofG�E. For all methods, observations on the

same or related individuals in two or more different

environments are needed to study G�E. In some

organism (e.g., some plants), it is possible to use clones

(i.e., numerous copies of the same genotype) and put

them in different environments. With animals, that is

generally not possible. However, the common use of

artificial insemination in, e.g., dairy cattle makes it

possible to compare the performance of daughters of

the same sires in different environments [7].

In the following, the three methods will be

described, not with the intent of understanding how

to estimate G�E using these models (which is relatively

straightforward), but more to understand the interpre-

tation of these models, and the type of G�E that is

detected.

Interaction Term Model

The traditional genetic model (e.g., as in [1]) is usually

written as: P = G + E, where the phenotype P is made

up of a genotypic value and an environmental devia-

tion (a residual term) (The mean is either assumed to

be included in G or that P is expressed as a deviation

from the overall mean). This model corresponds to

Fig. 2a, where the effect of the genotype is just to shift

the level by a certain amount, regardless of the envi-

ronment. In this terminology, the genotype by interac-

tion is often simply written as P = G + E + G�E. This

terminology is incorrect and confusing: it doesn’t make

sense to have an interaction with the residual.

The model can be rewritten slightly such that the

phenotypic value of an individual is described as the

sum of the genotypic value, an environmental value,

and a residual:

P ¼ G þ E þ e ð1Þ
The environmental value E could, e.g., be classification

into herds, herd production classes, production sys-

tems or countries. When interaction between genotype

and environment exists an interaction component,

G�E, is added to the equation:

P ¼ G þ E þ G � E þ e ð2Þ
The phenotypic variance (s2P) of the observed pheno-

types (P) can be derived from Eq. 2 as:

s2P ¼ s2G þ s2E þ s2GE þ s2e ð3Þ
assuming all covariances being zero, and that all main

effects are random (Emight normally be considered as

fixed, having only few levels).

If this model is compared to the graphs in Fig. 2, it is

seen that in neither Fig. 2a nor 2b would this model

detect any G�E (correctly so). The phenotype in

Fig. 2b can be exactly described by the sum of the
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genotypic values and an environmental value, which is

the same for all genotypes. However, in both Fig. 2c and

2d, a nonzero G�E term would show up, simply as

a deviation frommain effects model. Whether theG�E

would give rise to re-ranking or not is not directly seen

from the size of the G�E term (s2GE), however.

One would have to add G + E + G�E for each genotype

and check whether there is much re-ranking for the

environments chosen.

From this model, one could define the amount of

G�E as a “heritability” of plasticity as s2GE=s
2
P . This

measure is similar to a heritability in that it is a variance

ratio; however, it is not useful to predict response to

selection for plasticity in the same way as the “additive,”

narrow sense heritability [2, 8–10].

There is no specific limitation to the number of

environments that can be defined in the term E in

Eq. 2, e.g., this type of model has been used to estimate

sire by herd interactions.

Multiple-Trait Model

The second method used to describe G�E is based on

phenotypic values in different environments and

genetic correlations (rg) between these. The phenotypic

expression in the two environments is seen as two

separate traits and rg can be studied to see whether

G�E exists. When rg between the phenotypic values

of the same genotype expressed in different environ-

ments is high, the phenotypic expression is considered

as the same trait in the different environments. In other

words, if rg between the phenotypic expressions of the

trait in two different environments is close to 1, there is

no G�E. When rg is low, the phenotypic expressions in

the different environments are not the same trait and

this is an indication of G�E [1, 11].

The genetic correlation (rg) can be estimated using

a multiple-trait analysis based on grouping herds with

similar production environments to clusters and

treating the observations from the different clusters as

separate traits.

By just considering the genetic correlation between

two environments, the G�E of interest is that type

which gives rise to re-ranking (Fig. 2d). However, one

could also use the estimates of genetic variances

from the multiple-trait analysis to describe the kind

of G�E that only gives rise to a scaling effect (Fig. 2c).

The genetic correlation is not affected by scaling if the

scaling is purely multiplicative.

This method can be used even if the environments

cannot be ordered according to some meaningful

scale. However, if there exists a continuous underlying

scale and the environments chosen are just some repre-

sentations of that scale (e.g., herd production levels:

low, medium, and high), this approach can be modified

to describe, by a covariance function, an infinite num-

ber of separate traits over a continuous gradient. The

covariance function model was developed to model,

e.g., growth trajectories, morphology, and reaction

norms [12, 13]. Briefly, this method is based on apply-

ing a function to the estimated (co)variance compo-

nents from a limited number of traits. Using this

function, one can predict the variance for any environ-

ment (normally within the range studied in the data)

and also covariances between two environments.

Further developments make it possible to estimate the

covariance function directly without first using a MT

approach (review in Gilmour and Thompson [14]).

Reaction Norm Model

When the production environment can be described as

a continuous variable, a third method, called the reac-

tion normmodel, is possible to use [15]. The definition

of the reaction norm (RN) has already been given: the

phenotypic expression of a genotype as a function of

the environment [16].

In population and evolutionary genetics, this

model has often been statistically analyzed using

a fixed regression approach as genotypes have been

placed in the different environments. However, in ani-

mal breeding, predicting breeding values as random

effects is a common practice, and therefore it is natural

to estimate the parameters of the RNs for each geno-

type from a random regression approach [17]. A simple

model based on ordinary polynomials with a fixed set

of regression coefficients (an average RN) and a ran-

dom set for each individual is:

y ¼ mþ
Xnf�1

f¼1

bf x
f þ

Xni�1

i¼0

bimx
i þ e ð4Þ

where x is the environmental value for the phenotypic

value y, m is the overall mean (fixed intercept), bf are
fixed regression coefficients, and bim are random
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regression coefficients for animal (or sire),m: b0m is the

BV for level, b1m is the BV for slope, etc. G�E is defined

by variation in linear and higher terms.

If the (co)variance matrix for the random coeffi-

cients is defined as G (order ni � ni), then the genetic

covariance between environments xj and xk can be

written as x0jGxk , where xj is a column vector with

elements {xij } for i = 0. . .ni-1. For the linear RN, the

vector xj = [1 xj]´. The genetic correlation between

environments j and k is x0jGxk=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x0jGxj x0kGxk

p
and

the genetic variance in each environment is x0jGxj .
These can then be used to describe the re-ranking and

scaling G�E. The heritability in each environment can

be estimated as h2 ¼ x0 jGxj=ðx0jGxj þ s2e Þ, where s2e is
the residual variance from Eq. 4.

Using phenotypic average as environmental scale.

In the ideal situation, the environmental scale is deter-

mined by the researcher, e.g., by subjecting the animal

to various temperature, light, or nutrient conditions,

and the trait measured is some phenotypic character.

Although this situation may occur also in animal

breeding situations, more often the environmental

scale is directly related to the phenotypic values stud-

ied. The simplest example is probably the use of herd

(or herd-year) average milk yield as the environmental

scale when analyzing the phenotype milk yield [18, 19].

The herd average is most likely a combination of

many factors, but it may give a good overall description

of the type of environment the cow is exposed to, and

the herd average is a practically useful description of

the environment. However, the same trait occurs as

both dependent and independent variable. To avoid

a direct relation, the individual’s own phenotypic

value could be excluded from the herd average used

for that individual. But a further problem is that the

phenotypic herd average contains also the genetic com-

ponent of those animals’ phenotypes and is not only

a measure of the environment. If the genetic material is

not used randomly over herds, one would expect some

bias to be introduced. One suggestion is to use an

iterative procedure, either in a repeated REML [20] or

a Gibbs sampling approach [21], in a model where the

fixed regression in Eq. 4 is replaced with a herd effect.

Simply expressed, this effect is estimated, used as the

x-value, estimated again, and so on. It has been shown

that this method gives more unbiased estimates of G

than using the phenotypic herd averages. The latter

approach results in more uncertainty in the x-values,

which gives an underestimation of variance of the

slopes of the reaction norms [21].

Group size. The group size used as basis for the

calculation of the environmental values is also of

importance. Naturally, a large group size is desirable

to get as precise estimate of the environment as possi-

ble. Imprecise values for the x-values in a regression

analysis is expected to lead to lower regression coeffi-

cients, which in this situation means lower variance of

slopes andG�Emay be underestimated [20]. However,

increasing the group size (e.g., using herd average over

several years rather than herd-year average) may also

mean that the same environment is not measured any-

more, leading to the same problem as above. These two

factors must be balanced in a pragmatic way.

Improved environmental scales. There has been

some work on defining environmental scales that are

not directly dependent on the trait analyzed. Climate

and weather conditions (temperature, humidity, rain-

fall), herd-year SD of production, replacement rate,

persistency of lactation curves, calving patterns, and

other measures of management practices have been

studied [22–26]. This work should continue, and factor

or principal component analysis might be of help in

defining few but distinct environmental scales [e.g.,

27]. Improved farm and animal data (e.g., manage-

ment practices, feeding system, and intensity) would

be of great value in this respect.

Heterogeneous residual variance. Inmodel (4), it was

assumed that the residual variance was constant over all

environments. For many traits and environmental

scales, this is not reasonable. For a sire model, it

makes even less sense. By including the random regres-

sion, it is assumed that ¼ of the genetic variance is

dependent on the environment, but the remaining 3⁄4

(included in the residual) are not. A rough description

of the residual variance structure can be found by

saving the residuals from fitting model (4), dividing

them into groups along the environmental scale, and

calculate the residual variance within each group. If this

indicates heterogeneous variance, it should be

accounted for [e.g., 28].

Multiple environmental scales. A given phenotypic

trait may be influenced by several environmental

scales. One can accommodate this by extending

model (4) to:
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y ¼ mþ
Xni�1

i¼1

bix
i þ

Xni�1

i¼0

bimx
i þ

Xnj�1

j¼1

cjmz
i þ e ð5Þ

In a linear reaction norm, there is one intercept, and

one slope for each environmental scale, x and z. The

genetic covariance and correlation between environ-

ments can now be depicted as a function of both

environmental scales, i.e., as three-dimensional graph

[18, 22].

Multiple-trait reaction norms. Reaction norm

models, as other models, can be analyzed for more

than one trait at a time. The G-matrix would then

contain off-diagonal sub-matrices pertaining to the

covariance between the traits, and the diagonal

sub-matrices would have the meaning as before.

As an example, in Fig. 3, the genetic correlation

between the traits protein yield and fertility (days

open) is shown [18]. It can be seen that the genetic

correlation changes with the environment. Note that

traits could share the same environmental scale but also

have specific scales. That a certain trait showsG�Ewith

respect to a certain environmental scale does not mean

that all traits will do so.

Type of reaction norm function. In the example

given, ordinary polynomials were used with the origin

set to the average environment. It is also

recommendable to standardize the environmental

scale(s); this makes (co)variance parameters easier to

interpret. Another common approach is to use Legen-

dre polynomials. These often make convergence easier

than ordinary polynomials. The resulting regression

coefficients are only defined within a predetermined

interval (usually from minimum to maximum envi-

ronmental value, redefined from�1 to +1). This means

that the level is defined in the middle of this interval,

which is not necessarily the average environment. For

other purposes, splines have been successfully used.

Regardless of the approach used, it is vital to describe

exactly what was done, otherwise parameter estimates

may be difficult to interpret.

The shape of the reaction norm and the shape of the

variance function are strongly connected. For a linear

reaction norm, the variance function becomes

s2a þ 2sa;b1x þ s2b1x
2. Because the term in front of the

quadratic term is always positive, the variance curve

will always be concave with an intermediate low point.

In a certain data range, it may be increasing or decreas-

ing as the minimum may be outside the range. How-

ever, it will never have a maximum intermediate point.

This is a rather limiting feature of the linear reaction

norm approach. With higher polynomial terms, the

variance function becomes less constrained. The

covariance function or character process approaches

in a way work in the other direction and estimate the

shape of the covariance function first. The shape of that

function could be an indicator of what shape the reac-

tion norms should be allowed to have. In most appli-

cations, only linear RNs have been found; however,

there are exceptions where also higher-order RNs

have been found [29–31].

Scaling can give re-ranking. It can be shown that

even if there is only the scaling type of G�E for the

traits, there can be re-ranking in the total merit index.

A simple example is given in Fig. 4. Therefore, scaling

G�E should not be considered irrelevant until the total

evaluation has been done [32]; however, generally re-

ranking G�E for traits is expected to be much more

important.

The indication of G�E is that there is variation in

the coefficients of the reaction norms. For linear reac-

tion norms, this means that there is variation in the

slopes. This definition would pick up plasticity of the

kind shown in Fig. 2c–d. As for the interaction term
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Animal Genetic in Environment Interaction. Figure 3

Genetic correlation between protein production and

fertility (days open) in dairy cattle, in relation to

environmental conditions (Data from Kolmodin et al. [22])
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model, this variation does not directly tell us howmuch

re-ranking there is: in order to find out, one could

calculate the predicted performance in various envi-

ronments and get the correlation (or rank correlation)

between these values.

Genetic Heterogeneity of Residual Variation

The discussion so far has been related to macro-

environmental sensitivity, i.e. the reaction of genotypes

to large and known changes in the environment. How-

ever, as already mentioned, there is always unknown

microenvironmental variation, variation that cannot

be adjusted away or analyzed with any of the above

methods, because it is not associated with any known

factor. If there is genetic variation in how animals react

to this variation, then there is genetic heterogeneity of

residual variation (GHRV).

There are several different models possible to ana-

lyze GHRV, well summarized in Mulder [33]. The sim-

plest additive model draws the residual not from

a distribution with a constant variance but where

it also depends on an additive breeding value, Av.

Thus, each individual has two breeding values, one

(usual) breeding value for the mean (Am) and one for

the residual variance (Av) [34]. One perhaps slight

drawback with this model is that Av is drawn from

a normal distribution, and the sum of the average

residual variance and Av could become negative. The

exponential model overcomes this problem: here the

residual distribution is an exponential function of both

the average residual variance and Av, thus ensuring

positive values [35]. Yet another option is to envision

the microenvironmental sensitivity to be a special case

of the reaction norm model, assuming an unknown

environmental x-variable.

Selection for decreased heterogeneity is of interest

for traits where large variation is undesirable. This

might be true for, e.g., carcass traits where uniformity

is favorable for the slaughtering process, but in general

for traits with an intermediate optimum. When the

mean performance is close to the optimum, more of

the selection pressure will move toward reducing the

residual variance [36]. Selecting for reduced residual

variation might also be a way to select for more robust

animals, animals that can cope with unknown changes

in the environment [33]. It would also be interesting to

study the relationship between macro- and microenvi-

ronmental sensitivity.

Consequences for Breeding Programs

The first obvious consequence of re-ranking G�E

(Fig. 2d) is of course that if you select individuals to

become parents based on information from one environ-

ment and plan to use them in another environment, you

have partially selected the wrong animals. One example

of this could be a nucleus herd with very good environ-

ment but where the production animals are used under

less optimal commercial conditions. The equally obvious

solution is to include information from the production

environment into the genetic evaluation. Mulder and

Bijma [37] showed that the loss in genetic gain (com-

pared with if there was no G�E) was lowest when

progenies of males were tested in the production envi-

ronment, and that this systemwas better than testing of

sibs in that environment, and both systems were supe-

rior to testing only in the selection environment.

Another question is whether two breeding programs

should cooperate even if their breeding goals differ to

a certain extent. This could apply to two countries or to

different production systems, e.g., organic and conven-

tional production. It has been shown that long-term

cooperation was beneficial if the correlation between

breeding goals were higher than 0.8–0.9.However, initial

cooperation was beneficial even when the correlation

was as low as 0.4–0.6, but after some generations,
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Breeding values for two individuals for two traits and total

merit index (TMI) in two environments. There is scaling

G�E for both traits, but re-ranking G�E for the total merit

index (TMI = 1 � trait 1 + 3 � trait 2)
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the two populations had diverged somuch that selection

was practiced only within population. Furthermore,

small breeding programs benefited from long-term

cooperation at values of genetic correlation also below

0.8 [38]. It was also shown that for dairy cattle breeding

programs, the genetic correlation had to be lower than

0.6 before it was beneficial to run two separate breeding

programs rather than progeny testing bulls in both

environments. If the selection intensity was high, the

genetic correlation increased to 0.7–0.8, below which

separate programs were optimal. Again, for a small pop-

ulation (e.g., organic or niche production), the genetic

correlation had to be even lower before two programs

were optimal [39].

So, in summary, it seems that even if there isG�E, it

is beneficial to cooperate and use information from

other environments, unless the G�E is extremely

large. This is not the same as ignoring the existence of

G�E, rather it is to acknowledge its existence as some-

thing natural, and then adapting to that reality.

Future Directions

The trend toward globalization of breeding will empha-

size the importance of G�E. A breeding company that

wants to be successful in a global setting must also take

into account what environment the animal is going to

encounter. This might be even more problematic with

the advent of genomic selection because it requires ref-

erence populations with phenotypic observations from

the appropriate environments, if G�E exists. And, in

a global setting, there is no doubt that G�E exists to

a large extent, e.g., between the industrialized produc-

tion systems in Europe or USA and systems in tropical

environments in Africa. Because an increase in produc-

tion efficiency in developing countries is both a key

factor in poverty alleviation and to decrease the eco-

logical footprint, it is important that genetic improve-

ment is aimed at the appropriate traits expressed in the

appropriate environments.
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Glossary

Additive genetic variance is usually the largest part of

genetic variation in the quantitative trait and is due

to average effects of genes. The change in mean

caused by selection is proportional to the additive

genetic variance.

BLUP is a short name for Best Linear Unbiased Pre-

diction. It is now a norm in estimating breeding

values within populations. It uses information on

all kind of relatives and corrects the data for differ-

ences in production environment.

Breeding value of an individual is the expected

value of its progeny relative to the population

mean.

Candidate gene is a possible mutation underlying

the mapped QTL. A positional candidate is a

gene located in the same region as a mapped

QTL. A biological candidate for a QTL is a gene

which has a function related to the quantitative

trait.

Effective population size (Ne) is the number of indi-

viduals that with random mating result in the same

rate of inbreeding as the population itself.

Genetic marker is a specific detectable sequence of

DNAwith a know location in the genome.
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Heterosis Is the extent to which the performance of

crossbred animals is better than the mean of two

parental populations.

Infinitesimal model assumes the genetic variation of a

quantitative trait is due to infinitely many unlinked

genes each with an infinitesimally small additive

effect, so that selection produces negligible changes

in gene frequency and variance at each locus.

Linkage disequilibrium is a non-random association

of alleles across loci. Recombination between loci

will gradually reduce the associations, more slowly

the closer the loci are to each other. Adjacent

markers with correlated allele frequencies could be

used for mapping and selection.

Marker-assisted selection is selection on a quantita-

tive trait where also the information on associated

markers is used as a selection criterion. Gene-

assisted selection is a special case where the marker

is at the major gene causing the variation.

Mixed model equations are providing a method to

simultaneously solve the predicted breeding values

(random effects) for animals and estimate the

fixed effects due to differences in production

environment.

Morgan is the unit for a map distance in the genome.

Quantitative trait locus (QTL) A short genomic

region with a large effect on a quantitative trait.

Single nucleotide polymorphism (SNP) is variation

caused by a mutation at a single nucleotide.
Definition of the Subject

Animal breeding is a major contributor to the vast

improvements in animal production over decades.

The main tool in breeding operations is selection;

now, more and more attention is also paid to the

amount and nature of genetic variation. It is on these

topics that the chapter is built on. It starts from the

fundamental methods in determining the genetic value

of animals. The normal distribution and linear

methods stemming from the concept of large number

of loci with tiny effects causing variation are the base

line. For quite some time, there have been observations

on major loci causing deviation in linear prediction of

genetic values. There is a part introducing methods to

get around such cases and turning them advantageous
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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by directly utilizing the variation mediated by major

loci. The longest section is on introducing molecular

genetic tools to find areas in the genome harboring

such major loci and to further characterize the actual

underlying genes. The most recent development in

DNA technology is the availability of high throughput

analysis of individual genomes with tens of thousands

of signposts or markers. Without knowing the causal

factors, the extensive marker panels can dissect the

variation for named markers and recompose the piece-

wise information for prediction and selection for indi-

viduals with respective marker information. Thus,

with a sufficiently large number of genotyped and

phenotyped animals, selection decisions can be made

immediately after birth and very speedy genetic pro-

gress is achieved. The same marker panels could be

used to have a detailed picture on the state of genetic

variation in a population and genome areas causing

heterosis in crosses between populations. The theory

of animal breeding is thoroughly introduced and

discussed in many books, for example those by Fal-

coner and Mackay [1] and Lynch and Walsh [22]. The

recent developments in the utilization of DNAmarkers

in characterizing the variation is well covered in the

textbook by Weller [2].
Introduction: From Infinitesimal Model to

Major Genes

Animal breeding has been very successful in improving

production efficiency through utilizing genetic varia-

tion between animals. Most of the economic traits are

measurable and require own type of approach in ana-

lyzing the genetic variation, that is, quantitative genet-

ics. Quantitative genetics theory provides a statistical

description of the genetic and environmental variation

affecting a particular measurement in a random breed-

ing population as it is at the moment and allows some

short-term predictions of the response to selection. In

essence, the additive genetic variance and its related

concept, heritability (h2), give a coherent framework

into which observations on individuals and popula-

tion, such as the effect of selection or the similarity

between relatives, can be fitted.

When there is additive gene action across loci and

random mating, the contributions from different loci

will be independent, so that their sum will become
asymptotically normal as the number of loci increases

(while each locus has an infinitesimally small effect).

This is referred to as an infinitesimal model. Also, the

joint distribution of parent and offspring – or of any

related individuals – will be approximately normal when

the number of loci is large. Therefore, linear methods

could be used for prediction. Animal breeding data

is typically influenced by many nongenetic factors.

The Best Linear Unbiased Prediction (BLUP), due to

Henderson [3], has been developed to simultaneously

handle both fixed (environmental) and random (mainly

genetic) effects in a mixed model. In symbols, denoting

individual performance record by y, production envi-

ronment effects by b and individual animal’s genetic

value by u, there is an equation for the genetic value of

the ijth animal (with known sire and dam and n prog-

eny of varying genetic value up with known mates)

bi þ 1þ 2k þ 1=2knð Þuij � k usire þ udamð Þ
þ

X
progeny

1=2umate � up
� �

k ¼ yij
ð1Þ

where k = (1� h2)/h2. The conventional breeding value

estimation model for a large number of animals would

contain the observation vector y explained by u of

random additive genetic effects and e of random resid-

ual effects simultaneously correcting for the fixed envi-

ronmental effects b. The fixed effects and random

genetic effects are connected to observations with the

incidence matrices X and Z, respectively, and y = Xb +

Zu + e. The genetic values are made of additive effects

within and between loci, dominance deviations due to

interaction within loci, and epistatic deviations due to

interaction between loci. The covariance matrix of

additive genetic effects can be expressed with the addi-

tive relationship matrix (A) as As2a. For solving the

mixed model equations, one needs A�1 which is actually

easier to form than the matrix itself [4]. From the

inverse elements, one can extract equations like (1).

Indeed, an approximate BLUP based on the consider-

ation of a chosen set of close relatives gives satisfactory

accuracy in comparing different selection schemes [5].

Matings between relatives cause inbreeding

(increased probability for homozygosity) and inbreed-

ing depression in loci with segregating recessive alleles

with undesirable effects. In order to improve the

genetic evaluation, the mixed model equations should
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also include dominance effects, although the inverse of

the joint covariance matrix of additive and dominance

effects is very challenging under inbreeding [6]. It is

indeed the inbred populations where the influence of

dominance is more pronounced, or the crosses of

inbred animals recovering from inbreeding depression

or showing heterosis.
Selection at the Locus Level

All the concepts of quantitative variation can be

expressed at the gene level [1], and therefore it is

possible to describe how selection is altering allele

frequencies of any locus causing variation in the quan-

titative trait. The genetic variance is made of contribu-

tion from individual loci. The change in mean or

response to selection is proportional to the additive

genetic variance. Hence, the contribution of any locus

(or several loci) to the genetic progress under selection

will be in proportion to its (their) contribution to the

overall additive genetic variance. If a locus contributes

10% of the genetic variance, it will explain the same

10% of the total response to selection. Modifying the

illustration in Alan Robertson’s unpublished lecture

notes at the University of Edinburgh, assume that in

a dairy cattle population, there is an additively acting

biallelic locus where the difference in average milk yield

between two homozygotes is 2a = 400 kg. Further

suppose that the two alleles have the same allele fre-

quency of 0.5. If the selection lifts the mean milk yield

by 500 kg, how much has the frequency (x) of the allele

with increasing effect changed at the locus. Before

selection, the locus contributes to the additive genetic

variance by ½ x (1 � x) (2a)2 = 20,000. The total

genetic variance is – say – 250,000, so that the current

locus controls 8% of the total variance and will there-

fore be responsible for a selection change of 40 kg. This

kind of change could be caused by a change 0.1 in allele

frequency so that after selection the allele frequency in

the progeny generation is 0.6.

The relationship between individual loci and selec-

tion response could be described yet another way. The

population must respond to selection with an increase

in the frequency of those alleles which increase the trait

value. The population genetic theory says that the

change in gene frequency caused by selection is ½ s x

(1 � x) where s is the selective advantage of one
homozygote over the other. The aim is to find in the

quantitative genetic context the selective advantage of

the desirable homozygote compared to the other

homozygote after imposing a certain selection intensity

(i) for a measured trait. Or to know what is the rela-

tionship between a genetic effect on the quantitative

trait and the consequent selective advantage caused by

the selection on the trait. Falconer and Mackay [1] are

showing that there is a linear relationship between

the two so that s = i 2a/sp where sp is the phenotypic
standard deviation, so the change in the popula-

tion mean is equal to 2a times the change in allele

frequency = 2 i a2x ð1� xÞ=sp. Since 2 a2x ð1� xÞ is

the additive genetic variance due to the locus, the

response produced by a change in allele frequency at

the locus is proportional to the additive genetic variance

caused by the locus. Summing over all loci to compute

the total response yields again the classical formula for

the selection response DG ¼ i s2a =sp.
Regarding the example and writing sp ¼ 1000

(assuming h2 = 0.25), if the selection response of

500 kg had taken place in just one generation, it

would have to be caused by an intensity i = 2. The

expected change of frequency at the studied locus then

equals 1=2 i 2ax ð1� xÞ=sp= 0.1. The example has been

on a simple additive locus. The same exercise could be

done for dominance – or even for epistasis – considering

the average effect of allele substitution on the mean of

individuals within the population and the effect of small

changes of allele frequency on the population mean.
Major Genes

Genes with smaller effects may have their gene frequen-

cies altered less by selection. Highly selected

populations might therefore be expected to be segre-

gating for loci with smaller effects on a selected trait

compared to those with no previous history of selec-

tion. For loci with a tiny effect on the characteristic,

directional changes of gene frequency due to selection

will be low and changes will occur mostly by chance,

depending on the number of parents used each

generation.

Loci with very large effects on the trait will have

their frequencies changed much more by selection.

Since their contribution to the genetic variance

depends on the allele frequency, the genetic variance
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will also change. The immediate effect will depend on

the starting frequencies in the population. When the

allele effects are large, it is necessary to include also

second-order terms of a=sp for the allele frequency

change (e.g., [7]) and the respective response would

have a quadratic terms of phenotypic values (or selec-

tion intensity). These effects would be more pro-

nounced when there are dominance effects between

the alleles. In case of carrying selection in one sex

only, for example, if the variance is due to a locus

with complete dominance and x = 0.9 and a=sp ¼ :5,

the response upward is going to be overestimated with

linear prediction by up to 31% and 21%, when the

proportion selected is 10% and 20%, respectively [8].

Also the mixed model equations would work less effi-

ciently when the variation is caused by a small number

of loci [9].

Over the decades, there have been findings on

major genes segregating in farm animal populations:

the halothane gene mutation causing stress syndrome

and leanness in pigs [10], dwarf affecting body size in

chicken [11], double muscling in beef cattle [12],

booroola lifting prolificacy in sheep [13]. There is

clear evidence that the contributions from the loci

affecting the quantitative variation are vastly unequal,

there being a small number of major loci and a larger

number of minor loci. Such an understanding has

generated research on developing tools to utilize

major genes and to detect them with new available

mapping tools made available by molecular genetics.
Improvement Schemes Utilizing Major Genes

The previous discussion shows that segregating major

genes may bias the linear prediction of response in

selection. On the other hand, a direct selection on

a gene with large effect should give higher overall

gains in a selection scheme. If one is able to type the

different genotypes at the major locus, it is possible to

carry out gene-assisted selection. Until recently, this has

not been possible and selection has been based on

marker loci close to the actual gene, therefore the

term “marker-assisted selection” (MAS). Earlier the

markers were typed by utilizing protein variants, now

the markers are solely based on DNA polymorphism.

While conventional selection is favoring desirable

alleles in an indirect way, it should be beneficial to have
a tool which can influence the allele frequencies in

a much more direct way. The ordinary selection with

intensity i would change the mean by i h sa. Denoting
the variance due to the major locus with s2M and its size

relative to the total additive genetic variance as R, it is

possible to assess the advantages of exploiting the

marker information in selection.

Lande and Thompson [14] used the selection index

methodology in investigating the influence of gene or

marker-assisted selection. The selection can be based

both on phenotype (P) and marker genotype (M). First

step is to compute the selection weights b1 and b2 in the

index

b1 phenotype þ b2 marker genotype ¼ b1P þ b2M

This could be used to generate equations for the

covariance of the index with P and M (the genotypic

value of the trait is denoted with G).

b1 cov P; Pð Þ þ b2 cov M ; Pð Þ ¼ cov G; Pð Þ

b1cov P;Mð Þ þ b2cov M ;Mð Þ ¼ cov G;Mð Þ
where covðP; PÞ ¼ s2p; covðG; PÞ ¼ s2a ; covðP;MÞ ¼
covðG;MÞ¼ covðM ;MÞ ¼ s2M : The weights in the

selection index are b1 ¼ h2ð1� RÞ=ð1� Rh2Þ and

b2 ¼ ð1� h2Þ=ð1� Rh2Þ. The correlation between the

index and genotypic value is approximately

h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ R=h2

p
. In conclusion, the marker information

would be useful, when R is high or when amajor part of

the variation is due the QTL and when the heritability

of the trait is low (Fig. 1). Therefore, the selection of

low heritability traits such as longevity traits (fertility

or disease resistance) would benefit if useful genes or

linked markers could be detected.

There are traits which are expressed only in one sex.

The use of markers would be useful for such traits.

Dairy cattle breeding is a good example: markers

would allow pre-selection of bulls on milk traits

which would mean savings in progeny testing. Selec-

tion could be carried out as early as the embryo stage,

resulting even higher reductions in generation interval.

Genes or markers are also beneficial for traits that

are difficult to improve under traditional selection.

Good examples on such are carcass traits that require

slaughtering before they can be measured. Meat pH,

tenderness, and color are typical carcass traits. Traits

that are available late in life, like longevity and lifetime
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fecundity, would benefit fromMAS. The measurement

and data collection of some traits, for example, disease

resistance, is very expensive and therefore there is much

interest in finding major genes for them.

In general, MAS has advantage over conventional

selection for alleles that are initially rare and for alleles

that are recessive. It is customary to think that the

variation in a quantitative trait is caused by a large

number of nongenetic factors. However, the marker

genotype would be accurately known without environ-

mental noise.

The consideration of gene or marker-assisted selec-

tion could therefore include the following points: diffi-

culties of collecting performance records, heritability of

the trait, proportion of variance explained by the major

gene, and the availability of performance in the life
cycle. Methods and applications of MAS are compre-

hensively reviewed by Dekkers [15].

The marker-assisted selection has also drawbacks.

The direct selection on a gene would be efficient only

for a short time. The desirable allele would quickly

become common and new beneficial alleles should be

found or new potential markers should be searched for

useful segregation. If the selection is not directly on the

gene, it is possible that the recombination between

the used marker and QTL would gradually weaken the

association. The use of markers would even be harmful

if the association is not properly validated and effi-

ciency of selection reduced compared to conventional

selection.

There are also consequences for the overall genetic

variation. The larger the effect of the QTL is, the

faster it is fixed by selection and the more it will also

reduce the variation in the surrounding genome area

(e.g., [16]). An accelerated increase in the marker allele

frequency may be accompanied by very unbalanced use

of family lines. This is increasing the risks for the

reduction of variance and enrichment of harmful

recessives.
Introgression from Other Populations

Many local breeds carry interesting genetic variants

that are considered beneficial to be introduced to

a commercial main stream breed. The former is termed

as a donor breed and the latter one as a recipient breed.

The operation is usually done by an introgression pro-

gram. It consists of forming an initial cross between the

breeds followed by repeated backcrosses to the recipi-

ent one to recover the economically important

genome. The target gene is maintained in the backcross

generation through selection of donor gene carriers.

After some generation of backcrossing the program

will finish by a generation of intercrossing to make

the population homozygous for the desired allele.

Genetic markers could be useful in introgression

programs in two ways [17]. First, markers can be used

to select individuals at each backcross generation which

are heterozygous for the desired allele or homozygous

in the last generation of intercross (foreground selec-

tion). Secondly, markers can be used to enhance the

recovery of the recipient genome (background

selection).
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The introgression strategy is a popular genetic

improvement method in plants, while there are still

very few applications in domestic animals. An example

is the naked neck gene in chicken which reduces plum-

age in chicken and makes animals more tolerant to

heat. It was introgressed from low body weight land-

race chickens into a commercial meat-type Cornish

chicken [18].

Most of the economic traits in farm animals are

complex ones with polygenic variation. One of the

most promising cases of introgressing exotic germ-

plasm to commercial production populations has

been the impact made on western pig production by

the Taihu breeds of the Shanghai area (China). The

background for the interest and the results have been

reviewed by Knap and Neeteson [19]. Some of these pig

breeds (Meishan and Jiaxing) were imported into

France, the UK, and the USA in the 1980s. The interest

is in reproductive traits: low age at puberty, high ovu-

lation rate and embryo survival resulting in high litter

size, and high teat numbers. The disadvantage is in

high body fat levels and slow growth rates.

Several commercial breeding organizations in

France, UK and Canada have invested in the introgres-

sion of Jiaxing and particularly Meishan pigs into

their dam lines. This was accompanied by studies

into the trade-off between improved fertility and

reduced leanness (e.g., [20]). These suggested that the

feasible way to commercially exploit these genotypes

would be to have commercial sows with 12.5% Taihu

genes [21].

While the fertility is improved, as a compromise,

leanness is reduced in Taihu-based genotypes, which is

a serious obstacle toward large-scale commercial

exploitation, although persistent genetic improvement

in the latter trait obviously would solve the problem.

A complicating factor here is that a few years after the

Taihu imports, large data bodies and improved statis-

tical methods allowed for a faster genetic change of

reproductive traits in pigs, while genetic improvement

of leanness continued at the same rate as before.

Western commercialization of the Taihu breeds

has been successful so that almost 100,000 Taihu-

based parent gilts are currently sold per year in Europe

and North America. It represents less than 1.5% of the

total market volume. A good working example on

successful introgression of exotic genotypes into
advanced animal breeding program is still missing for

a polygenic trait.

QTL Mapping

Markers and Linkage Maps

Better understanding and utilization of major genes

would benefit from the location of genes or genome

areas responsible for the variation in quantitative traits.

The prerequisite for this is to have a reasonable skeleton

of the genome sites to survey and locate the findings.

The genome is made of chromosomes. There are two

homologues of each chromosome in a typically diploid

animal genome. One homologue is originating from

sire (paternal chromosome) and the other one from

dam (maternal chromosome). The alleles at the loci on

the paternal (maternal) chromosome tend to be

inherited together or they are said to be linked. The

genome is full of variable sites which could be used as

markers to construct a detailed map of locations for

further work. The closer the markers are to each other,

the more likely they are inherited together or the tighter

is the linkage between them or the rarer are the

recombinants between them. The distant markers are

on the other hand showing independent segregation.

Physically, recombination is seen as a crossing over of

chromosome strands. The chromosomes could be

termed as linkage groups.

The linkage is measured as recombination fre-

quency (c) or the proportion of recombinant ones

among all the gametes. If markers are very far from

each other, they may be several crossing-overs between

them. When the loci are freely combining, the number

of recombinant and nonrecombinant gametes is

equal and c = 0.5. The map distance is expressed in

Morgans (M) with its hundredth being cM (centimor-

gan). A low recombination frequency 1% corresponds

to 1 cM. For longer distances, the possibility of several

crossing-overs should be considered, as, for example,

two crossing-overs between distant markers would

often result in nonrecombinants of themarker pair itself.

The detection of linkage or computing map dis-

tances would require variable sites and use of hetero-

zygotes. Ideal markers for mapping are the

(codominant) loci with alleles not showing dominance

(or recessivity). Linkage could be demonstrated with

different mating options. For example, there can be
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double heterozygote M1 N1=M2 N2 mated with

a double homozygote M1 N1=M1N1, in which case

the offspring numbers in different genotype classes

would give a straightforwardmeasure for linkage. Inbred

lines are homozygous for all loci and the first generation

cross F1 heterozygous, respectively. When F1 animals

are crossed with one of the parental lines, the resulting

backcross animals would give direct estimates on

recombination frequencies. Using inbred

line terminology, the mating is called double backcross.

Although there are often heterozygotes available,

only a limited number of cases are informative on

possible recombinants and determining the amount

of linkage. There are five different cases with respective

information content.

M1 N1 M1 N1
M1 N1
� M1 N1

M1 N1 � M1 N1
Not informative

Not informative
M2 N1 M1 N1

M1 N1 � M1 N1
 Informative (double backcross)
M2 N2 M1 N1

M1 N1 � M1 N1
 Informative (single intercross)
M2 N2 M2 N1

M1 N1 � M1 N1
 Informative (double intercross)
M2 N2 M2 N2
From the last mating type, there are nine different

progeny classes with respective expected numbers

according to the recombination frequency.

Before a marker is used, its suitability is assessed

studying the allele frequencies (xi). So far it is obvious

that homozygous parents are of no use and among the

progeny of heterozygous parents only the homozygotes

(or for multiple alleles, the heterozygotes M1/no M2 or

M2/no M1) would signal which allele of the parent has

been transmitted to the progeny. So the quality of the

marker is based on polymorphism information content

(PIC), which is the probability of identifying which

homologue of a given parent was transmitted to

a given offspring, the other parent being genotyped as

well, or in other words, probability that the parent is

heterozygous � probability that the offspring is infor-

mative. Summing over alleles, the PIC for a multiallelic

marker would be 1�P
x2i � 2

PP
i<j x

2
i x

2
j :

Mapping Function

In order to fill the linkage map with markers and genes,

there is a need to have a good measure for the map

distance. As there can be several crossing-overs between
distant markers, recombination frequency as such is

not an appropriate measure. If there are markers M,

N, and O (with respective recombination frequencies

cMN, cMO and cNO) and crossing-overs in the adja-

cent genome regions would be independent, then

the recombination frequency cMO ¼ cMN þ cNO�
2 cMNcNO . In other words, the recombination frequen-

cies are additive only if they are small enough so that the

product term could be ignored. A map distance is

required that would give the total number of

crossovers between even very distant markers. The mea-

sure should be additive so that the number of crossovers

between M and O is the number of crossovers in the

interval M–N plus those in the interval N–O.

The probability of no crossovers is e�l (from the

Poisson distribution) and the probability of at least one

recombinant gamete is c = ½(1 � e�l). The latter is

true, because for each crossover event only one-half of

the gametes will be recombinant types there being only

two of four strands involved in a crossover. The map

distance is then �½ ln(1 � 2c) in Morgans for an

observed recombination rate c. For short chromosome

segments (c < 10%), the map distance equals the

recombination rate, while 50 cM corresponds to

recombination rate 32%. The approach is called

Haldane mapping function and is valid when the cross-

ing-overs across the genome occur independently. If

some degree of interference needs consideration,

Kosambi mapping function should be applied. For

more details, see Lynch and Walsh [22].

The number of chromosomes varies quite much

over the animal species:
Cattle
 Chicken
 Pig
 Sheep
 Carp
 Human
 Mouse
30 39 17 27 52 23 32
When there are so many chromosomes in livestock

species, the average recombination across the genome

is very high. In comparison, the well-known lab organ-

ism Drosophila has only four chromosomes and no

recombination in males.

The genome in mammals is about 3 � 109 b (base)

and 3 M. The chicken genome is only about 1 � 109 b,

while the linkage map is still around 3 M. The well-

known lab organism Drosophila has only 275 cM and

0.13 � 109 b.
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DNA Markers

Ideal markers for mapping purpose should be widely

distributed over the genome. At the same time, it is

important that there are several markers available

within short genomic regions allowing high-resolution

mapping. Good markers should have many alleles, and

with frequencies as equal as possible. The alleles should

be codominant to allow easy detection of heterozy-

gotes. The allele typing should be straightforward

with satisfactory repeatability across analyses. Alleles

should also be stable from generation to generation

with a low mutation rate. The cost of genotyping

could be reduced if the genotyping could be done

simultaneously for many loci and the analysis could

be easily automatized to provide high throughput.

The most common markers are either

microsatellites (based on loci which have a variable

number of repeats of a same short sequence) or single

nucleotide polymorphism (SNP, which is a nucleotide

site in the genome sequence, predominantly biallelic,

but possibly having four alleles with each of the four

nucleotide bases appearing in the same location). Both

these marker types are widely distributed and codom-

inant. Microsatellites are now less popular because

their repeatability is lower and there is a limited num-

ber of them for a high-resolution mapping in a chosen

short region. SNPs have gained popularity and it is

nowadays possible to have very large SNP panels

typed moderately cheaply in a single analysis with

a small microarray chip.

Microsatellites are still used when sufficient infor-

mation is delivered by only few markers (e.g., as

required for parentage testing), and in some applica-

tions, this will offset the relative disadvantage of

throughput in comparison to SNP markers.

From Segregation Analysis to Use of Markers

Since the genes affecting quantitative genetic variation

are behaving like genes with classical discrete geno-

types, there have been attempts to characterize them.

If in the population there is segregation at a major locus

mediating quantitative trait variation, alleles with very

large effect and extreme frequency could be causing

a skewed phenotypic distribution. Even if allele classes

are equally common, the distribution may have several

peaks. The consequences due to major gene can be
studied with segregation analysis (e.g., [23]). Segrega-

tion analysis is full of factors which are hard to be

itemized and tested as the effect of several major

genes, extreme allele frequencies and dominance gene

action produce similar distribution patterns and are

therefore hard to separate. Segregation analysis is his-

torically important and would still be used for provid-

ing preliminary understanding about the inheritance

pattern, especially for human familial diseases.

If one wants to demonstrate the existence of amajor

gene, it is better to anchor the analysis of distribution

features to a known locus with visible genotype classes,

and hope that the locus is a useful marker to demon-

strate the existence of a linked major gene. Thereby, the

analysis could be narrowed down to investigating one

gene (or marker) at the time (Fig. 2). The statistical

model could include the location of the gene, the effect

size, dominance, and frequency of the alleles. Only the

availability of marker loci supporting the localization

was for a long time restricting the possibility for such

a work.

It was half a decade ago when the blood group

alleles became immunologically identifiable and possi-

ble signposts for analyzing quantitative genetic varia-

tion in farm animals. These markers were followed by

electrophoretically (molecule size and electric charge)

detected protein. The number of markers was still very

low and even their rough location was not known.

Enthusiastic researchers were facing frustrating results

in hunting major genes, although the possibilities and

optimum designs for analyzing quantitative traits were

clearly envisaged by some groups (e.g., [24]).

The research chances improved a lot when molec-

ular genetic techniques opened completely new kind of

possibilities for mapping. With a lot of markers avail-

able all around the genome, it was soon rather reward-

ing to detect regions responsible for the variation. Also

a new term, QTL or quantitative trait locus, for such

genomic regions was coined.
QTL Mapping from Crosses of Inbred Lines

Inbred lines would be ideal resource populations for

QTL mapping. They are homozygous for most of the

genome, including, hopefully, the used marker locus

and putative QTL, in which case the crossbred F1 pop-

ulation would be heterozygous at both the loci. In other
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Two chicken lines differing in body weight and plumage color are fixed for a marker allele (M1 orM2). The lines are crossed

to follow the possible co-segregation of the traits and also of the marker locus in the F2 animals where all possible

combinations of phenotypic classes and marker alleles are appearing. The animals are grouped by the genotypes M1M1,

M1M2, and M2M2. The M1M1 animals are the heaviest, while the M2M2 ones are the lightest with the M1M2 ones being

intermediate. This would suggest that the marker is close to a QTL related to body weight. However, the plumage color

which is also showing a simple pattern of inheritance, is segregating independently as the color types occur with equal

frequencies in the different weight classes
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words in the F1 generation, there is a very high corre-

lation of allele frequencies across the loci, or using

population genetic terms, the linkage disequilibrium

between the marker and possible QTL is maximized.

Linkage disequilibrium is reduced over generations as

recombination is gradually breaking the associations.

However, very little of linkage disequilibriumwill be lost

within short map distances in producing backcross and

F2 generation. Starting from inbred lines, it is easy to

follow the variation in the marker loci and the allele

phases across marker and QTLwould remain the same

over further generations. While the use of line crosses is

enhancing marker variation, it is also beneficial to

choose lines that are phenotypically very divergent.

Such a starting point would increase the chances of

finding QTL.

Assume there are parent lines (P1 and P2) homozy-

gous for marker locus (two allelesM1 andM2) and QTL
(B and b). The crossed generations are mixtures of

distributions with respect to the marker genotypes.

The line differences could be associated with the

marker classes using alternative crossing designs.

Then the expected distribution and contrasts for the

marker genotypes between the lines are
Expected distribution among marker
genotype classes

M M M M M M Contrasted
1 1
 1 2
 2 2
classes

M M –M M
Backcross with P1

Backcross with P
½
 ½

½

1 1 1 2

M M –M M
2

F
 ½
½

¼

1 2 2 2

M1M1–M2M2
2
 ¼

M1M1–M1M2

M1M2–M2M2
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The efficiency of associating the computed pheno-

typic differences with the marker variation depends on

how closely the analyzed single marker is to a gene affect-

ing the variation. The F2 generation (produced by

intercrossing F1 animals) is better than the backcrosses

(crossing F1 with one of the parent lines) as it is possible

to estimate also the dominance effect via comparing the

heterozygote class with the homozygote ones.
Random Breeding Populations

Typically, farm animals are forming a random breed-

ing population. Such a population has many limita-

tions for successful QTL mapping. The available

phenotypes are within a relatively narrow range of

variation and would generate much smaller class dif-

ferences than in crosses from diverse inbred lines. The

markers would also show less systematic polymor-

phism than crossbred populations, since in a large

random breeding population the linkage disequilib-

rium is expected to be very low over moderate map

distances. In that situation, the only chance to findQTL

is to have a detectable marker at the gene itself or its

immediate neighborhood. Still, some families or parent

individuals may be useful for mapping studies as by

chance they have marker and QTL variation phased

in a useful manner. Although there is no linkage dis-

equilibrium at the population level, there may be

partial disequilibrium within families depending on

the recombination rate. Such a linkage disequilibrium

could be exploited in QTL screening. Assume sires

that are heterozygous for the marker (M1M2) and

have large progeny group of half-sibs with phenotype

and marker genotype data. The data could be modeled

for an analysis of variance around the average level m
as performance record = m + marker genotype +

residual.

Using the notation above, at the QTL locus the

separation of two homozygotes is 2a, the frequency

of B allele in the population is x and the recombina-

tion rate between the marker and QTL is c. The

analysis could be extended to include dominance by

allowing the heterozygotes to deviate from the mean

of the two homozygotes by da (d = 1 dominant, d = 0

additive, d = �1 recessive gene action with the inter-

mediate values indicating partial dominance or

recessivity).
Therefore the frequency of different progeny types

would be across heterozygous sires with different QTL

allele configuration as follows:

QTL genotype in progeny
BB Bb bb
0
 (1 + d)a
 2a
M allele
 from sire
Sire
genotype

M B/M B
1

1 2

M b/M b
x

0

1 � x

x

0

1 � x
1 2

M B/M b
 (1� c)x
 (1� c)(1� x) + cx
 c(1 � x)
1 2

M b/M B
 cx
 c(1� x) + (1� c)x
 (1� c)(1� x)
1 2
M allele
 from sire
2

x 1 � x 0
M1B/M2B

M b/M b
 0
 x
 1 � x
1 2

M B/M b
 cx
 c(1� x) + (1� c)x
 (1� c)(1� x)
1 2

M b/M B
 (1� c)x
 (1� c)(1� x) + cx
 c(1 � x)
1 2
From these frequencies, one can compute for dif-

ferent progeny groups across the population:
Sire
genotype
The expected phenotypic difference
between M1 and M2 progeny
M B/M B 0
1 2

M b/M b
 0
1 2

M B/M b
 (1 � 2c)[1 + (1 � 2x)d]a
1 2

M b/M B
 �(1 � 2c)[1 + (1 � 2x)d]a
1 2
Hence, the difference between subgroups disap-

pears when recombination between the marker and

QTL is 0.5 (or when the marker is very far from

QTL). In general, it is not possible to separate the effect

and location, for example, QTL which is 25 cM away

from the marker would have an estimate like with the

marker with half of the effect locating exactly at the

QTL position. On the other hand, the frequency and

dominance action will also affect the estimation and

obviously the detection of rare recessives is very hard.

When at the population level there is no linkage

disequilibrium, the occurrence of informative haplo-

types in progeny depends on the allele frequencies at

the marker and QTL. The heterozygous siresM1M2 are
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investigated for the difference in performance between

M1/no-M2 andM2/no-M1 progeny classes. In principle,

the analysis should pool the results across sires to

improve the power of the analysis. However, there are

sires (like M1 B/M2 B, M1 b/M2 b) where the marker

genotype contrast is zero. In some cases, the difference

is positive (M1 B/M2 b) and in other cases negative

(M1 b/M2 B). Therefore, the analysis is carried out

within sires. Thereby, it is possible to include all the

possible existing gametes (and alleles) with different

combinations of marker and QTL alleles, and at the

same time eliminate the spurious association caused by

between sire variation [24, 25].
Interval Mapping

When the QTL screening is done marker by marker

over the genome, the available information is utilized

in a suboptimal way, and, for example, the effect and

location of QTL cannot be separated. On the other

hand, when there are many markers, some of them

may by chance give a statistically significant result at

the chosen risk level. If the significance threshold is 5%,

then five out of hundred analyzed map positions may

give a “significant” result. This could be taken into

account by having a more stringent rejection criterion

and have for testing each individual marker a statistical

significance level of 1/(no. markers) times what it

would be if only one hypothesis were tested (so called

Bonferroni correction). When there are several (linked)

markers available on the same chromosome, one

should consider utilizing all the markers jointly and

screen the whole chromosome interval by interval for

existing of QTL.

Assume that the QTL is at the marker locus or in its

immediate neighborhood. Therefore, it is possible to

ignore how the recombination may reduce the estimate

on the effect. When several linkedmarkers are used, the

localization part could be sharpened by the adjacent

markers and subsequently, the estimation of QTL effect

would receive better attention. Such an approach is

called interval mapping. It was first developed for ana-

lyzing inbred lines [26].

Suppose there are now twomarkersM andN to test

a case where B locus affecting the quantitative trait

variation is assumed to be in the interval between

them. Further, the alleles at B recombine with the alleles
of M at the rate c1 and with N with c2. If the parental

lines P1 and P2 are homozygous M1 B N1/M1 B N1 and

M2 b N2/M2 b N2, respectively, then in the backcross to

P2 the expected progeny mean computed with respect

to inheritance probabilities at the B locus is

probðBÞ � effect of B alleleþ probðbÞ
� effect of b allele ¼ effect of b alleleþ probðBÞ
� effect of B allele� effect of b alleleð Þ
In terms of different combinations of M and N

alleles in the backcross progeny, the probability for

them having B allele from F1 parent is (recalling that

the recombination rate c between M and N can be

expressed as c1 + c2 � 2 c1 c2)

M1N1 1� c1c2= 1� cð Þ
M1N2 1� c1ð Þc2=c ð2Þ
M2N1 1� 1� c1ð Þc2=c
M2N2 c1c2= 1� cð Þ
The prob (B) varies across the different positions

between M and N. Different map positions could be

converted to recombination rates in finding the map

positions and allele effects that best explain the obser-

vations. The estimation could be done with computing

the regression [27] at several positions between M and

N with the model: performance record = intercept +

regr coeff � prob (B) + residual. The regression coeffi-

cient is an estimate of the average effect of allele sub-

stitution at (biallelic) QTL. This is illustrated in Fig. 3.

Like for any regression analysis, fitting the regression

could be assessed with F test at different positions of the

interval. If there are more markers along the studied

chromosome, the analysis could be repeated over all the

possible intervals.

When there is a reasonable coverage of the genome

with interval mapping, the analysis is screening the

whole genome for QTL. The same type of QTL analysis

could be carried out for F2 cross animals. In that

case also the dominance deviations could be estimated

for QTL.

In farm animals, the closest to an inbred line is

a breed. The first major genome scan utilizing breed

differences was reported in the mid-1990s in pigs from

a cross between the Large White breed and the wild

boar [29]. Large QTL effects were found influencing
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Animal Molecular Genetics from Major Genes to Genomics. Figure 3

QTL interval mapping via regression for backcross setting. The backcross (BC) population is produced by crossing

phenotypically diverse “light” and “dark” parental lines (P1 and P2). The light line animals of P1 have a higher phenotype.

The BC population is genotyped with a marker panel covering the shown genomic region at regular intervals of 20 cM.

Markers are represented by shaded bars. The BC population is formed by crossing F1 animals with the P2 animals. When all

the transmitted P2 markers are black, the BC animals are illustrated with the chromosomes from F1 parents, with possible

recombinants. Marker intervals are considered one by one for the presence of QTL. The probability that individual has

received the “light” QTL allele from F1 parent is computed (values in the brackets between the markers) and used as an

explanatory variable to compute the regression of phenotypic value on it. The regression coefficient provides an estimate

of the allele substitution effect. The QTL is in the first bracket and leads to higher regression coefficient than in the last (5th)

bracket, far away from the QTL, both examples shown on the right. The illustration is modified from Georges [28]
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both growth and fatness. After that study, several

genome scans have been developed involving the com-

mercial and exotic breeds.

In randombred populations, there is less regularity in

many respects and the interval analysis should be
preceded by the examination of allele phases across adja-

cent markers in heterozygous (say M1/M2N1/N2) sires.

The phase determination would require a large

genotyped half-sib family from the sire. The non-

informative heterozygous progeny M1/M2 cannot be
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automatically used for the analysis but the considered

interval should be extended until an informative locus

in the progeny is found. If the sire chromosome phases

over the markers are M1N1/M2N2 and there is

a progeny that has inherited the combination M1N1

(and assuming that the QTL allele B is on the same

chromosome withM1 and N1), the progeny has B allele

with probability 1 � c1 c2/(1 � c). The other probabil-

ities could be derived and would resemble the ones

listed for the backcross case above at (2).

The interval analysis is again performed within

a family. The power of the analysis could be improved

(or residual variation reduced) by analyzing several

families and pooling the results at the end. The statis-

tical model for progeny mean is therefore average level

+ sirei + regr coeffi � prob (B) + residual. The sum of

squares due to the regression is then obtained by pooling

the sum of squares due to regression across sires as∑ SS-

regri/number of sires. The degrees of freedom in the F

test for the residual variation are the total number of

observations minus twice the number of sires. The anal-

ysis is repeated at several positions, say at cM intervals,

betweenM andN and further across other intervals. The

highest value for the test parameter is indicating the

likely position for QTL with the regression coefficient

itself giving the substitution effect. The first genome-

wide screening for QTLwas done in the outbred half-sib

design for dairy cattle by Georges et al. [30].
Design of QTL Mapping Studies

It is important to understand what would be an opti-

mal design and number of observations (n) for QTL

mapping studies. First consider the regression with

a single marker for a crossbred population (or single

family). The explanatory variable (prob) is made of

probabilities for the inherited QTL allele. For simplic-

ity, there are so many observations (>50) that one can

formulate the test for the regression coefficient as regr.

coeff./its standard error = regr coeff/ s2e=SSprob
� �1=2

=ffiffiffi
n

p
sprob regr. coeff.=se In other words, the test

parameter depends on the number of observations,

variation range of explanatory variable, size of QTL

effect and residual variationðseÞ.
Considering the type I error rate a and test power

1 � b, then in terms of the respective standardized

variates (z) of normal distribution, the number of
observations required to detect a QTL with an effect

a/s can be deduced from (z1�a + z1�b )
2/(sprob a/s)

2.

For the 5% risk and power 90% with the effect sizes

0.1 0.4 0.7 1.0
the required number of animals (with observation and

marker genotype) in a backcross is

4,202 262 85 42
Compared to backcross, the explanatory variable

would double its variation in F2 and therefore the F2
cross would have twice the efficiency given the same

number of genotyped individuals. So far it is assumed

that in the single marker analysis, the marker is at QTL

itself. When this is not so and the recombination

between marker and QTL is c, then with the same

criteria the number of genotyped individuals should

be 1/(1� 2 c)2 times higher (for more details see [31]).

In conclusion, a cross between divergent lines is

very powerful to detect QTL because the statistical

power is high and a reasonable number (200–300) of

animals is sufficient to detect a major gene. Experimen-

tal cross is also a useful approach for QTL screening as

the production could be controlled in a small scale

study and uncommon traits (disease resistance and

quality traits) can be monitored. However, in farm

animals, uniform lines are not common and rarely

inbred enough to fully exploit the crossbreeding advan-

tages. It is also very costly to maintain such lines or find

facilities for generating and maintaining experimental

crosses.

The random bred populations should be analyzed

pooling within family results across families. When

there are several groups in the analysis, the testing

should follow the framework for the analysis of vari-

ance (F ratio). The test is improved with a large number

of progeny. When there are s sires, the family size

requirement could be computed from F2s2e s=S SSprob.

On the other hand, the more sires there are, the

higher are the chances of finding a family with a segre-

gating QTL.

With the half-sib design, the number of genotyped

animals could be reduced by moving from daughter

design to granddaughter design [32]. Instead of

genotyping daughters for markers, the progeny tested
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sons of the sires are now typed and their evaluation

results are used in the analysis. Thereby the number of

genotypings can be kept reasonable and the accurate

genetic value of sons reduces the residual variation and

thereby increases the power of analysis. The sons are

genotyped for markers that are heterozygous in their

sire. The analysis for a single marker is carried out

within sires with the model: progeny test result value

of son j from sire i = m + sirei + son’s genotypeij +

residual.

With a given number of genotypings the test would

be more powerful than the daughter design. When

there are 200 daughters per sire versus 200 sons per

sire and 100 daughters per son, one can compare the

test power (risk 5%) with different effect sizes for

daughter/granddaughter design.
Number of
sires/paternal
grandsires
 No. genotypings
 a/s =.1
 a/s =.3
5 1,000 3/48 50/97
10
 2,000
 5/73
 76/99
20
 4,000
 7/95
 95/99
In order to reach the power of granddaughter

design, the daughter design would need large progeny

groups which – in terms of collecting DNA samples and

carrying out genotypings – are workwise almost

impossible.

For the interval mapping, both the variance of the

explanatory variable and residual would be reduced

while in general the aim should be to push down the

residual variation as low as possible while keeping

a wide range of alternatives for the explanatory vari-

able. If only animals with extreme phenotypes are

genotyped, the latter could be increased and the effi-

ciency enhanced. Ultimately, genotyping only the very

highest and lowest phenotypes, the variance of the

explanatory variable is increased, and in the best situ-

ation the analysis would have only the extreme homo-

zygotes for QTL. It is important to notice that the

selective genotyping should be done within families

to make sure that the selection is targeted on the QTL

instead of the general genetic background. Selective

genotyping has its drawbacks, as it would focus on

a single trait at a time.
Genes Underlying QTL

In farm animals, the QTL mapping has been very

popular since the microsatellites and later SNPs

became available as mapping markers. Depending on

the species, two designs have been used: crosses mainly

in pigs and chicken and half-sib families in dairy cattle.

The QTL investigations have been carried out with

marker sets of 100–300 microsatellites covering the

whole genome. This would correspond to a marker

density of some 10–30 cM. QTL mapping in farm

animals has been very prolific as it has been possible

to have sufficiently large experiments or population

samples to yield an adequate statistical power for QTL

detection. Until today, thousands of QTL for numerous

traits have been reported (see http://www.

animalgenome.org/QTLdb/).
Year
Number of QTL (number of traits in brackets)

Cattle Pigs Chicken
2006 630 (89) 1,287 (246) 657 (112)
2011
 4,682 (376)
 6,344 (593)
 2,451 (248)
Fine Mapping

A successful marker-assisted selection requires that the

applied marker is at the QTL itself or very close to it.

Otherwise there is a need to resort to linked markers

which may differ across families, depending on how

they are showing linkage disequilibrium with the

targeted QTL. There are other reasons for the interest

to find the underlying genes, as the general aim is to

understand more about their function and utilize them

in further studies and applications. It is hard to resist

the temptation of trying to find the genes, the allelic

variants within them, the allelic effects and frequencies,

co-effects with the alleles of other loci, and effects on

other traits. Moreover, the never-ending curiosity

drives research to distinguish coding areas and regula-

tory elements (e.g., [33]). In a typical QTL study, it

is possible to locate a QTL only within a fairly wide

region of a chromosome. A region of 10–30 cM

may still contain 100–300 genes which is making diffi-

cult to identify and characterize the responsible

mutations [28].

http://www.animalgenome.org/QTLdb/
http://www.animalgenome.org/QTLdb/
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There are several factors that affect fine mapping.

An obvious criterion is highmarker density. The design

consideration showed how the sample size of animals

contributes substantially to the mapping resolution. As

high as 5,000 individuals are required to increase the

resolution down to 5 cM in crossbreeding designs.

Therefore, it is necessary to think about ways to pro-

duce new recombinants. It is easier with experimental

laboratory strains serving as model organisms where

with a short generation turnover it is possible to have

intercross populations F3, F4, F5, . . . In that context, by

generation t the confidence interval for the QTL loca-

tion is reduced to 1/t of the F2 one given the same

number of animals per generation [31]. In farm ani-

mals, such operations would be money and time con-

suming and practically unfeasible.

It is easy to produce a large number of markers for

an interesting QTL area and find the markers with the

best association with QTL alleles. Usually, combining

individual marker variation over the area and assessing

the association between haplotypes and QTL alleles

may be more fruitful than analyzing single markers
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The decay of linkage disequilibrium over generations for diffe

is noticeable that with a recombination rate 1% it takes some
one by one [34]. In farm animals, the density of observ-

able recombinants could be increased by exploiting

historical recombination events in comparing the

same genomic region within population or even across

breeds (Fig. 4). Many breeds are originating from

a small number of founders or have experienced bot-

tlenecks alternating with periods of population growth.

These events affect sampling of haplotypes and thereby

cause linkage disequilibrium which can be used in fine

mapping QTL regions. Linkage disequilibrium extends

over longer genome stretches in young populations

which hampers localizing causal mutations. In modern

dairy breeds, linkage disequilibrium is seen as long

haplotype blocks [35]. The older haplotypes shared

by breeds can be exploited in high-resolution mapping.

In a QTL analysis one is following the transmittance

of the variants over a chromosome section and com-

puting probabilities for assumed QTL in the marker

bracket. The more detailed variation within the chro-

mosome interval is ignored and further it is assumed

that the variants of the interval are unrelated. The

intervals could be filled with more markers, especially
50 75 100
rations

c = 0.001

0.01

Figure 4

rent values of recombination rate (c) between loci. It

80 generations to halve very high linkage disequilibrium
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around the found QTL, to classify the relationships

between the interval variants given the linkage disequi-

librium.When there is evidence for a QTL from linkage

analysis and from linkage disequilibrium around the

putative QTL position, the linkage and linkage disequi-

librium analysis could be combined [36]. The analysis

would eliminate QTL effects from distant regions of the

chromosome and other chromosomes because they do

not appear as linked QTL. Therefore, the combined

analysis would produce a clearer signal for the QTL

position compared to the two separate analyses [37].

Such a combined linkage and linkage disequilibrium

approach has been successfully exploited in cattle to

map QTL within less than 1 cM [38].

The discussion above shows how important it is to

eliminate the spurious associations due to linked genes

or other genetic background. One approach is to use

transmission disequilibrium test or TDT [39]. This

compares the effect of the two alternative types of

gametes from a common parent. For example, a sire

heterozygous for a studied marker (or a putative gene)

may have a large progeny group allowing a test to find

how regular the difference is between progeny

inheriting the alternative alleles. Such an analysis is

extended over sires by treating them fixed.
Few Examples on Causal Mutations

The characterization of mutations underlying QTL is

very hard in any species, and it is not too surprising that

there are only few validated examples on such muta-

tions in domestic animals. The work has usually started

from a genome-wide screening for QTL and then

proceeded to find genetic and functional support for

possible causative mutations.

Many independent QTL mapping studies in dairy

cattle have shown that there is QTL for milk traits on

chromosome 14. After lots of effort and international

collaboration it has been shown that the associations

could be explained by the DGAT1 gene that is coding

acyl-coenzyme A: diacylglycerol acyltransferase. The

enzyme is known to catalyze the last step in the triglyc-

eride synthesis and amissense mutation (K232A) influ-

ences milk fat content in cattle (e.g., [40]). The fine

mapping and gene identification took some 7 years.

The second example is from pigs. A single-

nucleotide substitution of IGF2 (insulin-like growth
factor 2) is a causal gene behind a major QTL for

growth [41]. This is a regulatory mutation. It has

been present in four different breeds selected for lean

growth and a major reason for the successful detection

is the finding of an ancestral haplotype that differs only

by one nucleotide substitution from the mutant hap-

lotype [42].

Another example is a single nucleotide substitution

in the myostatin gene (MSTN) causing increased mus-

cle mass in Texel sheep [43]. This mutation creates

a new target site for two microRNAs expressed in

muscle which leads to down regulation of MSTN

transcripts.

The findings have a clear message: farm animal

populations have a high haplotype diversity allowing

successful genetics research to locate genes underlying

QTL irrespective of the mode of action. The examples

show that the molecular nature of a QTL can be as

simple as a missense mutation in a coding sequence or

a single nucleotide substitution in noncoding DNA. It

is also impressive how in farm animals the genes

behind the found QTL are regulatory mutations. The

regulatory factors are much more challenging in show-

ing the effect on gene function than mutation changing

the protein sequence and structure.

There are others reported but in many cases more

work is needed to demonstrate their effect in indepen-

dent samples. The number of actual genes in the QTL

seems very low so far but is comparable with the mod-

est findings in man and mice where the work volume is

more substantial. One obvious reason for a small num-

ber is the poor resolution in QTL mapping experi-

ments. The confidence interval for a QTL is at best

very wide and may contain hundreds of genes. Another

reason is that many QTL will not have such a simple

explanation as the examples described above. Some

QTL will be due to several mutations present in one

or many genes. Such QTL may break up into several

linked loci for the fine mapping. Mutations in noncod-

ing DNA make their detection and functional charac-

terization also very difficult (see [28, 42] for more

discussion).
Candidate Gene Approach

In the characterization of genetic factors, there are

basically two types of approaches. The linkage studies
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are aiming to locate genomic regions or QTL that are

important sources of variation, or biological knowl-

edge is used to deduce the genes most likely responsible

for the variation. The examples above are indicating

that studies to identify positional candidate genes

have a rather limited success. It is not therefore surpris-

ing that many researchers have restricted their studies

to investigate the role of biologically deduced candidate

genes in explaining the variation in the available

data. This approach is much more economical, on the

other hand there is very little new knowledge to be

discovered as the analysis only spotlights the chosen

gene or genes. Sometimes, the studies have switched to

candidate approach after the linkage approach has

failed or included candidate genes as a marginal part

of wider analysis not originally designed to explore

individual genes. The research angle is naturally highly

subjective in choosing candidates from numerous

promising ones.

The report on functional candidates should provide

full details why the particular genes were chosen, where

the genotyped group of animals is originating, what

kind of marker set was used to eliminate the other

associated effects in the genome, etc. For any gene,

the combined data on its vicinity should be used to

convince others about hitting the true gene in the face

of too much interfering information from dozen other

genes. A good design in such studies should be aiming

at balanced genotype frequencies. If a gene is picked up

because of ease of genotyping, the only hope is to have

much luck to hold marker variants that are in linkage

disequilibrium with the alleles causing a trait deviation.

There is also the trick of having a “significant” result

surface from the data by permuting several genes and

traits (see [44, 45]).

It is a common problem that candidate genes are not

providing consistent evidence when exposed to valida-

tion in subsequent generations of the same population

or more importantly, in other populations. The most

beautiful investigations are finalized by functional

mutation studies (knock-out or in) or complementa-

tion tests in a modeled mouse experiment, practically

impossible in livestock species. One way to improve the

analysis is to define a trait more explicitly. For example,

calving interval could be itemized to several sub-traits,

which in turn may prove to be more rewarding objects

for QTL analysis. Likewise with the markers, instead of
associating gene variants, it is now possibly to go a level

deeper and excavate the respective gene expression

patterns. The difficulties are not over when it comes

to deciding which tissues and which developmental

stage would provide appropriate samples for expres-

sion studies and how to plan a comparable and uni-

form production environment for such studies. The

expression profiles are obviously an outcome influenced

by several factors and their interactions are ever so hard

to interpret (for more discussion, see [28]).

The complex traits in medical studies have experi-

enced similar disappointing conclusion, and there are

hardly any major genes manifesting the familial multi-

factor diseases. Researchers have voiced this by talking

about missing explanations for the observed genetic

variation or heritability [46]. In quantitative genetics,

it is more andmore obvious that the variation is simply

caused by lots of genes with tiny effects and variants

that are not appearing among the prior candidates

[47].With the rapid growth of high throughput marker

typing and re-sequencing, there is now a possibility

with very large population samples and concerted

actions to detect reliable associations even for the

small effects [48]. Different techniques, such as detailed

mapping and functional studies, could be combined

[49]. What remains is the requirement for large bodies

of data, as has always been in analyzing genetic varia-

tion for animal breeding purposes.
Genomic Revolution

The very fast development of molecular genetic tech-

niques has resulted in exploitation of the existing

nucleotide diversity. The genome sequence is available

for chicken [50] and cattle [51]. The sequences of the

whole genome in pig and sheep are still on the way. The

sequence information is indicating that a typical ani-

mal genome has almost endless amount of potential

variable sites. Several descriptive measures are used to

summarize polymorphisms of DNA sequences. Under

a neutral model, the expected level of diversity can be

deduced from the generation of new alleles by muta-

tions and from the elimination of alleles by drift (which

is inversely proportional to effective population size),

that is, 4 Ne � mutation rate. For comparison, in

a human population two randomly chosen individuals

differ at �1 in 1,000 nucleotides (1 SNP per kilo base).
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The genetic diversity of mankind is low compared to

other (older) species. In cattle and sheep the mean

nucleotide diversity is 2–2.5 SNPs per kilo base [52],

whilst for chicken the estimate is 4–5.5 [53]. With

modern DNA chip technology up to hundreds of thou-

sands of loci across the genome could be used to geno-

type animals with a reasonable cost. These possibilities

have opened up completely new kind of possibilities to

understand and utilize the genetic variation.

MAS with More Markers

When there are several markers available, the mixed

model equations for breeding value estimation could

be extended to accommodate several markers with

a vector of QTL effects. Using the previously intro-

duced notation (Fig. 5), the use of several markers is

with matrix presentation y = Xb + Za + Qq + e, where

Q is the incidence matrix for q [54]. Var (q) = G s2q
where s2q is the variance due to QTL andG is the matrix
y = Xb + Zu + e

y = Xb + Zu + Qq + e

y = Xb + Mg + e

conventional selection
additive genetic values

marker assisted selection

genomic selection

u (polygenic) additive effects
q QTL effects
g marker effects
e residual

b fixed non-genetic factors

incidence matrices for

X fixed effects      
Z additive effects
Q QTL effects
M marker effects

Animal Molecular Genetics from Major Genes to

Genomics. Figure 5

The mixed model methodology is a flexible tool to

accommodate the models ranging from simple breeding

value prediction with polygenic model to QTL effects

associated with known markers. The effects of genome-

wide marker sets are computed through a straightforward

summation over the genome. X, Z, Q, and M are the

incidence matrices linking the observations to respective

effects
of probabilities for QTL alleles being identical by

descent. These probabilities can be computed from

the pedigree, marker, and linkage map information.

So far QTL mapping has produced fewer useful genes

or markers for MAS than was anticipated when the

QTL screening work started. The found QTL are con-

tributing much less to the variation than would be

satisfactory for a successful use of MAS, as its efficiency

is affected by the proportion of variation due to amajor

locus [55]. Much caution should be also taken in MAS,

as most of the found QTL have an overestimated effect

(so-called Beavis effect). The availability of vast

amounts of SNP markers should improve both these

aspects: a dense marker panel covering the whole

genome would be able to wrap all the genetic variation

and avoid the problems of few overemphasized

markers.

From MAS to Genomic Genetic Values

For the future practical application in estimating the

genetic values, the most promising approach seems

to be simultaneous utilization of a vast number of

markers over the entire genome [56]. The map density

is so high that the recombination between markers and

QTL can be ignored. With a genome-wide set of

markers, the estimate of individual’s genetic value or

genomic estimated breeding value is obtained by esti-

mating effects associated with the markers from ani-

mals with both the phenotype and marker genotype

information and summing the marker effects for

recently genotyped animals available for selection.

With genome-wide marker panel one can hopefully

catch most of the genetic variation and produce

a more attractive way to exploit markers.

The process of predicting the breeding values utiliz-

ing genomic information could be described in three

steps:

1. Use a genome-wide marker panel to genotype ani-

mals. It is now a norm to use densely mapped SNPs

as markers. The SNP variation is seen as two alleles

(potentially with four). When the marker panel is

very dense and genome-wide and each marker is

wrapping the genetic variation for a measured trait

in its neighborhood, the whole panel is covering all

the genetic variation. With additive gene action the

biallelic marker is assumed to have a substitution



145Animal Molecular Genetics from Major Genes to Genomics
effect. As the whole genome is covered with the

dense map, the effects of the n SNP loci would

sum the genetic value of the animal.

2. Estimate the effects of each marker locus. The

model for the phenotype of animal i is yi ¼Pn
j¼1

mijgj þ ei where mij (2, 1 and 0) is representing

the marker genotypes in the ith animal, gj is half of

the substitution effect at the marker locus for the

quantitative trait and e is the residual. The pheno-

type and genotype data could therefore be used to

estimate the marker effects (ignoring all the

nongenetic factors) with the model in matrix nota-

tion y =M g + e. The new method could be seen as

part of the development in mixed model method-

ology (Fig. 5). The first two steps are carried out in

a sufficiently large reference population with infor-

mation on both marker genotypes and trait

phenotypes.

3. The genomic breeding value could be computed for

genotyped selection candidates by summing the

estimated effects over the markers.

There are several options how the equations could

be solved. Treating the marker effects as random, it is

customary to assume that their variance is constant

over the genome or that there are few loci with large

effects with the majority having small effects. In addi-

tion, there are options for the distribution of the effects.

The case of normally distributed effects with constant

variance is interesting because the breeding value pre-

dictions would be equivalent with BLUP where the

pedigree-based relationship matrix A is replaced by

a relationship matrix estimated from the marker infor-

mation [57]. The latter is also called genomic relation-

ship matrix and is technically MM’. The genomic

information has also been successfully used to incor-

porate the realized relationships into the Amatrix used

in BLUP [58].

It is the Bayesian methods that are able to cope with

situations where an allowance for graduated effects of

markers is made. This is beneficial as the QTL screening

works is clearly showing that there are genomic regions

having relatively large effects. Many distributions have

been tried: a case where most markers have a small

effect and very few a large effect, alternatively assuming

0 for several markers and nonzero for few markers.
These were studied in the original paper [56] and the

former approach is known as BayesA and the latter one

as BayesB.Meuwissen and Goddard [36] also presented

an alternative where the variances of marker effects are

sampled from a mixture of two distributions allowing

the variation in the effect size across markers. Simple

methods are possibly favored so far, as pure Bayesian

approaches would require more computing time.

Related to this, the rapidly increasing number of

markers – hundreds of thousands – and availability of

sequence data and larger number of genotyped animals

would also challenge the computing capacities.

The accuracy of genomic breeding values depends of

course on the number of records and proportion of

genetic variation or heritability h2. Small effective

population size is generating linkage disequilibrium.

Related to linkage disequilibrium, the genome contains

regions of reduced haplotype diversity, termed haplo-

type blocks [59], separated by blocks of higher diver-

sity. Within such blocks the frequencies of marker

alleles may be highly correlated across loci. The genome

blocking sets limits to the estimation even if the marker

density is very high. The number of independent seg-

ments for a chromosome of length L (in Morgans) is

2 Ne L/ln(4Ne L) [57]. So, a chromosome of 1M has

some 33 independent segments and the whole genome

of 30 such chromosomes would have 1,000 indepen-

dent segments. If the effective population size is small,

increasing more markers would not improve the accu-

racy or resolution in explaining the genetic variation

and the best one can do in that situation, is increasing

the number of animals in the analysis [57, 60]. In

conclusion, the accuracy of genomic breeding values

would depend on the number of animals in the refer-

ence population, the heritability of the trait, the marker

density, the number of independent genome segments

(or effective population size) and the total length of the

genome.

With best linear unbiased prediction and Bayesian

method, the accuracy of predicting genetic values for

offspring of the recorded animals has been shown to be

of the order 0.7–0.8 [56], comparable to that of the

progeny test. The genomic selection method was

presented in 2001 and did not receive much attention,

as at that time the required coverage of the whole

genome with markers was not feasible, at least in

terms of costs. When the high throughput genotyping
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of SNPs with microarrays became available and

Schaeffer [61] pointed out the remarkable returns and

savings that the genomic selection could produce in

dairy cattle breeding, the breeding companies rushed

out to exploit the tool with unparalleled enthusiasm.

He compared genomic selection with conventional

progeny testing and assumed that there were marker

effects available with accuracy 0.75 to select bulls and

bull dams. As much less bulls would be kept after

genomic “pre-selection,” the cost of the marker-based

improvement would be only 10% of the traditional

one. Another radical feature of genomic selection, is

the sufficiently reliable evaluation of young animals

which would reduce the generation interval drastically,

for example, in the bull–bull path from 6 years down to

less than 2 years. When it takes 5–7 years to have the

progeny test result for a dairy bull, the genomic genetic

value is available at birth. Putting the slightly lower

accuracy and shortened generation interval together,

the annual genetic change is predicted to be doubled.

Much of the work on assessing the advantages of

genomic selection has been done by simulation. The

reliabilities of genomic breeding values could be

assessed by dividing the real data into two parts, usually

over birth date and compare how the predictions based

on older animals compare with the estimates obtained

for the more recent ones with all the data. VanRaden

et al. [62] concluded that the reliability is proportional

to the size of the reference population while the incre-

ments in marker density had a smaller impact. They

were implying that a reference population of few thou-

sand progeny tested bulls is required to arrive at

a satisfactory accuracy of genomic breeding values.

Only the Holstein breed has such numbers and even

there the breeding companies would need collaborative

efforts across countries for reaching a sufficient num-

ber of accurately known sires.

Breeds with smaller populations (and progeny

tested bulls) could in principle resort to the marker

effects estimated in a large population. If the marker

density is very high, genomic breeding values estimated

in one breed may support the estimation in the other

breed [63]. They may be some common linkage dis-

equilibrium within a short distance across the breeds

otherwise recombination has broken associations since

the divergence. Selection and drift have also changed

the genotype frequencies over time.
Management of Variation

Very intensively selected populations may suffer from

losing variation or, in a more extreme case, from

inbreeding depression and appearance of recessives

defects. This is due to the reduced number of selected

parents to generate the breeding bulls. The risk for

inbreeding and drift is expressed with effective popula-

tion size or rate of inbreeding (ΔF = 1/(2Ne)). The safe

areas for these would be over 50 and less than 1%,

respectively (e.g., [64]). In dairy cattle, the awareness

on rate of inbreeding was triggered by the breeding

schemes utilizing multiple ovulation and embryo

transfer (MOET). It was shown that the schemes

could be optimized with respect to genetic progress

and costs, by concentrating the MOET operation on

cows in a nucleus of few hundred cows only. The

apparent small number of parents and larger full-sib

families accompanied by early selection would easily

mean risks for higher rates of inbreeding. This kind of

worries generated lots of research and now the better

understanding about the related risks in selection pro-

grams has resulted in new tools. The most important

aspect is tomaximize the variation in selected groups of

males and females while the formation of mating pairs

is less relevant. Meuwissen [65] has developed so-called

optimum contribution method which yields the guid-

ance in choosing parents and their progeny numbers to

maximize the genetic gain while minimizing the

coancestry. The constraining on the coancestry is

based on the relationship matrix and therefore the

optimum contribution method could be easily inte-

grated with the information needed for BLUP

evaluation.

Genomic breeding values are based on information

on the individuals themselves and are therefore better

than BLUP breeding values which may more often lead

to co-selection of sibs due to family information [66].

So the genomic selection has short-term advantages for

the management of genetic variation. In the long-term

an efficient genomic selection is automatically reducing

variation. The genomic information is on the other

hand giving an accurate estimate on the relationship

between individuals. While the pedigree based matrix

gives the expected relationships, the marker-based

matrix yields the realized relationships. The earlier

work (e.g., [67]) showed that tens or even hundreds
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of markers (e.g., microsatellites), is of limited value in

estimating the relationships and in controlling the rate

of inbreeding. The use of genome-wide SNP panels has

changed the situation and molecular similarities could

be calculated very accurately and used like the genea-

logical information. Just like the relationship matrix in

the BLUP context is improved by the genomic infor-

mation, in the same way the genomic relationship

matrix could enhance the management of variation.

There are only preliminary results [68] which are indi-

cating that high benefits could be anticipated from the

use of genomic relationship matrix in promoting the

sustainable use of genetic variation.
Genetic Correlation

It is a common observation that there is a negative

genetic correlation between production traits and lon-

gevity, made of such traits as disease resistance and

fertility. It is widely accepted that such a correlation is

caused by pleiotropy so that the same genes would have

opposite effects on the two sets of traits. This could be

understood as a consequence of allocating limited met-

abolic resources to competing physiological compart-

ments within an animal. If a genetic correlation

between two traits is positive, it can be thought that

the effects on the two traits are on average influencing

to the same direction. On the other hand, if the major-

ity of effects are of opposite “sign,” a negative correla-

tion would be seen. However, there should be some

variation over the pleiotropic genes in the genome,

there being also some with positive effect on both the

traits. Therefore, selection could be differentiated over

the genome to avoid undesirable effects in longevity

traits while improving the production efficiency. This is

something one is going to learn when multiple trait

analysis are thoroughly investigated with the dense

genome-wide marker information.
Extensions to a Pair of Populations

The introgression of multifactor traits from one popu-

lation to another should enjoy the powerful genomic

tools in making the procedure more precise and

diminishing the compromises of receiving undesirable

sections of the donor genome. Ødegård et al. [69]

showed that genomic selection results in an efficient
introgression of desirable QTL alleles from a donor

line, as the genome of the donor apart from the QTL

could be selected against. Lots of data is obviously

needed for separating the beneficial and unattractive

genome parts in a candidate exotic breed.

Heterosis or hybrid vigor in crosses has been long

observed. Predicting which lines will give good crosses

is a hit and miss affair. Simple dominance is sufficient

to give crossbreds better performance than either par-

ent provided that both parents are fixed for the dom-

inant allele at some locus at which the other parent is

fixed for the recessive one – that is with one parent

being Bc/Bc and the other bC/bC, where B and C are

the dominant alleles.

Several breeding procedures have been suggested

and used in order to make best use of the heterosis,

among them the reciprocal recurrent selection, pro-

posed by Comstock et al. [70] makes the most use of

quantitative genetic principles. The benefits from

crossbreeding are highest with widely deviating allele

frequencies between the breeds. There is a need for

efficient methods with immediate returns to evaluate

the most promising breed crosses jointly with the most

potential mating pairs.

Starting from the results by Smith and Mäki-Tanila

[6], theory and methods to compute genotypic means

and covariances in a two-breed population under dom-

inance inheritance have been presented by Lo et al.

[71]. They showed that the genotypic mean is a linear

function of 5 location parameters and that the geno-

typic covariance between relatives is a linear function of

25 dispersion parameters. These would include the

additive (and the corresponding heritability) and dom-

inance variance in both the purebred populations and

the variation of contributions from the breeds to the F1
individuals. Clearly simpler and more parsimonious

methods are needed.

Genomic research has proven to be a powerful

approach in quantifying the genetic distances between

populations, in revealing history of animal

populations, number and sites for domestication, pop-

ulation expansions and contractions, selection, origin,

and mixing of maternal and paternal lineages (see

[72]). Because heterosis is proportional to the differ-

ences in gene frequencies in the parental lines, it is

possible to make marker-based prediction of hybrid

performance based on genetic distances, despite having
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only indirect estimates of allele frequencies for the

interesting traits via the anonymous markers.

Xu [73] stimulated by the elegance of genomic

selection has extended a Bayesian analysis to the F2
population of inbred lines and has successfully also

estimated the dominance deviations. However, the

cases starting from random breeding populations – in

subdivided population or in crossbred animals, typical

in animal breeding – need research. Toro and Varona

[74] have investigated the use of genomic information

in predicting also dominance effects and the advan-

tages of designing matings to have a full advantage of

the extra component in the evaluation. First of all, the

genomic approach was possible compared to the

overcomplicated polygenic parameterization. Sec-

ondly, the prediction of additive effects had a higher

accuracy. Finally, the immediate response was higher

when dominance effects were estimated, although the

subsequent progress stayed very much the same. If the

cost of genotyping is reasonable, the estimation of

dominance effects could be seen as a new tool in uti-

lizing heterosis in chicken and pig production where

crosses of different lines are a norm.
Research on Beneficial and Harmful Genes

Along the use of genome-wide marker sets in large

reference populations, it is possible to map medium

to large size QTL. This would yield genomic predic-

tions that are stable across families and generations. If

the genes underlying QTL are found, they may be

further studied for the pleiotropic effects on other

traits, dominance effects, interactions with other QTL

(epistasis), or response to environmental changes.

Information derived from such studies will lead to

better models and better predictions and even manage-

ment of phenotypes, which can be used for selection

and production planning.

There are several Mendelian defects identified in

farm animals. Recessive disorders are a problem in

efficient improvement schemes, because healthy car-

riers can spread the disease allele quickly to a large

number of progeny. A good example is BLAD (bovine

leukocyte adhesion deficiency) causing a severe immu-

nodeficiency. The mutation got widely distributed in

the Holstein cattle due to a famous bull few decades

ago. The missense mutation is now identified [75] and
the eradication program has been successful. Charlier

et al. [76] reported fine-scale mapping of five recessive

disorders in cattle using large SNP panel. Between

25,000 and 50,000 SNPs were used in the discovery

populations. Homozygosity mapping is used to detect

mutations that cause disease when both copies are pre-

sent (recessivity). Three disorders were mapped with

a sufficient resolution so that the molecular basis could

be characterized and effective eradication tools were

established and used in mating planning. A prerequisite

for finding recessive disorders is awell-organized record-

ing of defects and diseases in the population. In general,

molecular genetic techniques could be used to develop

diagnostic tests. On the other hand the disorders are

providing animal models to study human diseases.
Future Directions

The conventional prediction methods based on infini-

tesimal model have produced very impressive results in

quantitative traits of animal production. There is, how-

ever, plenty of evidence on the existence of major genes

mediation the variation in such measured traits. For

some time now, it has been possible to map such genes

in the genome using molecular genetic markers. The

accurate localization is needed for estimating the gene

effects and integrating their direct selection into

methods predicting the polygenic effects. There has

been extensive genome screenings for QTL carried

out all the farm animal species, either with crossbreed-

ing or half-sib design. The outcome is thousands of

QTL while the high-resolution localization has yielded

only very few causal mutations underlying the found

QTL. Also the variation contributed by these QTL is far

too low for efficient marker- or gene-assisted selection.

The molecular genetic technology has in the mean time

taken further leaps and now there are available micro-

array chips containing thousands or even hundreds of

thousands of SNPs to allow genomic selection. Geno-

mic selection is in principle genome-wide marker-

assisted selection. As it covers all the genetic variation

in the genome, the estimated of marker effects would

give sufficiently reliable predictions of genetic values

for young animals. Hence, the genetic improvements

programs could be accelerated and high savings could

be done in testing schemes. Genomic information

could be further used for management of genetic
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variation, mating planning utilizing non-additive var-

iation, understanding genetic correlation architecture,

etc. The animal breeding industry has quickly adopted

the new technology and is now widely exploiting the

latest SNP panels in the selection schemes. As a side

product, the systematic genome-wide screening is pick-

ing up harmful and beneficial mutations for further

research and applications. It is very tempting and cer-

tainly very challenging to try to model the variation via

complicated pathways and interactions due to individ-

ual genes and regulatory factors. No doubtmany would

try. Luckily animal breeding research has a long and

flourishing history of sophisticated mathematics and

statistics. Hence, much research will be devoted to the

area. The main test for a new method in animal breed-

ing would consist of questions like: how it is going to

help us in understanding variation, how would it help

to improve prediction of breeding value, what gains are

made in efficiency of selection programs, what kind of

savings could be made in testing, etc. Finally, to have

firm ground in analyses and decision making, there is

a continuous need to have lots of information, both on

the genomes and the measurable traits.
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9. Mäki-Tanila A, Kennedy BW (1986) Mixed model methodology

under genetic models with a small number of additive and

non-additive loci. In: Proceedings of 3rd world congress

on genetics applied to livestock production 12, Lincoln,

pp 443–448

10. Webb AJ, Carden AE, Smith C, Imlah P (1982) Porcine stress

syndrome in pig breeding. In: Proceedings of 2nd world con-

gress on genetics applied to livestock production 5, pp 588–

608

11. Merat P, Ricard FH (1974) Etude d’un Gene de nanisme lié au
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Glossary

Aquaculture Following the definition of the FAO

[1, 2], aquaculture is the farming of aquatic organ-

isms, including fish, molluscs, crustaceans, and

aquatic plants with some sort of intervention in the

rearing process to enhance production, such as reg-

ular stocking, feeding, and protection from preda-

tors. Specifically, marine aquaculture, also called

mariculture, concentrates on aquatic organisms cul-

tivated in brackish or marine environments.

Integrated Coastal Zone Management (ICZM)

A process for the management of the coast using

an integrated approach, regarding all aspects of the

coastal zone, including geographical and political

boundaries, in an attempt to achieve sustainability.

The EU Commission [3] defines ICZM as a

dynamic, multidisciplinary, and iterative process

to promote sustainable management of coastal

zones. It covers the full cycle of information
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
collection, planning (in its broadest sense), decision

making, management, and monitoring of imple-

mentation. ICZM uses the informed participation

and cooperation of all stakeholders to assess the soci-

etal goals in a given coastal area, and to take actions

towards meeting these objectives. ICZM seeks, over

the long term, to balance environmental, economic,

social, cultural, and recreational objectives, all within

the limits set by the natural dynamics.

Mariculture See “aquaculture”.

Offshore aquaculture A culture operation in a fre-

quently hostile open ocean environment exposed

to all kinds of sea states as well as being placed far

off the coast.

Offshore co-management A dynamic partnership

using the capacities and interests of different stake-

holder groups for managing cross-sectoral activities

in cooperation with governmental authorities in

the open sea.

Offshore wind farms A group of wind turbines in the

same confined area used for production of electric

power in the open ocean. Moving off the coast to

the offshore, wind turbines are less obtrusive than

turbines on land, as their apparent size and noise is

mitigated by distance. Since water has less surface

roughness than land (especially in deeper waters),

the average wind speed is usually considerably

higher over the open water. Therefore, the capacity

factors are considerably higher than for onshore

and nearshore locations [4].

Open ocean aquaculture See “Offshore aquaculture”.
Definition of the Subject

“Fisheries have rarely been sustainable.” This statement

by Pauly et al. [5] was based on the recognition that this

lack of sustainability was induced by a serial depletion

of wild stocks worldwide. Causative for this trend is

due to the improved fishing technology, geographical

expansion, and exploitation of previously spurned spe-

cies lower in the food web. In exchange, aquaculture

was often either regarded to bridge the gap between

supply and demand or, in contrast, even to exacerbate

this scenario.

Since the 1970s, aquaculture production has grown

quite rapidly and is by now one of the fastest growing
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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aquatic food production sectors in the world [6].

Besides the rapid development of this sector, the wide-

ranging decline in fisheries yields has been enhanced by

an increase in public demand for aquatic products.With

an annual share of more than 15% of total animal

protein supplies, the production of captured fisheries

and aquaculture plays a significant role in the global

food security [6]. In 2007, approximately 160 million

tons of aquatic organisms were produced worldwide

(Fig. 1). From that, the share of global aquaculture

production amounts to almost 47%, totaling about

60 million tons annually of aquatic organisms [7, 10].

A wide range of aquatic species is raised in various

systems, onshore as well as in the ocean. According to

the FAO [6], approximately 300 different species, rang-

ing from fish to shellfish, crustaceans and algae are

produced in aquaculture systems. Most of these aqua-

culture enterprises are concentrated in well-protected

and therefore favorable inshore water areas [11].

Even probably though over-reporting its aquacul-

ture production [12], the People’s Republic of China

has contributed approximately 70% to the world’s

aquaculture production in 2004. It is nevertheless

debatable, whether this production can compensate
200
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for the global deficiency in aquatic food. In addition,

the intensive traditional aquaculture of carnivorous

species does not automatically relieve pressure on

ocean fisheries [13]. Salmon farming, e.g., requires

large inputs of wild fish as fish oil and fish meal for

the production of fish feed for aquaculture. Hence, the

farming of non-carnivorous species that is not depen-

dent on fishmeal-based feeds is considered a sustainable

way of producing food. However, the global increase in

production originates from herbivorous species. Fur-

ther, the balance between carnivorous and non-carniv-

orous species in aquaculture production is heavily

skewed towards herbivorous species [14].

On top of this issue, an increasing limitation of

favorable coastal sites for the development of modern

aquaculture is evident in various countries, such as

Germany, the Netherlands, Belgium, as well as others

[15]. This spatial limitation is mainly caused by the

lack of protected nearshore areas and by the fact that

regulatory frameworks that assign specific areas for

aquaculture operations are diverse and still emerging.

Further, the utilizations of coastal marine waters are

manifold and quite competitive, such as shipping

(trade or private), recreational activities, extraction or
 aquaculture production
(20-fold)

980
ars

1990 2000 2010

f. Figure 1

ies and aquaculture within the last 55 years (Data source [7],
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disposal of gravel, marine missions, fisheries, maricul-

ture, offshore wind farms, cable and pipelines, estab-

lishment of nature reserves, and other marine

and coastal protected areas. In addition, overlapping

use of coastal habitats adds to the increasing pollution

of coastal waters in various situations and gives rise to

spatial conflicts, thus leaving little room for the expan-

sion of modern coastal aquaculture systems.

This situation in most industrialized countries is

often in contrast to the production progress in devel-

oping countries. Here, the installation of aquaculture

systems benefits from the often weak enforcement of

integrated coastal management schemes, which regu-

late equal access to the coastal resources [16, 17]. Thus,

the rise of aquaculture production has specifically

taken place in developing countries, especially in Asia,

which holds approximately 91.4% of the global pro-

duction share [10, 18, 19]. In contrast, the number of

competing users within offshore regions is relatively

low, thus favoring the offshore environment for further

commercial development, such as offshore wind farm-

ing and open ocean aquaculture. So far, spatial regula-

tions offshore are scarce and clean water can be

expected [20]. Thus, there is an enormous economic

potential for extensive marine aquaculture in offshore

areas.
Introduction

Aquaculture has been increasing dramatically in most

parts of the world and now accounts for more than

47% of the total global seafood supply [7]. Many peo-

ple generally assess aquaculture positively as a potential

alternative to global fishery resources, which are glob-

ally under stress as a result of overfishing. However, it

also raises concerns over pollution, disease transmis-

sion, and other socio-economic impacts. Almost all

efforts to develop marine aquaculture have focused

on state jurisdictional waters of the coastal sea, which

are generally situated within 3 nautical miles off the

shore [21, 22]. With the convergence of environmental

and aesthetic concerns, aquaculture, which is already

competing for space with other more established and

accepted uses, is having an increasingly difficult time

expanding in nearshore waters [23]. Therefore, alter-

native approaches are needed in order to allow the
expansion of the marine aquaculture sector to make

a meaningful and sustainable contribution to the

world’s seafood supply.

The political recognition – on a national as well as

on EU level – that the implementation of integrated

coastal zone management (ICZM) is still fragmentary,

acted as incentive to investigate in more detail how this

could be overcome [e.g., 24]. This lack was recognized

and led to the operation of a EU-Demonstration

Programme on Integrated Coastal Zone Management

from 1996 to 1999. This Programme was designed

around a series of 35 demonstration projects and six

thematic studies. In 2002, based on the experiences and

outputs of the Demonstration Programme, the EU-

Commission adopted a recommendation concerning

the implementation of Integrated Coastal ZoneManage-

ment in Europe (Recommendation of the European

Parliament and of the Council, 2002/413/EC). In

Germany, this generated a call of the Federal Ministry

of Education andResearch to the various federal states to

develop projects that address ICZM on a regional level.

In 2004, the program Coastal Futures [25], which tied

up various administrative and scientific bodies and the

public along the west coast of the State of Schleswig-

Holstein, was granted funding. This program focused

primarily on two issues: [1] to develop the future of the

coast as a living, working, and recreational space for the

local population, and [2] to consider the potential

contribution of coastal resources to the sustainable

development on the national and EU/global level, i.e.,

by providing regenerative energy by wind power. In

order to sustain sufficient open space for future devel-

opment, the idea of combining offshore wind power

generation with other uses, such as aquaculture opera-

tions, emerged [26]. Marine aquaculture is a growing

enterprise in Germany as well as in the whole of

Europe, strongly motivated by the decline of fisheries

production and the search for alternative income

options for rural peripheral coastal regions.

In order to stimulate multifunctional use of

marine space, it was decided to develop a project on

a showcase basis, which deals not only with different

scientific fields but also with private–public partner-

ships and the relevant institutional bodies. In the fol-

lowing, an overview on the current state of research

undertaken within this focus is provided. Offshore
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wind farms will hereby act as a case example for

renewable energy systems in the open ocean.
Offshore Aquaculture – A New Addition to

Marine Resource Use

Farming in the open ocean has been identified as one

potential option for increasing seafood production and

has been a focus of international attention for more

than a decade.Offshore aquaculture or open ocean aqua-

culture are operations in a marine environment fully

exposed to all kinds of oceanographic conditions [27]

as well as located at least 8 nautical miles off the coast

[15] to avoid the many stakeholder conflicts in nearer

coastal areas [28]. The procedures and applied tech-

niques for the cultivation of organisms mainly depend

on the species; their life cycle determines the phases of

cultivation and the location for the grow-out, where

market size will be reached. First trials of cultivation

were based on extensive marine aquaculture, which – in

contrast to intensive aquaculture – is a line of produc-

tion with little impact on the marine environment.

These aquaculture operations are characterized by

(1) a low degree of control (i.e., environmental control,

nutrition, predators, competitors, and disease agents),

(2) low initial costs, (3) low level technology, (4) low-

production efficiency, and (5) high dependence on

local climate and water quality (natural water bodies,

such as bays, ponds, embayments) [29]. Mostly, they

are regarded as a sustainable line of production.

Moving to the open ocean has been considered as

a means for moving away from negative environmental

impacts and negative public perception issues in the

coastal zone. Favorable features for the transfer to open

ocean waters include ample space for expansion and

thus reduced conflicts with other user groups, lower

exposure to human sources of pollution, the potential

to reduce some of the negative environmental impacts

of coastal fish farming, and optimal environmental

conditions for various marine species through the

larger carrying and assimilative capacities. However,

this move should not be seen as an “out of sight, out

of mind” attitude, as open ocean development will also

come under scrutiny by the institutional bodies as well

as by a more and more educated public. It is expected

that, because of economies of scale, the open ocean
farms of tomorrow will be larger than the present

nearshore farms. Therefore, higher levels of waste can

be generated. Even if greater residual effects occur,

deeper waters and lower nutrient baselines are expected

to reduce impacts from open ocean operations through

wider dispersion plumes of nutrients, as compared to

similarly sized nearshore operations. However, there

will be a point when open ocean ecosystems will even-

tually reach their assimilative carrying capacities [30].
Offshore Wind Farms as a Case Example for

Renewable Energy Systems

Wind energy continues to be the world’s most dynam-

ically growing energy source [31]. Drawing on the

example of Germany, the first initiative toward an

economy based on renewable energy resources was set

by the governmental decision in the year 2000 to grad-

ually reduce the use of nuclear energy and to respond to

the gradually diminishing fossil- and nuclear-energy

reserves. Simultaneously, the output of CO2 to the

atmosphere would be reduced in accordance with the

Kyoto protocol as well as the dependence on conven-

tional fossil-energy resources is lowered.

As high and reasonably steady wind speeds are

characteristic in Northern offshore areas, these areas

are prime candidates for renewable energy production

by wind-energy farms. For instance in the North Sea,

a major political incentive exists currently to install

large offshore wind farms [32, 33]. Thus, the emerging

branch of offshore wind farms appears as a new stake-

holder on the list of users [34, 35].

So far, this development has been successful to such

an extent that around 7.2% of the total energy con-

sumption in Germany is covered by this technology. At

the end of 2007, Germany had an installed capacity of

22,247 MW, generated by 19,460 mainly land-based

operating wind turbines [36]. Within Europe, as the

leading market for wind energy with over 57 GW,

Germany thus accounted for 39% in terms of the

total installed capacity and still remains the world’s

leader. However, with the North American market

currently experiencing a strong growth, it is expected

that the US market will soon overtake Germany [37].

At present, 60 project applications for wind farms in

the Exclusive Economic Zone (EEZ) of the German
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Maps indicating all application sites for wind farm projects in Germany. At the top, the North Sea, below the Baltic Sea areas

(Modified after [38])
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North Sea and in the Baltic Sea are in the planning process

stage with the total number of wind turbines per farm

ranging between 80 and 500 [26] (Fig. 2). In November

2001, the Federal Maritime and Hydrographic Agency

(BSH) granted the first approval for the installation of

a pilot offshore wind farm. Since then, a total of 23 wind

farm development projects have been approved in Ger-

man waters, most of them planned seaward of the 12

nautical miles zone [38]. Currently, a larger test farm of

about 12 wind turbines (5 MW class) at the “Borkum

West” site are in operation (Fig. 3) [39]. Experience

gained in this project should give developers practical

knowledge in the construction and operation of off-

shore wind farms at depths (down to 50 m) and at

distances from the shore (up to 50 nautical miles and

more) that are beyond comparison to those anywhere

in the world [31, 33].

In contrast to neighboring European states, the

prospect of moving wind energy developments
a b
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Offshore wind farm Alpha Ventus. (a) Shows the transfer of th

(b) displays the setup of an offshore windmill (REpower MI 06
offshore stagnated in Germany for years mainly due

to a very complex licensing procedure and the high

environmental constraints [33, 40]. A further obstacle

roots in the spatial competition of offshore wind farms

with other utilization of the marine waters in the Ger-

man Bight [41, 42]. However, despite the number of

competing users within offshore regions being lower

compared to coastal areas [43], the quest for spatial

efficiency remains to be a key incentive also for offshore

developments in the future.
Moving Offshore: The Multiple-Use Concept

The plans for the massive expansion of wind farms in

offshore areas of the North Sea triggered the idea

of a combination of wind turbines with installations

for extensive shellfish and macroalgae aquaculture

[15, 26]. Offshore wind farms provide an appropriately

sized area free of shipping traffic as most offshore
f. Figure 3

e windmill tripods to the harbor of Wilhelmshaven and

8 [39])



a

b

Aquaculture and Renewable Energy Systems, Integra-

tion of. Figure 4

Potential multifunctional use of fixed underwater

structures of wind turbines for the operation of

aquaculture facilities: 12 years ago and today (2010).

(a) First drawing ever for the multi-use concept,

including alternative solutions of oyster cages and mussel

collectors attached to longlines in the inner section of

the wind farm or offshore-rings (collar systems) attached

directly to the pylon. The latter system can be submersed

in case of wind-turbine maintenance. (b) Presents

a design of a single mussel plot within a group of four

wind turbines (not to scale) (Modified after [52], Buck

personal drawing)
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wind farms are designed as restricted-access areas

due to hazard mitigation concerns. Concurrently, the

infrastructure for regular service support is readily

available, and hence such sites provide an ideal oppor-

tunity for devising and implementing a multiple-use

concept [42, 44]. However, in contrast to coastal

inshore areas where beaches and their adjacent near-

shore zones act as buffers to absorb wave energy, off-

shore regions are high-energy environments, fully

exposed to waves, weather, and currents. Numerous

studies have demonstrated that waves can reach

remarkable heights (up to 10 m) in the offshore areas

of the North Sea [e.g., 45, 46]. In this context, the solid

foundation structure of wind turbines provides sup-

port for anchoring cultivation devices that can with-

stand the harsh oceanic conditions [47]. Furthermore,

offshore structures are well known for their artificial

reef function, thus supporting biodiversity in the eco-

system. The offshore water quality, which is a major

issue in all kinds of aquaculture operations, is regarded

to be excellent in comparison to inshore areas [48, 49].

Finally, the multifunctional use of offshore areas

reduces conflicts between stakeholders if activities are

concentrated and conjointly managed within so-called

multiple-use marine areas. This, in turn, increases the

amount of open ocean territory free of utilization by

man. All of the above issues are considered as key

incentives to move offshore with aquaculture

operations.

In view of the many interests for the offshore move,

different suggestions for technical structures for open

ocean aquaculture were proposed (see proceedings of

various OOA-Conferences [e.g. 50, 51]), which could

cope with the harsh environmental conditions that

place an enormous stress on the employed materials.

It would be advantageous for the global offshore

aquaculture development to plan for a combination

of uses. While windmills use the wind above the

surface to produce energy, their fixed pylons, com-

monly concrete fundaments (gravity foundation),

metal jackets, tripods, or triples offer a possibility to

connect systems used in aquaculture (Fig. 4). The com-

bination of the respective two industries has to

cope with the forces generated by the high-energy

environment.
Since 2000, when the co-use of wind farms for off-

bottom offshore cultivation [26] in the German Bight

was proposed, several studies have been conducted to

elucidate the potential as well as constraints of this

offshore alternative for extensive aquaculture. Two
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pioneer studies, the project Roter Sand and Offshore

Aquaculture were conducted between 2002 and 2004

by the Alfred Wegener Institute for Polar and Marine

Research, Bremerhaven, Germany. These two projects

followed a complex approach to obtain data about

suitable indigenous candidates for the offshore cultiva-

tion [15], the technical requirements of longline

systems for the cultivation of mussels or oysters [8, 9]

and algal cultivation systems [53]. Insights into the

feasibility of offshore seed and mussel production

concerning larval, nutrient, and phytoplankton

concentrations [8, 9, 54] were provided, and the

existing legislation and regulations concerning

marine aquaculture in Germany were listed [21]. In

addition, all stakeholders potentially involved in

a multifunctional use of offshore wind farms for aqua-

culture were identified [42]. This successful multiface-

ted approach helped to disperse many concerns and

doubts on the offshore idea and initiated a sequence of

and relations between various following projects,

which are displayed in Fig. 5.
Candidates and Techniques for the Multi-Use

Concept

In general, the cultivation process should consider only

indigenous species for marine aquaculture operations

to avoid the disruption with the local marine flora and

fauna. This limits the economic opportunities of

marine aquaculture enterprises since in certain sites

only a few indigenous candidates are regarded as

high-value species. Following a feasibility study by

Buck [26], in Germany only culture species with mod-

est service needs can be considered as favorable candi-

dates for offshore aquaculture. In the offshore test trials

in Germany, most suitable candidates suggested and

tested were the sugar kelp (Laminaria saccharina),

oarweed (L. digitata), dulse (Palmaria palmata), the

blue mussel (Mytilus edulis), and two oyster species,

the Pacific oyster (Crassostrea gigas) and the European

flat oyster (Ostrea edulis). Mussels and seaweeds, for

example, are cultured mainly in extensive systems

throughout the world [8, 56, 57]; the latter occurs for

historical and traditional reasons mostly in Asian

countries.
According to Tseng [58], the cultivation procedure

of brown seaweeds can be divided into two

separate steps: In step (1), the seedling phase, spores

are artificially released from mature sporophytes

and seeded on a given substrate (ropes wrapped

around plastic frames), where germination of

gametophytes, the sexual maturation of male and

female gametophytes, and finally, the development of

zygotes into juvenile sporophytes takes place. In step

(2), the grow-out phase, culture ropes with juvenile

sporophytes are transferred to the open sea. In

the grow-out phase, the macroalgal sporophytes

grow on ropes for one season to a frond length of

approximately 2 m.

When natural reproduction of mussels occurs,

gametes are released into the water column where fer-

tilization takes place [59]. The larvae undergo all

trochophore and veliger stages when settling on

a given substrate to start metamorphosis. According

to Pulfrich [60] and Walter and Liebezeit [61], this

process normally takes place at spring time (larval

peak in May) in the German Bight. The cultivation of

blue mussels can be divided into two steps: in step

(1) the naturally occurring spat collection is achieved

by deploying artificial substrates [62]. Usually, spat

collectors are made out of unraveled polypropylene

lines or sisal ropes, to offer the mussel’s post larvae

substrate for settlement [56]. After several months

(step 2), collectors are retrieved and mussels thinned

out and reseeded on ropes to provide space to improve

growth and allow fattening [63, 64].

To operate culture phase (2) of both species,

macroalgae and bivalves, an appropriate system design,

such as suspended longlines or floating ring-structures,

have to be deployed and securely moored in order to

resist the stress forces of incoming waves and tidal

currents, as well as swell. In addition, it was necessary

to assess what kind of technical structure supports best

the growth of the organisms (e.g., prevention from loss

or mortality) while also assessing whether such systems

provide reasonable production returns. Finally, poten-

tial combinations with offshore wind turbines had to

be assessed.

However, currently even candidates requiring

a semi-intensive as well as intensive cultivation process
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Potential of multi-functional use of offshore wind farms with commercial marine aquaculture in the German North
Sea on culture species, biology, techniques, ICZM, regulations and market conditions (theoretical design)
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Euro-Tour

Project No. 10:
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environments

Fish cage development within an offshore tripile construction
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Coastal Futures

Integrated Coastal Zone
Management

Mapping of potential
multi-use areas

Economics of mussel
cultivation

Offshore technology
and system design

Aquaculture and Renewable Energy Systems, Integration of. Figure 5

Chronological order of conducted and ongoing research projects dealing with the combination of offshore wind farming

and open ocean aquaculture. Project No. 1, the feasibility study, constituted the basis for all subsequent research. The

Coastal Futures Project acts as a key node project towhich the other projects either have contributed or bywhich they have

been stimulated because of its transdisciplinary approach. It is visible that: (a) calls the wind farm developers’ attention to

offshore aquaculture; (b) and (c) include authorities and fishermen into the planning process for site-selection criteria of

appropriate aquaculture sites; (d) involves offshore engineers and wind farm developers/operators into the technical part

of an offshore aquaculture enterprise; (e) introduces (mussel) fishermen to the co-management idea and appraises the

economics of mussel cultivation; (f) supplies authorities with maps and tools to limit regional stakeholder conflicts,

(g) establishing an inshore reference station to support the data collected offshore, and (h) testing the first fish cage

mounted within a tripile construction (Modified after [55])
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are in the testing phase. Salmon (Salmo salar), seabass

(Dicentrarchus labrax), seabream (Sparus aurata), or

some flatfish species are discussed for aquaculture in

fish cages below windmill platforms at different off-

shore sites worldwide. Fish will firstly be reared in
land-based facilities and will then be transferred as

fingerlings to the offshore site and released into the

submergible fish cages. After reaching market size, the

fish will be harvested and removed to the land and will

undergo normal processing procedures.
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Relocating cultivation systems offshore into high-

energy environments requires the development of suit-

able culture techniques able to withstand the harsh con-

ditions and minimize risk of economic loss [65].

Several techniques exist to cultivate mussels and

seaweed either in co-culture or in single culture. Basi-

cally, both organisms are cultured in a suspended man-

ner in the water column, floating or submerged. The

use of rafts, longlines, and ring methods dominate. The

latter two were the main cultivation techniques used in

test trials offshore wind farm areas [8, 53, 56] (Fig. 6).

Major difficulties in the development of suitable

techniques for open ocean aquaculture are – as men-

tioned above – the harsh environmental conditions

which place an enormous stress on materials.

Depending on the acting hydrodynamic forces, differ-

ent technical setups can be distinguished. One of the

interesting possible linkages of aquaculture is the com-

bination with offshore wind farms as these would pro-

vide stable fixing structures for the cultivation systems.

This is especially relevant from an economic point of

view as so far the costly infrastructure for offshore
a

c

b
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Aquaculture constructions suitable for the cultivation in high-

cultivation of macroalgae (here: harvesting after grow-out in

submerged longline design for mussels and oysters, (c) schem

sites, and (d) a technical illustration of the ring design and its
aquaculture systems is one of the major drawbacks in

the development.
Status Quo of Offshore Aquaculture Research

Activities in Wind Farms

Only a few scientific studies dealing with the prospects of

offshore aquaculture were available before 2000, and little

was known about the biotechnological requirements,

economic potential, or the socio-economic influence on

the general feasibility of offshore aquaculture. Very few

long-term experiments under harsh hydrodynamic con-

ditions exist, e.g., Langan andHorton for offshore mussel

cultivation [66]; Neushul and Harger [67]; Neushul

et al. [68] for offshore seaweed cultivation. However,

data on system and species performance are urgently

needed to derive methodologies for the assessment of

its environmental and economic viability. Therefore,

the assessment of the potentials and constraints for

sustainable aquaculture development in all marine

habitats requires input from various scientific disci-

plines in order to direct this development towards
d

f. Figure 6

energy environments. (a) Offshore ring design for the

the harbor of Helgoland), (b) example of a nearshore,

atic drawing of a submerged longline suitable for exposed

mooring system (Modified after [8, 9, 53])
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a successful aquaculture undertaking. In particular, this

holds true for offshore aquaculture, where little practi-

cal experience is available to date, although research in

this area is evolving rapidly (e.g., Buck [15], Turner

[69]; Pérez et al. [70]; Bridger and Costa-Pearce [51];

Dalton [71]; Naylor and Burke [72]).

The offshore wind farm and aquaculture investiga-

tions initiated an integrated assessment of theoretical

and practical challenges of aquaculture operations in

the North Sea. Several studies were carried out, all of

which contributed to specific aspects of such

a combined utilization of offshore space. These were:

(a) Biological studies, in which the focus was placed on

cultivation and subsequent performance characteris-

tics of indigenous bivalve, seaweed, and fish species

exposed to extensive offshore aquaculture farming

conditions. Further, the health status and infestation

rates with parasites, bacteria, and viruses of candi-

dates were determined to gain reliable predictions on

where the highest growth rates and best product

quality for consumers can be achieved. In nearshore

intertidal areas, mussels and oysters are particularly

exposed to high concentrations of pollutants, pesti-

cides, near surface agents, estuarine run-offs, etc. that

can pose a threat to consumer health. Buck [8, 9, 15]

reported high growth rates for mussels cultivated

in the German Bight. The scope of growth, i.e., the

energy available for growth, is usually directly and

positively correlated to a good overall health con-

dition of the respective organism [73]. But organ-

isms with high growth rates and a healthy

appearance are no guarantee of a healthy food for

human consumers. For instance, in coastal waters,

eutrophicated by urban sewage, mussels show

good growth performance. The microbial status

of these mussels, however, mostly excludes them

from consumption since they might carry various

human pathogens. Even in developed countries

with strict legislation for the treatment of waste-

water, mussels can function as carriers of vector

diseases. Whether this is also true for offshore

cultivated mussels, where the environment is

cleaner due to dilution of contaminants, remains

open. Data for offshore-produced mussels, gener-

ated according to the analysis protocols of control-

ling authorities, are not readily available for all
cultivation sites. However, new regulations are in

the implementation process in all of the EU states

and will fulfill the prerequisites for an official sam-

pling design and assessment (i.e., sanitary survey).

To evaluate the significance and comparability
of the employed parameters in a broader geograph-

ical context, the area of investigation was extended

along the Atlantic coast from southern Portugal to

northern Denmark. Further on, the closely related

MediterraneanmusselMytilus galloprovincialiswas

included in the analysis to test the effectiveness of

all the parameters in different species.

Investigations on fish species for submerged

cage-systems included aspects on growth, welfare,

stress in exposed environments, and health.

Physical and technical studies investigated the effects
(b)

of the prevailing hydrodynamics on candidates and

culture constructions at specific offshore sites. At the

same time, the necessary technical requirements for

farming structures in high-energy environments and

their possible combination with offshore wind farms

were assessed. New system designs for offshore farm-

ing were developed and prototypes (e.g., offshore

ring, offshore collector) were tested. Technical

details about the microstructure of artificial sub-

strates were addressed to increase production per

meter longline under offshore conditions. In addition

to offshore seaweed andmussel cultivation, new tech-

nologies for submerged fish cages were investigated.

(c) Management and institutional studies focussed on

the analysis of potential management approaches

to implement a multi-use concept of offshore

areas. Hereby, the various stakeholders and their

respective views and knowledge systems were inte-

grated. Against the background of the social and

institutional dimensions, particular emphasis was

given to the interrelationship between scientific

findings on the one hand and effective implemen-

tation on the other. Key aspects included the social

acceptance of combined use, as well as the possible

management strategies that would govern it. This

endorsed the examination of the prevailing case

laws and regulative and management framework

conditions, as well as a suggestion of decisive off-

shore co-management strategies to support such

activities. In this process, the continuous inclusion

of the stakeholders in a participatory manner was
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a prerequisite. To address the respective technical,

economic, social, and political challenges of mari-

culture and offshore wind farms, specific co-

management strategies were elaborated that are

either more results-oriented (e.g., for integrating

technical knowledge of the two sectors) or more

process-oriented (e.g., for establishing new link-

ages between different groups). Thus, in cooperation

with governmental authorities, co-management in

the offshore makes use of the capacities and interests

of the respective stakeholder groups and employs

these in managing cross-sectoral activities.

(d) Economic studies conducted an economic evalua-

tion of such multi-use concepts in offshore

locations that take into consideration market con-

ditions as well as investment and operating costs.

All the above listed conceptual approaches relied on

results of a theoretical feasibility study (Fig. 5) [26],

which was carried out prior to practical research in the

field. All of the results contribute to the Coastal Futures

Program and support the quest to find innovative new

approaches for sustainable use and alternative liveli-

hoods of coastal populations.

Overview of Biological and Technical Investigations

Over the last decades, substantial insights have been

gained on the terms and conditions active in the off-

shore environment. However, these data are only partly

useful for the selection of offshore aquaculture sites

because they have been gathered primarily for other

user needs and thus lack the essential specificity to

address the biological and cultivable potential of these

sites. Prior to a multifunctional development compris-

ing mariculture activities, it is therefore necessary to

determine the appropriate biological, technological,

and management requirements, as well as the perfor-

mance characteristics that would allow the employ-

ment of favorable and cost-effective methodologies.

To meet this end, special focus was placed on the

combination of extensive offshore shellfish, seaweed,

and fish farming at exposed sites within the proposed

offshore wind farm boundaries.

Due to the wide spectrum of open questions, the

outcomes are quite manifold. In the following, first

results according to their contributions towards the

main research topics involved are presented.
Biological Studies The theoretical Feasibility Study

[13, 24] was aimed to ascertain the biological, technical,

and economic feasibility of an offshore marine aquacul-

ture structure with respect to the cultivation of marine

organisms within wind farm sites in the German North

Sea. One result was that to date, in terms of commercial

marine aquaculture, Germany had little knowledge and

background in offshore aquaculture compared to many

other coastal countries throughout the world. Neverthe-

less, a synthesis of a selection of parameters (e.g., geo-

physical and biological parameters) allowed the

identification of suitable candidates for commercial off-

shore aquaculture. These candidates include blue mussels

(Mytilus edulis) and oysters (Ostrea edulis, Crassostrea

gigas), which could be maintained extensively in the

offshore region. Moreover, labor requirement for these

candidates as well as for seaweeds, such as the sugar

kelp (Laminaria saccharina) and dulse (Palmaria

palmata), is supposed to be low.

Further, the biological feasibility of cultivating

mussels, oysters, and kelp within offshore wind farm

sites was assessed. The growth of these species is

excellent in the rather eutrophicated offshore environ-

ments of the North Sea, but can differ depending on

exposure sites, system designs, installation modes, and

season.

For instance, settlement of young mussels on arti-

ficial collector substrates decreases with increasing dis-

tance from the shore [74]. However, this does not limit

the economic potential if the thinning procedure will

be omitted, following a “One-Step-Cultivation” con-

cept [15]. In general it was found that mussels are free

of parasites at offshore locations due to dilution

effects and the interrupted reproduction cycles of

some macroparasites [75]. Special focus was placed

on the overall health status of mussels cultured under

different conditions, and the impact on economic

aspects was investigated [76]. Specific aims of the pro-

jects were the development of suitable offshore spat

collecting techniques, detailed knowledge about para-

sites (macro and micro), bacteria and virus infestations

at different sites, implementation of biodiagnostic

techniques for the health analysis of cultured mussels,

and collection of all relevant data (e.g., shell stability

and attachment strength of mussels), for the further

processing of mussels as a product for human

consumption.
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Hydrodynamic forces support length increase of

seaweed blades when transferring young sporophytes

to sea. These algae will adapt to the occurring loads and

develop strong holdfasts, preventing detachment of the

entire plant [77].

Modified and improved techniques for offshore

farming withstand high-energy environments, but

will certainly cause higher investment costs. Therefore,

site-selecting criteria for a culture area should be clearly

identified to assess economic risks. Important for the

cultivation success is the water quality. The analysis of

the cultured organisms with biodiagnostic tools pro-

vides detailed insights into the water conditions the

animals live in. By this approach, reliable predictions

are possible as to which locations grant highest growth

rates and best product quality for consumers. Prelim-

inary results attest offshore areas satisfying settlement

success and excellent growth rates [78], and low infes-

tations with macroparasites [79], microparasites, bac-

teria, and toxins [76]. The results on consumption

suitability show that water quality regarding the con-

centrations of pollutants in offshore areas of the

German Bight is quite good. Lysosomal membrane

stability is mostly relatively low at all tested nearshore

and offshore sites. Interestingly, growth rates of the

hanging cultivated mussels are not affected by this

low fitness parameter [58].

First results on investigations along the Atlantic

Coast show that mussels originating from offshore

habitats have a better health status regarding the infes-

tation with macroparasites and microparasites (Buck

and Brenner, unpublished data). While macroparasites

are still infesting mussels in nearshore areas in the

Wadden Sea (the Netherlands, Germany, Denmark),

microparasites are absent.

Physical and Technical Studies The results above

allowed the identification of two offshore aquaculture

systems that were best suited for offshore operations

from a biological point of view. Depending on the acting

hydrodynamic properties, different technical setups are

regarded as favorable. The first one is a floating and

submergible ring system for the cultivation of seaweed.

It withstands rough weather conditions and allows easy

handling [53]. The second system is a submerged long-

line design for blue-mussel culture [8]. The longline

should ideally be installed 5 m below the water surface
and should be connected to foundations of offshore

windmills (Fig. 7) [47]. For the longline, polypropylene

proved to be an appropriate material. The system

design is made of various connected segments allowing

an easy harvest and replacement of all parts of the

construction. However, more technical engineering

research is required to find the most cost-effective

mode of construction and the best choice of materials

(e.g., little corrosion, longevity in spite of mechanical

stress) so that easy handling can be guaranteed under

relatively harsh weather conditions (cf. construction,

deployment, retrieval, service, repairs).

The experimental design also allowed work on such

issues as the efficiency of the collecting devices them-

selves. Healthymussels will reach market size in offshore

conditions only if they are firmly attached to their

artificial substrate. As mussels growing on suspended

substrates need about 15 months [8, 9] on average to

reach market size, they must survive one winter and

withstand storm events producing wave heights up to

several meters. Continuing investigations on the health

and quality of market-sized mussels would be moot if

mussels failed to stay attached to substrate gear.

To date, most available substrates are designed and

deployed for nearshore use under calm water condition.

However, it was found that improvement for construc-

tion of new collectors that are feasible for offshore cul-

tivation is in mandate. Research showed that new

substrates should have felt-like structures around the

core of a collector for larval attraction and long appen-

dices in high density to interweave the mussel conglom-

erates with the substrate [80]. Future investigations

should focus further on the fabrication and testing of

a prototype of this collector, concerning the results of

this study. Besides providing optimal larval attraction

and attachment for juvenile mussels even under winter

conditions, any new substrate should proof its durabil-

ity under conditions of a daily farming routine. This

would include mechanical thinning, harvesting pro-

cesses, and tests on the reusability of the material.

The technical realization and the implications of

aquaculture technical requirements on design and con-

struction of the grounding construction of offshore

wind turbines were considered. So far, modeling and

experimental validation of a submerged 50 m longline

aquaculture construction mounted between two steel

piles, 17 nautical miles off the coast, show significant
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Modeling of potential attachment points for the combination of longline connections to a tripod foundation. (a) Displays

alternative connection points, (b) shows the generation of representative loads on the wind-energy installation, including

vibrations, (c) shows the respective tripod foundation for offshore use in depths of about 20–50 m, and (d) shows the

development of a static model (3–5 MW class) [47]
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forces of up to 90 kN (equivalent to 9 t) induced by

waves of up to 1.8 m significant wave height and tidal

currents of up to 1.0 m/s [81]. Given the high-energy

environment in the North Sea and the non-linear rela-

tionship between water movement and its resulting

forces, even higher mechanical loads are to be expected

within the life cycle of such an arrangement. These must

be taken into account when developing techniques for

larger-scale offshore cultivation within wind farms.

Finally, a new cage design project has been initiated,

where it will be investigated whether aquaculture of fish

in between a tripile construction below a windmill has
the potential to enlarge the diversity of candidates to be

grown offshore (next to bivalve and seaweed) as well as

widening the potential of offshore farming within wind

farms. First insights are shown in Fig. 8 [82, 83].
Management and Institutional Considerations

From a spatial planning perspective, the ocean space in

the Exclusive Economic Zones (EEZ) cannot be consid-

ered any more as “commons” in the sense of Ostrom

et al. [84] wherein individuals or groups have the right

to freely consume and return any kind of resources.
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Tripile construction for the secondary use for fish cages. (a) Shows the open space within a tripile foundation to be

used for aquaculture purposes, (b) displays a lateral view of the Bard Windmill and the access to the fish cage, and (c) is

a photo animation and gives an idea how a fish farm, such as an aquapod, could be moored below [82, 83]
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As a matter of fact, the “tragedy of the commons”

situation Hardin described in 1968 [85], has already

been reached for most of the oceans today. Offshore

waters are in a process of transition, revealing diverse

and heterogenic interests in marine resources. For

instance, the development of offshore renewable-energy

systems is an international priority driven by the need to

reduce the dependence on fossil fuels and decrease

human impacts on the global climate regime. Simulta-

neously, the demand for high-quality seafood is acceler-

ating globally. This leads to an increased complexity and

thus to limitations in developing and managing the dif-

ferent and often spatially overlapping maritime activities

independently of one another. The upcoming new utili-

zation patterns of the German North Sea, such as wind

farms, but also Marine Protected Areas (MPAs) reported

to the EU commission in Brussels for the “European

Natura 2000 network,” reveal a trend toward the devel-

opment of permanent constructs. Both are examples for

new forms of use with a high spatial demand [86]. Not all

uses are compatible with each other and user conflicts

with existing activities, such as fisheries, maritime traffic,

or military missions are preordained. The planned large-

scale offshore wind farms as well as designated MPAs are
prime examples for the development of lasting marine

structures that take up a surface area of several square

kilometers each [55].

At the same time, the increasing demand for high-

quality foods worldwide accelerates the development of

marine aquaculture. This potential newcomer can be

expected to become an additional competitor in off-

shore waters [87], contributing to the increase in spa-

tial competition and complexity in the ocean [20].

Conflicts among the respective user groups are inevi-

table. The growing competition for space represents

a major challenge for further developing or even

maintaining all forms of marine aquaculture, as well

as freshwater fish farming. However, area choice is

crucial and spatial planning has a key role to play in

providing guidance and reliable data for the location of

an economic activity, giving certainty to investors,

avoiding conflicts, and finding synergies between activ-

ities and environments with the ultimate aim of sus-

tainable development [88]. The inclusion of all

stakeholders in this process to find synergies in the

open ocean is crucial.

Ongoing multidisciplinary social-science research

in Europe shows that it is feasible to establish spatially
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efficient and effective wind farm–mariculture co-

management regimes. A window-of-opportunity has

opened as both groups have realized that they may

benefit through the integration of operation and main-

tenance (O&M) activities vis á vis gaining support in

collaborative action by the current impetus of the new

EU Maritime Policy. The operation and maintenance

of any offshore installation is a major challenge due to

restricted logistics and accessibility, forming a large

part of the overall costs. A five-to-ten timemore expen-

sive scale of operation and more difficult logistics for

maintenance and/or harvesting compared to nearshore

or onshore sites have to be taken into account [89–91].

Experiences with existing wind farms and mariculture

sites off the coast show that work at the sea is not only
Aquaculture and Renewable Energy Systems, Integration o

mariculture operators and offshore wind farmers concerning

groups are indicated in bold (modified after [86])

Characteristics Actor groups

Wind farmers

Offers ● Fixed offshore infrastructure
● Logistic platform

● Financial support (EEG amendment)

Needs ● Specialization of equipment (construction
hire; “marinization” of onshore equipmen

● Specialization of personnel
● Sea-going vessels
● Service demands (man-hours)
● Suitable O&M pattern (corrective vs preve
maintenance)

● Suitable O&M pattern (opportunity vs per
maintenance)

Constraints ● Operation costs
● Technical challenges
● Distance to farm site
● Available working days (estimated 100/ye
● Difficult logistics for O&M
● Reliability of offshore wind turbines
significantly more cost-intensive, but also more time

consuming than on land [92].

There are certain rights and duties involved if pro-

spective spatial and organizational interaction of O&M

activities of offshore wind turbines and mariculture

installations are to be combined [20]. Different values,

perspectives, and demands of the stakeholder groups

need to be harmonized [93]. So far, disagreements on

the distribution of entitlements to benefits and profits

between the different stakeholder groups can be

observed (Table 1). The two potential adopters of

such a multi-use scheme illuminate different sets of

skills and capacities in terms of offers, needs, and con-

straints characteristics. These are vital resources, which

provide the basis for forming any sustainable offshore
f. Table 1 Offers, needs, and constraints characteristics of

O&M activities. Interrelated aspects between the two actor

Mariculture operators

● Upgradeable sea-going vessels
● Offshore mentality

● Offshore skills and experience

vs
t)

● Specialization of equipment (construction vs
alteration of existing oil industry/fishery vessels)

● Specialization of personnel
● Fixed offshore infrastructure
● Technical and logistic support

ntive ● Service demands (man-hours)

iodic ● Offshore skills and experience

● Offshore mentality

ar)

● Access to farm site (uncertain regulatory and
permit requirements)

● Distance to farm site
● Available working days (estimated 30–100/year)
● Difficult logistics for maintenance and harvesting
● Reliability of culturing devices
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co-management arrangements [85]. Hereby, a fair

negotiation and bargaining process is themost essential

component to effectively orchestrate co-management

of offshore wind farmers and future mariculture oper-

ators, such as mussel harvesters. The latter already

dispose vital skills and experiences for working in the

open sea. Still, working methods have to be adjusted to

the offshore culture production mode.

If such an offshore co-management is considered as

a network activity between private actors, such as wind

farmers or mariculture operators/fishermen and public

authorities, one of its basic characteristics is the fact that

a third party can coordinate the activities of formally

separated parties [94]. Ways and means have to be

developed that balance the respective interests of

dominant and politically supported wind farming partic-

ipants with small-scale entrepreneurial mariculturists.

The key question is how institutional arrangements

could act as “boundary organizations” [95] in an

offshore co-management process. Such a process is

more likely to develop and succeed if an interface man-

agement that acts as moderator, disclosing the interests of

the actor groups and offering possibilities for concerted

action, guides it. With respect to the decision-making

arrangements at the three levels (operational level,

organizational level, and legislative level), the interface

management would thus help to determine the rules for

interaction among the actor groups and state authorities

at the organizational level. Besides, it would facilitate

organizing and decision making of the day-to-day

activities at the operational level. However, to authorize

and legitimize new co-management arrangements for

interacting offshore O&M activities, new policies must

be developed or existing laws amended. Following

a dynamic process of forming new institutional struc-

tures, the establishment of a communication arena may

(a) support a common understanding of the entire

co-management process, (b) provide the overall framing

for an improved communication among the participating

actor groups, (c) increase the level of trust among the

actor groups, and (d) promote sustainability and effi-

ciency in times of scarcity of spatial resources [85].

However, top–down induced management schemes

by, e.g., the national government, hold a high poten-

tial for failure. Involving the relevant actors improves

the social acceptability of innovative concepts and

their applicability [96]. Consequently, it appears that
for developing and implementing a wind farm–

mariculture multiple-use concept, co-management,

such as that described by Carlsson and Berkes [94],

should ideally be carried out with the participation of

different actors that typically try to find ways to learn

from their actions and adapt the behavior to the con-

sequences of their own and other’s actions. This must

be supported by the relevant authorities at all levels and

must find its way into the legislative framework at the

EU and national level.

On EU level, the issue of access to space for mari-

time activities, including aquaculture, has been recog-

nized in several communications over the past years,

e.g., in 2007 pertaining to the Integrated Maritime [97]

Policy or in 2009 concerning a new impetus for sus-

tainable aquaculture in Europe. In the latter, all Mem-

ber States are asked to develop marine spatial planning

systems, in which they fully recognize the strategic

importance of aquaculture. This Strategy also aims at

providing EU leadership and guidance to both stake-

holders and administrations to ensure consistency and

clarity in designing the necessary policies for the future

sustainable development of European aquaculture. In

this context, a partnership between public authorities

and interested parties at EU, national, and local level

play a crucial role.

Hence, European aquaculture should benefit from

an improved framework for governance; however, it is

stressed that the national authorities have a primary role

in shaping aquaculture development in their territory.

While in some countries aquaculture is defined and

regulated under the agricultural laws, in other countries

regulations are dispersed, and consequently the respon-

sibilities are in the hand of several agencies with no

clearly defined lead agency. So far, a number of impor-

tant challenges that limit the development of European

aquaculture directly depend on policies and actions

taken at national or regional level. A bottom–up

approach is therefore needed so that the public author-

ities can establish an appropriate framework for the

vision of multiple-use of offshore areas to become oper-

ational. A participatory approach contributes to lifting

bottlenecks in national legislation. This framework

needs to be transparent, consistent and cost-effective in

order to allow the industry to realize its potential. Unless

these and other regulative issues pertaining to multi-use

offshore conditions remain unresolved, an
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establishment of offshore co-management arrangements

may be very difficult. Still, the current lack of legislation

in the EEZ holds the potential to implement concerted

innovative concepts of offshore constructions and

thereon-interacting activities.

However, several restrictions are still needed to be

resolved. Questions pertaining to access rights within

the wind farm area have to be deciphered. So far,

approved offshore wind farm territories in, e.g., the

German EEZ, are designated as restricted area,

prohibiting any kind of public access [98, 99]. How-

ever, conveying access rights to a second party is

inevitable if wind farm O&M is performed by a

commissioned subcontractor and not by the licensee

itself. In a wind farm–mariculture multiple-use arena,

the same access and user rights have to be guaranteed to

a mariculture operator who enters the territory for

purposes not related to wind farming but for

maintaining culturing devices and harvesting proce-

dures. In this case, precise positioning of aquaculture

installations within the wind farm territory as well as

access lanes for both parties have to be specified.

In addition, the question of harmonizing the tenure or

duration of a lease for offshore resources has to be tackled.

If there is, i.e., significant discrepancy in the length of lease

tenures between the two uses to be combined, the resource

users may not be inclined to create long-term co-manage-

ment arrangements. Furthermore, cooperative manage-

ment structures also benefit if the leasing process was

combined and/or effectively coordinated, since it facili-

tates, i.e., integrating O&M within a co-management

scheme once the projects are operational.

Yet, in order to define the functional structure of such

a co-management regime in detail, reliable outcomes on

economic and technical integration prospects of a joint

wind farm–mariculture venture have to be produced. The

latter is a major research demand, which was voiced by

most of the interview partners along the North Sea coast

so far [93]. Cumulative impacts of different economic

sectors, such as offshore wind farms and mariculture

need to be addressed, which provides an opportunity

to create synergies between different industrial sectors

prior to their installation.

Outcome of Economic Studies

The Feasibility Study [13, 24] provided a general over-

view on market prices, market demands, classification
of candidate species as high-value products, and the

cost of some infrastructure. The study showed possible

market value of offshore aquaculture products in com-

parison to the performance of existing conventionally

operated farms in coastal waters.

Basic data for offshore mussel cultivation in close

vicinity to a designated offshore wind farm in the open

sea of the German Bight were compiled. It contained

different case-scenario calculations to illustrate the

impact of changing parameter values on overall profit-

ability or non-profitability of this activity. Primary focus

was placed on the production of consumer mussels, but

seed mussel cultivation is also taken into consideration.

This study concluded with providing some recommen-

dations on how favorable terms or actions could further

improve profitability of offshore mussel cultivation.

Results intended to shed some light on business manage-

ment topics that future offshore mariculture operators

should follow in order to be efficient [100].

Nontheless, the economics of a joint offshore wind

farm–mariculture utilization scheme still remain to be

evaluated in more detail.

Future Directions

By setting higher value on an inclusion of stakeholder

knowledge and opinions, the initiation of the Coastal

Futures Project resulted in a stronger focus on the

practicability of multifunctional use of offshore areas.

It can be shown that such innovative new concepts are

highly complex and interdependent. First, results indi-

cate that secure technical and economic feasibility

appears to be a basic prerequisite to assure that both

offshore wind farm operators and aquaculturists will

support the multi-use concept, especially as far as the

management of joint activities is concerned.

This suggests that as soon as technical and eco-

nomic aspects are evaluated in more detail, it is

important to initialize a comprehensive communica-

tion program to provide information to the key

public and private actor groups (stakeholders). Fur-

thermore, effective and continuous participation of all

stakeholders on all levels from the very beginning of the

multi-use approachmust be ensured. This supports the

orchestration of scientific and local user knowledge in

an overall approach to combine different offshore uses.

In addition, it contributes to adding a joint wind farm–

mariculture venture to their future portfolio.
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More detailed data are needed to calculate the eco-

nomic potentials and risks of a co-used wind farm area

for the production of seafood. Apart from the principal

feasibility of an area as an aquaculture site, growth rates

and product quality must be predictable. First, results on

blue mussels from test areas show that highest product

qualities can be expected from testing areas offshore.

A proven product quality ensures higher market prizes,

should compensate for higher investment costs for the

culture systems, and help to install a functioning offshore

aquaculture system in the German Bight.

Generall, science for open ocean aquaculture needs a

transformative moment. It seems necessary to learn the

skills to interact constructively with different scientific

disciplines and different stakeholders. This will require

a new science for managed marine seascapes [101].

Creating a system biology paradigm in ecosystem sci-

ence and aquaculture will require a multidisciplinary

input, with scientific interactions not just at the mar-

gins of each discipline, but focused collaboratively on

the realization of a vision of multifunctional, spatially

effective, and sustainable use of ocean space. This will

require new kinds of scientists (with new kinds of

career structures) who are trained to work in multidis-

ciplinary teams. The need for such training is now

widely recognized and is reflected in the emerging

curricula’s of many new MSc courses.

It is mandatory to discover what to do, at what

scale, in what modality – engineering, farming, legisla-

tion, social organization, economic initiatives, etc. –

and how to do it. Since the activities in the ocean

realm are concerted in integration, future activities

must also be integrated over all these modalities.
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Glossary

Biofloc A mixture of detritus, bacteria, and other

microscopic organisms that aggregates in flocs,

which are used for controlling water quality and

enhancing the delivery of natural foods to omniv-

orous species in aquaculture.

Ecosystem An area of the natural environment

in which the structure and functions of the phys-

ical (rocks, soil, etc.) and natural (all living organ-

isms) environments are considered together in

interacting food webs.

Escapees The unintended releases of cultured organ-

isms from captivity into the wild.

Polyculture The practice of making compatible the

culture of multiple species in the same physical

space by stocking or planting organisms having

different food, spatial, or temporal niches.

Resilience The ability of a natural or aquaculture sys-

tem to absorb abrupt changes or disturbances with-

out collapsing. A resilient aquaculture ecosystem

can withstand physical and economic shocks and

rebuild itself.

Stewardship An ethic that engages all affected stake-

holders in the cooperative planning and
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
management of the environmental quality to pre-

vent degradation and facilitate recovery in the inter-

est of long-term sustainability.

Watershed An area of land where all of the water that

is under it or drains off of it goes into the same

place.

Definition of Ecological Aquaculture

Ecological aquaculture is an alternative model of aqua-

culture development that uses ecological principles

as the paradigm for the development of aquaculture

[1, 2]. Ecological aquaculture plans, designs, develops,

monitors, and evaluates aquatic farming ecosystems

that preserve and enhance the form and functions of

the natural and social environments in which they are

situated. Ecological aquaculture farms are integrated

“aquaculture ecosystems” designed to deliver both eco-

nomic and social profit (Fig. 1).

Ecological aquaculture incorporates at the outset –

and not as an afterthought – planning for not only the

sustainable production of aquatic foods, but also for

innovation [3], community development, and the

wider social, economic, and environmental contexts

of aquaculture at diverse scales, both large and small,

and at the commercial, school, and homeowner

scales [4, 5]. Ecological aquaculture also uses the

“aquaculture toolbox” [6] to play vital roles in non-

food, natural ecosystem rehabilitation, reclamation,

and enhancement.

Introduction

The roots of ecological aquaculture are in Asia [7, 8]. In

this century, however, Asia, especially China, during

the period from 1980s to present has chosen the indus-

trial model of aquaculture development, and has dis-

mantled much of its rich ecological aquaculture

heritage, and choosing instead to intensify and import

vast quantities of feedstuffs. As a result of intensifica-

tion and the use of imported feeds, freshwater aqua-

culture yields from China have increased 10X in just

20 years, and comprise the world’s largest aquaculture

industries [9].

The FAO ecosystems approach to aquaculture [10]

creates a new code for global aquaculture development,

combining into one common framework the two most
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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Aquaculture ecosystems mimic the form and functions of

natural ecosystems, but are a sophisticated, knowledge-

based designed farming ecosystem that are planned as

combinations of land and water-based aquatic plant,

agronomic, algal, and animal subunits, which are

embedded into the larger context of human social systems
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important social-ecological trajectories for global

aquaculture – aquaculture for the world’s rich, and

aquaculture for the world’s poor. Knowledge of the

rich archeology and anthropology of aquaculture con-

nects this FAO code to antiquity, creating a single

development pathway for aquaculture throughout

human history.

Key Principles

There are seven principles of ecological aquaculture:

1. Ecological aquaculture systems are “aquaculture

ecosystems” that mimic the form and functions

of natural ecosystems.

Ecological aquaculture farms are designed,
farming ecosystems. Sophisticated site planning

occurs so that farms “fit with nature” and do not

displace or disrupt invaluable natural aquatic eco-

systems or conservation areas. If localized displace-

ment or degradation does occur, active support of
innovative, collaborative research and development

programs for ecosystems redesign, relocation, reha-

bilitation, and enhancement efforts are initiated

and supported by the ecological aquaculture farms

throughout the life of their farming operations.

Ecological aquaculture is integrated with com-
2.

munities to maximize not only local but also

regional economic and social multiplier effects

in order to provide maximal job creation and

training, and create “aquaculture communities”

that are an essential part of vibrant, working

waterfronts.

Ecological aquaculture operations export to
earn profits but also promote and market products

locally to contribute to the development of society.

Ecological aquaculture operations are committed

to building the “culture” of aquaculture in order

that “aquaculture communities” can develop and

evolve as a source of innovation, education, and

local pride. Aquaculture development as a means

of community development can result in numer-

ous, innovative economic and social multiplier

effects such as aquaculture restaurants, marketing

of “sustainable seafoods” that are branded as local

and bioregional, and aquaculture tourism.

Ecological aquaculture results in economic profit
3.

by practicing trophic efficiency to ensure that

aquaculture is humanity’s most efficient protein

producer.

Non-fed, shellfish and algae culture are pre-
ferred choices for ecological aquaculture develop-

ments. In fed aquaculture, fish meals/oils are not

used as either the major protein or energy sources,

but are included in animal diets to solve issues of

diet palatability only; and, if used, fish meals and

oils originate from certified, sustainable fishmeal/

oil fisheries only. Fed aquaculture ecosystems rely

on protein and oil sources from agricultural sources

and seafood processing wastes, and include science

innovations such as the development of detrital

food webs (“bioflocs”) to feed cultured, aquatic

organisms.

Ecological aquaculture results in social profit by
4.

integrating aquaculture developments into global

fisheries, food, and poverty alleviation programs.

Ecological aquaculture is part of the global
movement to eliminate extreme hunger and
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starvation (Millennium Development Goal #1) by

being a part of comprehensive plans for sustainable

fisheries for poverty alleviation. Ecological aquacul-

ture uses alternative feeds to support programs to

deliver more of the world’s feed fisheries (sardines,

anchovies, mackerels, etc.) away from aquaculture

to the world’s poor.

Ecological aquaculture practices nutrient man-
5.

agement by using ecosystems design, reuse, and

recycling, and does not discharge any nutrient or

chemical pollution causing irreversible damage

to natural aquatic or terrestrial ecosystems.

No harmful metals, chemicals, or pharmaceuti-
cals potentially harmful to long-term human or

ecosystem health are used in the ecological aqua-

culture production processes. Ecological aquacul-

ture farms have “sustainability strategic and

implementation plans” in place to develop compre-

hensive, full cycle reuse, and recycling systems for

all farming operations.

Ecological aquaculture uses native species/
6.

strains, and does not contribute to “biological”

pollution.

Escapees from aquaculture, especially aquarium
operations, have severely impacted aquatic ecosys-

tems worldwide. Exotics species/strains can be

good choices only if long-term monitoring data

and scientific research indicate that exotic species

are unlikely to establish; if exotic species are

widely established and provide economic and social

profit without irreversible environmental harm; or,

the use of native species puts at risk indigenous

genetic diversity. Ecological aquaculture operations

ensure that innovative engineering and complete

escapement technologies are used; that control

and recovery procedures are in place; that active

research and development programs provide

alternatives and new options; and that complete,

transparent, public documentation and informa-

tion are available.

Ecological aquaculture is a global partner, pro-
7.

ducing information for the world, avoiding the

proprietary.

Ecological aquaculture farms are aquaculture
ecosystems that go beyond “meeting the regula-

tions.” They are sites of collaboration, leadership

development, and innovation. They are
outstanding community citizens and models of

stewardship [4]. Successful leadership development

triggers developments of innovation and more effi-

cient aquaculture-related technology, and more

ecologically appropriate legislation and regulations.
The FAO Ecological Approach to

Aquaculture (EAA)

In 2006, the Fisheries and Aquaculture Department of

Food and Agriculture Organization (FAO) recognized

the need to develop an ecosystem-based management

approach to aquaculture similar to the Code of Con-

duct for Responsible Fisheries. FAO [10] suggested that

an ecological approach to aquaculture (EAA) would

have three main objectives: human well-being, ecolog-

ical well-being, and the ability to achieve both via

effective governance, within a hierarchical framework

that was scalable at the farm, regional, and global levels.

In 2008, FAO defined an EAA as: A strategy for the

integration of the activity within the wider ecosystem

such that it promotes sustainable development, equity,

and resilience of interlinked social-ecological systems.

An ecosystem approach to aquaculture, similar to other

systems approaches to management, accounts for

a complete range of stakeholders, spheres of influences,

and other interlinked processes. Applying an ecosys-

tem-based approach must plan for physical, ecological,

social, and economic systems as a part of community

development, taking into account stakeholders in the

wider social, economic, and environmental contexts of

aquaculture [10]. FAO developed three principles and

key issues at different scales of society:

Principle 1: Aquaculture development and manage-

ment should take account of the full range of

ecosystem functions and services, and should

not threaten the sustained delivery of these to

society.

The key issue is to estimate resilience capacity,
or the limits to “acceptable environmental change.”

A range of terms has been used to estimate the

limits to environmental change, including “envi-

ronmental carrying capacity,” “environmental

capacity,” “limits to ecosystem function,” “ecosys-

tem health,” “ecosystem integrity,” “fully function-

ing ecosystems,” all of which are subject to a specific

social/cultural/political context [11]. Conventional
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environmental impact assessments touch on just

some of these issues. Application of the precaution-

ary approach is important but inadequate in aqua-

culture; use of aquaculture risk assessment is

becoming widespread [12].

nciple 2: Aquaculture should improve human
Pri

well-being and equity for all relevant

stakeholders.

Aquaculture should provide equal opportuni-
ties for development, which requires its benefits to

be more widely shared especially locally so that it

does not bring detriment to any sector of society,

especially the poor. Aquaculture should promote

both food security and safety as key components

of human well-being.

nciple 3: Aquaculture should be developed in the
Pri

context of other sectors, policies, and goals.

Interactions between aquaculture and its influ-
ences on the surrounding natural and social envi-

ronment must be recognized. Aquaculture often has

a smaller impact than other human activities, e.g.,

agriculture and industry, but it does not take place in

isolation. There are many opportunities to couple

aquaculture activities with other primary producing

sectors in order to promote materials and energy

recycling, and the better use of resources in general.
Applying an Ecological Aquaculture Approach at

Different Scales of Society

There are three physical scales important in the plan-

ning for and assessment progress toward an ecosystem

approach to aquaculture: farm scale, watershed/aqua-

culture zone, and global. Each of these has important

planning and assessment needs.

Farm Scale

Planning for aquaculture farms is easily defined phys-

ically and could be few meters beyond the boundaries

of farming structures; however, the increasing size and

intensity of some farms (e.g., large-scale shrimp farm-

ing or salmon farming) could affect an entire water

body or watershed. Assessment of an EAA at the farm

scale entails an evaluation of planning and implemen-

tation of “triple bottom line” programs – ecological,

economic, and social programs – that in a comprehen-

sive manner account for impacts to the wider
ecosystem and social impacts of farm-level aquaculture

developments, including use of better (“best”) man-

agement practices, and use of restoration, remediation,

and mitigation methods. Proper site selection, levels of

production intensity, use of species (exotic vs. native),

use of appropriate farming systems technologies, and

knowledge of economic and social impacts at the farm

level should be considered.

For fed aquaculture, there are many concerns as the

current trajectory and growth of the large-scale aqua-

culture industries. Current aquaculture development

models are being modified rapidly by advances that

will affect the widespread adoption of ecological aqua-

culture, which, if projected to 2050, confirm that large-

scale aquaculture may move fully toward ecological

aquaculture approaches (Table 1). There are a growing

number of well-documented success stories in ecolog-

ical aquaculture (Table 2).
Watershed/Aquaculture Zone Scale

Planning for an EAA at watersheds/aquaculture scale is

relevant to common ecosystem and social issues such as

diseases, trade in seed and feeds, climatic and landscape

conditions, urban/rural development, etc. Assessment

of an EAA at this scale is a two-phase process and will

include, at phase I, assessments of

1. Inclusion of aquaculture as a part of regional

governance frameworks, e.g., the overall framework

of integrated coastal zone management or inte-

grated watershed, land-water resource management

planning, and implementation. Assessments take

into account existing scenarios, user competition,

and conflicts for land and water uses, and compar-

isons of alternatives for human development.

2. Impacts of aquaculture on regional issues such as

escapees, disease transmission, and sources of con-

tamination to/from aquaculture.

3. Social considerations such as comprehensive plan-

ning for all of the possible beneficial multiplier

effects of aquaculture on jobs and the regional

economy, and considerations of aquaculture’s

impacts on indigenous communities.

At phase II, progress toward a full implementation

of an EAA at watersheds/aquaculture zone scale can be

assessed by measuring the
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Issues Concerns Modern developments (2010) Trajectory of issues to 2050

Feeds/no net
gain

Schroeder [28] documents pond
can be a net consumer rather
than a producer of animal
protein. Fishing down and
farming up marine food webs
(Naylor et al. [29]; Pauly [30])

Food conversion rates improve
to �1:1; fish in/out (FIFO) ratios
drop to �1.7; domestication of
farmed species turns carnivores
into domesticated omnivores

FIFO ratios drop to 1 or less;
aquaculture uses �50% of
world’s fish meal and oil with
balance met by agricultural
meals/oils

Feeds/ocean
sustainability

Integrity of marine ecosystems
damaged by high removal rates
of feed species

Aquaculture use dropping due
to rapid cost increases in meals/
oils; poverty/social concerns
recognized

Ecosystem modeling parcels out
science-based removal rates/
allocations for aquaculture and
ecosystems

Feeds/poverty Massive poverty and hunger in
fish meal/oil producing countries

New recognition in Peru; new
international attention to role of
meal/oil fisheries & fed
aquaculture in poverty
alleviation

Governments move to develop
food products/prioritize human
needs

Habitat
destruction

Mangrove destruction and water
diversions disrupt nearshore and
riverine ecosystems (Macintosh
and Phillips [31]; Pullin et al. [32]

Some nations (ex. Thailand)
develop policies to prevent
damage by proper siting and to
rehabilitate damage of shrimp
farms

Governments worldwide ban
developments in sensitive
conservation areas; widespread
use of carrying capacity models
(McKindsey et al. [33]) and
ecological valuation for decision-
making

Eutrophication Intensive aquaculture operations
are feedlots producing nutrient
pollution loads comparable to
human sewage (Folke et al. [21];
Costa-Pierce [34])

Complete feeds, automated feed
delivery systems, and nutrition
research deliver less pollution;
wastes are primarily in the form
of soluble nutrients and feces,
not waste feeds

Development of land-based
recirculating systems;
widespread use of land-based
integrated aquaculture and
water-based IMTA systems

Energy Intensive aquaculture operations
are energy intensive comparable
to industrial agriculture and
fisheries (Weatherly and Cogger
[35])

Scattered R&D in energy use,
mostly Life Cycle Analyzes in
aquaculture; little/no movement
toward use of renewables

Renewable energy systems used
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1. Abilities of governments to implement new

methods of coastal and water governance to include

ecological aquaculture

2. Development of ecological aquaculture approaches

that allow agencies responsible for permitting aqua-

culture to consider andmanage activities impacting

aquaculture and aquatic ecosystems (e.g., capture

fisheries, coastal zone development, watershed

management organizations, agriculture, forestry,

and industrial developments) more holistically,

such as new mechanisms to communicate, cooper-

ate, and collaborate across sectors
3. Design of ecological aquaculture management

zones and parks that encourage aquaculture educa-

tion, research, and development innovations and

partnerships, and also emphasize streamlined per-

mitting of integrated aquaculture, polyculture, or

innovative, integrated aquaculture–fisheries busi-

nesses and initiatives

Global Scale

Planning for an EAA at a global scale considers aspects

of transnational and multinational issues for global

commodities (e.g., salmon and shrimp). Assessment
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Region/countries Aquaculture ecosystems References

Asia (China, Vietnam,
Indonesia)

Rice-fish culture benefits millions of rural people; rice-
fish aquaculture ecosystems have been designated as
a “Globally important Agricultural Heritage System”
(GIAHS)

FAO [9]; Dela Cruz et al. [36]

Asia (China, Thailand,
Cambodia, Vietnam,
Indonesia)

Integrated aquaculture benefits millions of rural
people

Edwards [8]

Asia (China) Integrated Multi-trophic Aquaculture (IMTA) of fish,
shellfish, and seaweeds bioremediates and increases
total yields up to 50%

Zhou et al. [37]

Egypt Integrated aquaculture produced over 650,000 tons
of tilapia in 2008, �60% of total fish production;
provision of cheap source of fish at approx. same cost
as poultry

McGrath [38]

Canada IMTA has been adopted by Cooke Aquaculture, the
largest salmon aquaculture company in eastern
Canada

Chopin et al. [39]; Chopin [40]; Ridler
et al. [41, 42]

Canada & USA Shellfish aquaculture has become widely accepted as
environmentally friendly and socially acceptable

National Academy [43, 44]

Tanzania Seaweed and shellfish aquaculture Seaweed grown by �2,000 producers
most women; new half-pearl industry
growing
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of progress toward an EAA at the global level entails

evaluation of issues such as: availabilities of fisheries

and agriculture feedstocks for formulating aquaculture

feeds and impacts on distant marine and social ecosys-

tems, the economic and social impacts of aquaculture

on fisheries and agriculture resources, impacts of

aquaculture on markets, and impacts of globalization

on social sustainability (social capital, goods, and

social opportunities). Applications of tools such as

lifecycle assessments of aquaculture commodities and

the use of innovative social enterprise management

guidelines and tools are useful to determine impacts

at the global scale.

Social Ecology of Aquaculture

Many analysts are calling for more integrated, multidis-

ciplinary ways of developing ecologically and socially

responsible food, energy, water, and waste systems to

meet society’s needs [13]. Among the first was

Lubchenco [14] who called for a new social contract
for science and society. Industrial aquaculture in its

current development phase does not have a social con-

tract or social license to expand in many areas of the

world, especially at the watershed/aquaculture zone

and global scales.

Just as important are social investments in aquacul-

ture at the individual level. Aquaculture has an urgent

need for developing and engaging leaders who are well

trained and experienced decision-makers who are

“honest brokers of policy alternatives” [15]. Keen

et al. [16] believe transformation toward more sustain-

able practices will be much more likely if the individ-

uals who make up society can accept change and

modify their personal behaviors [17]. Changes in the

behavior of individuals can “scope up” and result in

larger changes at the community and societal scales by

employing a combination of trust-building, favorable

performance, accountability, flexibility and innova-

tion, and the inclusion of stakeholders in strategic

planning [18, 19].
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Folke et al. [20] challenge our education system to

continually adapt to the emergence of such new ques-

tions and changing social compacts as aquaculture.

Any rapid progress toward an ecological approach to

aquaculture will require development of education

programs that promote broad awareness, recognition,

and implications of new approaches to aquaculture,

and the creation of new institutions. Bransford et al.

[22] suggest that for such subfields of sustainability

science as aquaculture more attention needs to be

given to educating the next generation of leaders by

teaching metacognitive skills such as practicing differ-

ent ways of thinking in a variety of contexts, with less

emphasis being placed on trying to fill students with

a large volume of facts and knowledge.
An Ecological Aquaculture Strategy for the

“Triple Bottom Line”

Aquaculture development plans will be incomplete

unless both economic and social goals are articulated,

and agreed upon, at the outset, in transparent, partic-

ipatory processes. Only then can aquaculture can “evolve”

as an integral part of – not separate from – farmers,

fishermen, sustainable community development, and

the future of “working waterfronts.” Aquaculture’s

success cannot simply be defined as having successfully

developed the hatchery, feed, and marketing compo-

nents of a business plan – the old alignment of the

“seed, feed, and the need.” Rather, sustainable, ecolog-

ical aquaculture nurtures “society’s success” for the

“triple bottom line” of economic, environmental, and

social profit [23].

Adversarial social processes occur in jurisdictions

where aquaculture is not being developed using

a social-ecological “ecosystem approach.” In these

places, the blue revolution is being televised, tweeted,

and blogged. Adversarial processes (conflicts) occur

when stakeholders do not recognize each other’s inter-

ests as legitimate. These processes increase conflict;

thrive on uncertainty; have poor communication; are

exclusive, divisive, opaque, and closed, and lack trust.

Collaborative processes must be created that create

trust through shared learning and ownership, creative

problem solving, joint fact finding, and employ adap-

tive management. Robertson and Hull [24] call this

a “public ecology” that has both process and content
that emphasizes the participation of extended peer com-

munities of research specialists, policy-makers, and

concerned citizens. Dasgupta and Maler [25] have used

tools developed by economists and ecologists to valuate

choices in themidst of this complexity. In general, since

aquaculture is such a dynamic, evolutionary field,

managers, policy-makers, and community leaders

need to participate to allow understanding of new

and emerging problems and to stimulate multidis-

ciplinary research; as analysts report that such work is

the highest impact science being published today [26].

Clear, unambiguous linkages between aquaculture

and the environment must be created and fostered, and

the complementary roles of aquaculture in contribut-

ing to environmental sustainability, rehabilitation, and

enhancement must be developed and clearly articu-

lated to a highly concerned, increasingly educated,

and involved public. New aquaculture operations

must plan, at the outset, to:

1. Become an integral part of a community and

a region.

2. Plan for community development by working with

leaders to provide needed inputs and recycle wastes.

3. Create a diversity of unprocessed and value-added

products, and provide local market access, since in

rich societies, aquaculture products are high-value

discretionary purchases that can easily be rejected

by the public.

4. Plan for job creation and environmental enhance-

ment on both local and regional scales.

It is well documented that most aquaculture jobs

are not directly in production, rather in the affiliated

service industries. In the USA, Dicks et al. [27] found

that aquaculture production accounted for just 8% of

the income and �16,500 jobs. Aquaculture goods and

services accounted for 92% of the income and

�165,500 jobs (most jobs were in equipment, supplies,

feeds, fertilizers, transport, storage, processing). How-

ever, most aquaculture development plans focus almost

exclusively on production concerns and have little/no

comprehensive plans for localization of seed, feed,

markets, or other aquaculture service industries that

produce the most benefits to local economies – to say

nothing about employing local professionals (most

industrial aquaculture operations import high paying

professionals from the outside). In the vast majority of
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cases, feed and services are imported to sites, and local

people cannot even buy the produce!

An ecological aquaculture development model will

create new opportunities for a wider group of profes-

sionals to get involved in aquaculture since new

advances will be needed not only in technology but

also in information, community development, and

facilitation. Ecological aquaculture as a “new” field,

and one that is important for the future food security

and environment of the planet, requires themuchmore

comprehensive planning in order to evolve a new social

contract with society.
Future Directions

By 2030, fed aquaculture will turn from the ocean to

land-based agriculture to provide its feeds and oils. As

such, more sophisticated, ecologically designed and

integrated aquaculture systems will become more

widespread because they better fit the social-ecological

context of both rich and poor countries. Ecological

aquaculture provides the basis for developing a new

social contract for aquaculture that is inclusive of all

stakeholders and decision-makers in fisheries, agricul-

ture, ecosystems conservation, and restoration.

The wildly optimistic scenarios for aquaculture’s

expansion will not occur unless alternative ecological

approaches and ecological intensification of aquacul-

ture are widely adopted. Aquaculture needs to be better

integrated into overall fishery societal plans for secur-

ing sustainable seafood supplies and restoring dam-

aged, supporting fisheries ecosystems.

The overuse and degraded state of nearly all of the

world’s aquatic ecosystems, combined with public con-

cerns about adding any “new” uses or sources of

aquatic pollution to already overburdened natural

and human systems, require aquaculture to develop

ecosystems approaches; sustainable operating proce-

dures; and to articulate a sustainable, ecological peda-

gogy. The fact that an ecological aquaculture approach

can ensure aquaculture is a net gain to humanity; and it

could be the key organizing paradigm to form a new

social contract for aquaculture worldwide.

The massive globalization of seafood trade has

meant less dependence on local natural and social

ecosystems, and has resulted in some virulent opposi-

tion to aquaculture development, especially as
industrial aquaculture has removed the local sources

of production and markets, and jobs have been exter-

nalized. One major consequence of this globalization

has been the increased dependence of industrial, “fed”

aquaculture on the southeastern Pacific Ocean marine

ecosystem for fish meals and oils. The global implica-

tions for the Humboldt ecosystem, for local poverty,

and the scoping of this unsustainable situation to the

entire global protein food infrastructure are profound,

and are still largely unrealized.

Aquaculture sites are not only economic engines of

primary production that meet the regulations of

a society, but can be sites of innovation and pride if

they can be well designed as community-based, aqua-

culture farming ecosystems. A review of the progress

toward such an ecosystems approach to aquaculture is

necessary to inspire planners and environmental deci-

sion-makers at many societal scales (national, regional,

local) to make use of such innovative approaches.

Sophisticated site planning of aquaculture can occur

so that farms “fit with nature” and do not displace or

disrupt invaluable natural, aquatic ecosystems, or con-

servation areas; but contribute to the local economy

and society [5].

An ecological aquaculture approach to comprehen-

sive planning for aquaculture at many different scales

will integrate aquaculture into plans for not only envi-

ronmental benefit and the restoration of coastal eco-

systems, but also local market developments and the

future of coastal communities. As such, ecological

aquaculture can move aquaculture beyond endless

user conflicts, and could stabilize the regulatory envi-

ronment and ensure a more equitable process of eco-

social design of aquaculture for the future.
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Glossary

Biomitigative services provided by extractive aqua-

culture The environmental, economic, and socie-

tal services and benefits received by ecosystems – in

their broad definition which includes humans who

depend on them – from the conditions and pro-

cesses of cultivated species, such as seaweeds

extracting inorganic nutrients and suspension-

and deposit-feeders extracting organic particles

recaptured from the activities of fed aquaculture

(e.g., fish or shrimp aquaculture), to maintain

their health. Biomitigative services can also be pro-

vided by natural populations of similar organisms.

Integrated multi-trophic aquaculture (IMTA) The

farming, in proximity, of aquaculture species from
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
different trophic levels, and with complementary

ecosystem functions, in away that allows one species’

uneaten feed and wastes, nutrients, and by-products

to be recaptured and converted into fertilizer,

feed, and energy for the other crops, and to take

advantage of synergistic interactions between

species. Farmers combine fed aquaculture (e.g., fin-

fish or shrimps) with extractive aquaculture, which

utilizes the inorganic (e.g., seaweeds or other

aquatic vegetation) and organic (e.g., suspension-

and deposit-feeders) excess nutrients from fed

aquaculture for their growth. The aim is to ecologi-

cally engineer balanced systems for environ-

mental sustainability (biomitigative services for

improved ecosystem health), economic stability

(improved output, lower costs, product diversifica-

tion, risk reduction, and job creation in disadvan-

taged communities) and societal acceptability (better

management practices, improved regulatory

governance, and appreciation of differentiated and

safe products).
Definition of the Subject

Fulfilling aquaculture’s growth potential requires

responsible technologies and practices. Sustainable

aquaculture should be ecologically efficient, environ-

mentally benign, product-diversified, profitable, and

societally beneficial. Integrated multi-trophic aquacul-

ture (IMTA) has the potential to achieve these objec-

tives by cultivating fed species (e.g., finfish or shrimps

fed sustainable commercial diets) with extractive spe-

cies, which utilize the inorganic (e.g., seaweeds or other

aquatic vegetation) and organic (e.g., suspension- and

deposit-feeders) excess nutrients from fed aquaculture

for their growth. Thus, extractive aquaculture produces

valuable biomass, while simultaneously rendering

biomitigative services for the surrounding ecosystem

and humans. Through IMTA, some of the uneaten feed

and wastes, nutrients, and by-products, considered

“lost” from the fed component, are recaptured and

converted into harvestable and healthy seafood of com-

mercial value, while biomitigation takes place (partial

removal of nutrients and CO2, and supplying of oxy-

gen). In this way, some of the externalities of fed

monoculture are internalized, hence increasing the
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overall sustainability, profitability, and resilience of

aquaculture farms. A major rethinking is needed

regarding the definition of an “aquaculture farm”

(reinterpreting the notion of site-lease areas) and

regarding how it works within an ecosystem, in the

context of a broader framework of Integrated Coastal

Zone Management (ICZM). The economic values of

the environmental/societal services of extractive species

should be recognized and accounted for in the evalua-

tion of the true value of these IMTA components. This

would create economic incentives to encourage aqua-

culturists to further develop and implement IMTA.

Seaweeds and invertebrates produced in IMTA systems

should be considered as candidates for nutrient/carbon

trading credits (NTC and CTC) within the broader

context of ecosystem goods and services. Long-term

planning/zoning promoting biomitigative solutions,

such as IMTA, should become an integral part of

coastal regulatory and management frameworks.
Introduction: Aquaculture Is Needed But Some

Practices Need to Evolve

The global seafood industry is at a crossroads: as cap-

ture fisheries stagnate in volume, they are falling

increasingly short of a growing world demand for sea-

food. It is anticipated that by 2030, there will be a 50–80

million ton seafood deficit [1]. This gap will likely not

be filled by capture fisheries but by aquaculture opera-

tions, which already supply almost 50% of the seafood

consumed worldwide [1]. Consequently, it is impera-

tive to design the ecosystem responsible aquaculture

practices of tomorrow that maintain the integrity of

ecosystems while ensuring the viability of this sector

and its key role in food provision, safety, and security.

Without a clear recognition of the industry’s large-

scale dependency and impact on natural ecosystems

and traditional societies, the aquaculture industry is

unlikely to either develop to its full potential, continue

to supplement ocean fisheries, or obtain societal accep-

tance. The majority of aquaculture production still

originates from relatively sustainable extensive and

semi-intensive systems [2]; however, the rapid devel-

opment, throughout the world, of intensive marine fed

aquaculture (e.g., carnivorous finfish and shrimp) is

associated with concerns about the environmental,

economic, and social impacts that these, often
monospecific, practices can have, especially where

activities are highly geographically concentrated or

located in suboptimal sites whose assimilative capacity

is poorly understood and, consequently, prone to being

exceeded. There are also some concerns with shellfish

aquaculture, especially at high density, as shellfish

occupy an intermediate trophic level and often play

a dual role of organic filtering organisms and waste/

nutrient generating organisms [3].

For many marine aquaculture operations, mono-

culture is, spatially and managerially, often the norm.

Species are cultivated independently in different bays

or regions. Consequently, the two different types of

aquaculture (fed versus extractive) are often geograph-

ically separate, rarely balancing each other out at the

local or regional scale, and, thus, any potential synergy

between the two is lost. To avoid pronounced shifts in

coastal processes, the solution to nutrification by fed

aquaculture is not dilution, but extraction and conver-

sion of the excess nutrients and energy into other

commercial crops produced by extractive aquaculture.

To continue to grow, while developing better man-

agement practices, the aquaculture sector needs to

develop more innovative, responsible, sustainable,

and profitable technologies and practices, which

should be ecologically efficient, environmentally

benign, product-diversified, and societally beneficial.

Maintaining sustainability, not only from an environ-

mental, but also from economic, social, and technical

perspectives, has become a key issue, increased by the

enhanced awareness of more and more demanding

consumers regarding quality, traceability, and produc-

tion conditions. Integrated multi-trophic aquaculture

(IMTA) has the potential to play a role in reaching

these objectives by cultivating fed species (e.g., finfish

or shrimps fed sustainable commercial diets) with

extractive species, which utilize the inorganic (e.g.,

seaweeds or other aquatic vegetation) and organic

(e.g., suspension- and deposit-feeders) excess nutrients

from aquaculture for their growth (Fig. 1).
IMTA: A Flexible and Functional Concept

The IMTA concept is extremely flexible [4]. To use

a musicology analogy, IMTA is the central/overarching

theme on which many variations can be developed

according to the environmental, biological, physical,
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Conceptual diagram of an Integrated Multi-Trophic Aquaculture (IMTA) operation including the combination of fed

aquaculture (e.g., finfish) with suspension organic extractive aquaculture (e.g., shellfish), taking advantage of the

enrichment in small particulate organic matter (POM); inorganic extractive aquaculture (e.g., seaweeds), taking advantage

of the enrichment in dissolved inorganic nutrients (DIN); and deposit organic extractive aquaculture (e.g., echinoids,

holothuroids, and polychaetes), taking advantage of the enrichment in large particulate organic matter (POM) and feces

and pseudo-feces (F&PF) from suspension-feeding organisms. The bioturbation on the bottom also regenerates someDIN,

which becomes available to the seaweeds
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chemical, societal, and economic conditions prevailing

in parts of the world where the IMTA systems are

operating. It can be applied to open-water or land-

based systems, marine or freshwater systems (some-

times called “aquaponics”), and temperate or tropical

systems. What is important is that the appropriate

organisms are chosen at multiple trophic levels based

on the complementary functions they have in the eco-

system, as well as for their economic value or potential.

In fact, IMTA is doing nothing other than recreating

a simplified, cultivated ecosystem in balance with its

surrounding instead of introducing a biomass of

a single type one thinks can be cultivated in isolation

from everything else. Integration should be understood

as cultivation in proximity, not considering absolute

distances but connectivity in terms of ecosystemic

functionalities.

It should be made clear that in the minds of those

who created the acronym “IMTA,” it was never con-

ceived to be viewed with the minimalist perspective of
only the cultivation of salmon (Salmo salar), kelps

(Saccharina latissima and Alaria esculenta), and blue

mussels (Mytilus edulis) within a few hundred meters:

this is only one of the variations (Fig. 2) and the IMTA

concept can be extended to very large ecosystems like

the Yellow Sea (see below). This also means that IMTA

variations include integrated agriculture aquaculture

systems (IAAS), integrated sylviculture (mangrove)

aquaculture systems (ISiAS), integrated green

water aquaculture systems (IGWAS), integrated peri-

urban aquaculture systems (IPUAS), integrated fisher-

ies aquaculture systems (IFAS), sustainable ecological

aquaculture systems (SEAS), integrated temporal

aquaculture systems (ITAS), and integrated

sequential aquaculture systems (ISAS, also called

partitioned aquaculture systems, PAS, or fractionated

aquaculture systems, FAS) [5–7]. There is no ultimate

IMTA system to “feed the world.” There is not one

world but climatic, environmental, biological, physical,

chemical, economic, societal, and political conditions,
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One of the Integrated Multi-Trophic Aquaculture (IMTA) sites in the Bay of Fundy, New Brunswick, Canada, operated by

Cooke Aquaculture Inc.: two rows of salmon cages in the background, then a row of mussel rafts and two seaweed rafts

in the foreground
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each of which can lead to different choices of systems

for feeding these microworlds.

The paradox is that IMTA is not a new concept.

Asian countries, which provide more than two thirds of

the world’s aquaculture production, have been practic-

ing IMTA (often described as a type of “polyculture”)

for centuries, through trial and error and experimen-

tation. Why, then, is this common sense solution not

more widely implemented? The reasons for this gener-

ally center around social customs and practices, and

market-driven economicmodels not considering exter-

nalities that one is already familiar with, even if com-

mon sense tells one that one should modify them.

Human society does not change quickly unless there

are compelling reasons to do so. What to do when early

large profit margins create short-term economic

booms, followed within a few decades by dwindling

meager profit margins? Often, the temptation is to

throw more large volume cultivation operations and

destructive methods into the mix, without proper reg-

ulations and business plans. Pollution, disease and

economic busts generally ensue, major restructuring

of the industry becomes necessary, and a few clairvoy-

ant visionaries remain afloat and adapt to jump to the
next curve to survive. This evolution is not exclusive to

the aquaculture industry. Why do humans have such

short and selective memories resulting in them repeat-

ing mistakes, regularly?

The fact that humans are currently at a crossroad

should motivate them to improve current aquaculture

practices, without further delay. Fishery management

plans in most countries have been single-species

approaches, completely neglecting the interactions

between species, not understanding the synergies, or

antagonisms, between them and how an ecosystem

works based on the complementarities of the different

functions of the different organisms inhabiting it. It

seems that, despite the knowledge of the limitations of

mono-agriculture and mono-fisheries, people are

ready to develop similar plans for the management of

mono-aquaculture. It should be recognized that there

is still a chance for incorporating all the learning about

the problems of terrestrial monocultures into the rela-

tively new frontier of aquaculture. To better manage

marine, brackish, or freshwater environments to the

benefits of mankind and the ecosystem, one needs to

develop a new science, marine agronomy, learning

from the mistakes made in land agriculture over the
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centuries to do a better job with aquaculture. It is

interesting to note that traditional agricultural prac-

tices, such as crop alternation and fallow, are now being

transposed to aquaculture practices.

Why, then, is IMTA not more widely adopted, espe-

cially in the western world? Paul Greenberg, in his

fascinating book “Four Fish” [8], mentioned a very

interesting point. In Leviticus, the third book of the

Hebrew bible in which, according to the Jewish tradi-

tion, God dictated commandments to Moses, one can

read (19:19): “You must not sow your field with two

different kinds of seed” (also translated as “two kinds of

seed” or as “mixed seed”). One can wonder if this

represents, in fact, one of the most ancient treatises

recommending mono-agricultural practices and if it

is not the reason why integrated culture techniques

have been ignored for centuries in the Judeo-Christian

civilization, while they have flourished in other civili-

zations, especially in Asia. Moreover, if Asian cultures

are accustomed to the concept of considering wastes

from farming practices as resources for other crops

rather than pollutants, this attitude still has a long

way to progress in the western world where aquaculture

is a more recent development.
The Need for Diversifying Responsible

Aquaculture Systems and for an Ecosystem

Approach

The common old saying “Do not put all your eggs in

one basket,” which applies to agriculture and many

other businesses, should also apply to aquaculture.

Having excess production of a single species leaves

a business vulnerable to sustainability issues because

of fluctuating prices in what has become commodity

markets and potential oversupply, and the possibility of

catastrophic destruction of one’s only crop (diseases,

damaging weather conditions). Consequently, diversi-

fication of the aquaculture industry is advisable for

reducing economic risk and maintaining sustainability

and competitiveness.

From an ecological point of view, diversification

also means cultivating more than one trophic level,

i.e., not just raising several species of finfish (that

would be “polyculture”), but adding into the mix

organisms of different and lower trophic levels (e.g.,

seaweeds, shellfish, crustaceans, echinoderms, worms,
bacteria, etc.) to mimic the functioning of natural

ecosystems. Staying at the same ecological trophic

level will not address some of the environmental issues

because the system will remain unbalanced due to

nondiversified input and output needs. Evolving aqua-

culture practices will require a conceptual shift toward

understanding the working of food production systems

rather than focusing on technological solutions.

One of the innovative solutions promoted for envi-

ronmental sustainability (biomitigative services for

improved ecosystem health), economic stability

(improved output, lower costs, product diversification,

risk reduction, and job creation in disadvantaged com-

munities), and societal acceptability (better manage-

ment practices, improved regulatory governance, and

appreciation of differentiated and safe products) is

IMTA. The aim is to increase long-term sustainability

and profitability per cultivation unit (not per species in

isolation as is done in monoculture), as some of the

uneaten feed and wastes, nutrients, and by-products of

one crop (fed animals) are not lost but recaptured and

converted into fertilizer, feed, and energy for the other

crops (extractive plants and animals). These, in turn,

can be harvested and marketed as healthy seafood,

while feed costs are reduced because of their reuse in

multiple niches and biomitigation is taking place

(partial removal of nutrients and CO2, and supply

of oxygen). In this way, all the cultivation components

have a commercial value, as well as key roles

in recycling processes and rendering biomitigative

services. Some of the externalities of fed monoculture

are internalized, hence increasing the overall sustain-

ability, long-term profitability, and resilience of aqua-

culture farms. The harvesting of the different types of

crops participates in the capture and export of nutri-

ents outside of the coastal ecosystem.

The biomass and functions of the fed and extractive

species naturally present in the ecosystem in which

aquaculture farms are operating must also be

accounted for or this will lead to the development of

erroneous carrying/assimilative capacity models. For

example, the 158,811 t (fresh weight) of the intertidal

seaweed, Ascophyllum nodosum (rockweed), in proxim-

ity to salmon aquaculture operations in southwest

New Brunswick, Canada, are not neutral in the ecosys-

tem and represent a significant coastal nutrient scrub-

ber which should be taken into consideration to
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understand the functioning of that part of the Bay of

Fundy.
IMTA, While Not the Panacea to and for

Everything, Is, Nevertheless, One of the

Improvement Options

IMTA has never been portrayed as the solution to and for

everything! For example, IMTA does not address the

issues of escapees from open-water fish farms. It is, of

course, in the interest of everybody, especially the indus-

try (to not losemoney) to reduce the number of escapees.

This is, however, a question of engineering of the rearing

systems (cages, netting material, etc.) and the suitability

of the environment to survival should escapes occur. To

solve the escapee issue, it has been suggested that fish

farms should be pulled from the open water and placed

on land or in closed containment. Moving on land is,

however, not a guarantee for zero escapees. There are

well-known escapee cases from land-based operations,

with serious consequences. For example, the bighead

carp (Hypophthalmichthys nobilis) and the silver carp

(Hypophthalmichthys molitrix) were brought from Asia

to the southern USA in the 1970s to help control algal

proliferation in channel catfish (Ictalurus punctatus)

farms. There are reports of escapees into the lower

Mississippi River system, especially associated with

flood episodes in the early 1990s. Self-sustaining

populations have been able to move northward to

enter the Upper Mississippi River system and the Illi-

nois River system. Presently, there are fears that these

fish could enter the Great Lakes system through the

Chicago Sanitary and Ship Canal and the Des Plaines

River to finally reach Lake Michigan, after an escape of

around 2,000 km in approximately 20–30 years. Elec-

tric fish barriers have been put in place, but their

efficiency has been questioned. The use of rotenone,

a biodegradable piscicide, was authorized but seemed

to have killed more common carps (Cyprinus carpio;

itself an introduced species from Europe in the 1830s)

than bighead and silver carps. On April 26, 2010, the

US Supreme Court decided not to get involved in

a dispute over how to prevent these carps from making

their way into the Great Lakes; it turned down a new

request by the State of Michigan to consider ordering

permanent closing of the Chicago-area shipping locks.

What the impacts on the ecosystems could be, should
these fish get into the Great Lakes systems, is unknown,

but they are well-known for their ability to consume

large amounts of algae and zooplankton, eating as

much as 40% of their body weight per day, and they

are fierce competitors when it comes to securing their

food needs. The silver carp is also a danger to recrea-

tional fishers, water skiers, and boaters because of its

habit to jump out of the water when startled by boat

motors or other noises, creating life-threatening aerial

hazards with high speed impacts.

The number of escapees from land-based facilities is

not as well documented as with cage-based aquaculture.

Perhaps because land-based fish escapes aremore likely to

occur as a continuous “trickle” instead of a single major

event such as a net tear that would lead to “large-scale”

escapes. However, reports do surface from time to time

in the media, particularly if there is some novelty in the

story. A recent example is the report of the cultured

salmonid brown trout, Salmo trutta, escaping from

a pond farm in the UK. Awildlife photographer caught

them in action, making large leaps out of the

water straight into a metal feed pipe a meter above

and connected to a tributary of a river (http://www.

telegraph.co.uk/earth/earthnews/3318094/Photographer-

captures-trouts-great-escape.html). Ideally, land-based

recirculation systems would reduce the potential for

escapes. However, most recirculation systems have at

least partial water exchange [9] and where there is water

exchange and discharge, there is a potential for

escapees. These systems are still not widely used and

to the authors knowledge there has not been any ini-

tiative taken to document escapees, or lack thereof,

within these systems. It may, therefore, be premature

to classify such systems as “escape proof.” It is unlikely

that any land-based aquaculture operations could ever

be 100% “escapee-proof” and, consequently, they will

also need to develop anti-escapee strategies (avoiding

flood plains, electric fences, grids of the appropriate

mesh, catchment basins, etc.).

Moving to land-based or closed-containment oper-

ations is one approach that may help address some

sustainability issues but is not without its problems.

Large amounts of energy, often diesel or electric power,

are required to pump and aerate water. Nutrients are

either pumped back into the water or settled some-

where and “trucked” offsite. All of these processes leave

a “carbon footprint,” and only partly solve the issue of

http://www.telegraph.co.uk/earth/earthnews/3318094/Photographer-captures-trouts-great-escape.html
http://www.telegraph.co.uk/earth/earthnews/3318094/Photographer-captures-trouts-great-escape.html
http://www.telegraph.co.uk/earth/earthnews/3318094/Photographer-captures-trouts-great-escape.html
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excess nutrients. IMTA, or its variation called

“aquaponics,” will have to be added to closed-

containment or land-based systems to treat the efflu-

ents. One “impact” may simply be traded for another.

Ayer and Tyedmers [10], in their life cycle assessment of

alternative aquaculture technologies, warned that one

could be in a case of environmental problem shifting,

not solving, where, while reducing local ecological

impacts, the increase in material and energy demands

may result in significant increased contributions to

several environmental impacts of global concern,

including global warming, nonrenewable resource

depletion, and acidification.

Land-based or closed-containment operations have

also been advocated as a way of controlling diseases and

their transmission. However, the proponents very often

equate diseases to the sole problem of sea lice, leaving

the issues related to viral or bacterial pathogens

unaddressed. Some concerns have been expressed that

multiple species on the site might increase the risk for

disease transmission. It must, however, be realized that

sites in the ocean and on land will always have addi-

tional unintended species associated with the opera-

tion, ranging from microorganisms to marine

mammals, depending on the situation. The question

is not whether to have only one species on the site, but

at what density do negative interactions occur with the

unintended ones and whether there are any positive

interactions associated with more diversified systems.

In fact, two studies [11; Robinson, pers. comm.] have

demonstrated in laboratory experiments that the blue

mussel, Mytilus edulis, is capable of inactivating

the infectious salmon anemia virus (ISAV), as well as

the infectious pancreatic necrosis virus (IPNV). Mus-

sels are, consequently, not a likely reservoir host or

vector for ISAVand IPNV. Put in an IMTA perspective,

this could mean that mussel rafts could be strategically

placed to serve as a kind of sanitary/biosecurity cordon

around salmon cages to combat certain diseases. Pang

et al. [12, 13] also reported reduced total bacteria and

Vibrio counts in a seaweed-abalone IMTA system.

In regard to parasites, two studies [14; Robinson,

pers. comm.] indicate that blue mussels can consume

copepodids, the planktonic and infectious stage of sea

lice, and several studies, in both Europe and New

Zealand, have highlighted the fact that mussels can

consume small zooplankton. Having a biofilter such
as mussels at IMTA sites may decrease the frequency of

exposure to pathogens and planktonic parasites. The

hope is that having multiple species on a farm will

result in some positive interactions between species

allowing some biological control of the outbreaks of

pathogens and parasites, hence reducing the number

of costly chemical treatments required. If this is vali-

dated, filter feeders may have additional contributions

to sustainability beyond reduction of the particle load.

One of the 14 projects of the recently created Canadian

Integrated Multi-Trophic Aquaculture Network

(CIMTAN) is investigating the role of bivalves in

potentially reducing sea lice populations. Most of the

work has been conducted in the lab so far, but results

are very positive and it has been demonstrated that

mussels eat the larval forms. Ongoing work is develop-

ing a trap system that exploits various behaviors of sea

lice to attract and filter them out of the system. Another

CIMTAN project is looking into the possibility that

mussels could reduce the horizontal transmission of

Loma salmonae, responsible for microsporidial gill dis-

ease of salmon (MGDS), a serious endemic gill disorder

in marine netpen reared, and wild, Chinook (and other

Pacific) salmon. Trials will examine the proof of prin-

ciple that blue mussels remove microsporidial spores

from water and to what extent these spores retain

short-term infectious potential as determined by bran-

chial xenoma expression in test fish.

IMTA is not entering directly the debate regarding

the inclusion of fishmeal and fish oil in commercial

feeds (nor are land-based or closed-containment oper-

ations). IMTA could, however, provide a partial solu-

tion. Modern commercial salmon diets in Canada

contain much less fishmeal (about 15–25%) and fish

oil (about 15–20%) than they did less than 10 years ago

(40–60%). By-products (trimmings, offal) of wild

catch fisheries are now used to supply a major portion

of the fishmeal ingredients. Finding replacements for

marine ingredients is a priority and there are several

large research projects worldwide addressing this issue.

The feed company Skretting has now produced

a salmon feed which includes no marine ingredients.

Turning toward land plant proteins is not without its

impacts. Extra farmland area (more deforestation)

would be needed, which, moreover, would need to be

irrigated and fertilized on a planet already suffering

from water availability problems and with fertilizer



191Aquaculture, Integrated Multi-trophic (IMTA)
prices soaring. The price of some staple food crops used

in traditional agriculture (corn, soya bean, sugar cane,

etc.) would rise considerably due to announced com-

petition for their uses, as recently seen when they were

potentially sought out as energy crops for the produc-

tion of first-generation biofuels [15–17]. Reallocation

of acreage for subsidized potential biofuel crops such as

corn, sugar cane, oil palm, canola, switch grass, etc., has

already had significant ecological and societal costs due

to its impacts on ecosystem health, biodiversity, and

food security [18–21]. Partial substitution with organ-

isms already living in water and not needing extra

fertilization in an IMTA setting, such as seaweeds,

could, in fact, be a very interesting option, fitting well

within the sustainability and management concept of

IMTA, and representing a logical loop for companies

developing an IMTA and diversification strategy. If

cultivated in the water column in IMTA systems,

there would, moreover, be no issue of raking natural

beds of seaweeds attached to the bottom of the ocean

(destruction of seafloor and impact on ecosystem func-

tions such as nursery ground for animals).

Some environmental nongovernmental organiza-

tions arguing for fishmeal/fish oil replacement have

also voiced concerns that, after all, marine fish should

eat marine ingredients . . . obviously, one cannot have it

both ways! There is also the paradoxical situation of

farmed freshwater fish, which are being grown less and

less on humans and animal wastes and naturally occur-

ring algal blooms, but more and more on already com-

peting staple foods such as corn and soy: they have lost

their off-flavored or muddy taste to become tasteless or

“unfishy”! So, what does one want to receive in one’s

kitchen? A flavor-neutral, versatile product easily

adapted with numerous sauces, while one is lamenting

that farmed salmon or bass are not what wild salmon or

bass used to be? Quite an irony, even more so when

people learn that these herbivorous whitefish are more

and more being fed pellets containing fishmeal and

fish oil because they grow faster! What is really impor-

tant is a balanced diet using balanced sourcing of

raw material.

Some will argue that “fish require nutrients, not

ingredients.” At the same time, there is also the

well-known saying “You are what you eat,” and in this

case, people have to realize and accept that humans are

mostly corn, soya, and fishmeal, if they look at what the
four mammals (cow, pig, sheep, and goat) and four

poultry (chicken, turkey, duck, and goose) that they

have selected as their meat choices are eating. Histori-

cally, most of the reduction fishery (small fish such as

anchovies, herring, sardines, and menhaden) went into

the production of pet feeds and farm animal feeds.

Subsequently, this fishery supplied a significant part

of the marine ingredients for fish feeds. The landing

of the reduction fishery has been fairly stable (fluctu-

ating between 15 and 30 million metric tons since the

1970s) and, in the absence of aquaculture, the fishery

would likely return to supplying pet and farm animal

feeds, and a current resurgence of interest directly by

humans. This is not to justify relaxed vigilance for

finding replacements for marine ingredients in fish

feed, but simply to suggest that an absence of fish

farming will not stop the use of this resource. How

can one get out of this vicious circle? Cultivating several

organisms, at different trophic levels, in proximity so

that the food and wastes are utilized efficiently more

than once through a cascade of recapturing and

remetabolizing is one approach: that is IMTA. The

other is to consider that if terrestrial food production

systems are close to their limits, one does not have

other options but to turn again to the sea, this time

not for fish but to have seaweeds and invertebrates

entering one’s food habits, either directly or delivered

through feed given to intermediates to what reach one’s

plate. The discrepancy between the marine and agri-

cultural production systems has to be reduced: pres-

ently, especially in the western world, humans feed

approximately two steps higher in the marine food

web than in the agricultural food web.

People should continue to eat seafood (fish but also

invertebrates and seaweeds), not according to seafood

pocket guides which simplistically paint species with

one stroke of green (best choice), orange (good alter-

native), or red (avoid), but according to the fishing and

aquaculture practices used to grow, harvest, and pro-

cess them: an admittedly more complex mosaic, but

also much more realistic and attractive to look at than

a traffic light!

Interestingly, what is referred to as the fifth tasting

sense by Japanese (after sweet, sour, salty, and bitter)

and called umami (= savoriness or good flavor) comes

from seaweeds. The product responsible for umami was

first identified in 1908 by Professor Kikunae Ikeda,
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of the Tokyo Imperial University, searching for the

chemical reason of the strong flavor in seaweed broth

(mostly of the kelp Saccharina japonica, formerly

Laminaria japonica). It is due to the detection in our

mouth of the carboxylate anion of the amino acid

called glutamic acid and its salts, glutamates, in

particular monosodium glutamate (MSG). Inosine

monophosphate (IMP) and guanosine monophosphate

(GMP), degradation products of the energy-storing

molecule adenosine triphosphate (ATP) greatly enhance

the perceived intensity of umami. This explains, chem-

istry displacing romantics, why a dead tuna (once full of

energy) served with seaweeds is such a savory delicacy,

the very essence of the success of the sushi bar fad

gaining the western world.

We have never pretended that IMTA is the solution,

the silver bullet, to and for everything. It is now up

to us to develop the better aquaculture practices of

tomorrow. IMTA is based on several common sense

principles:

– The solution to nutrification is not dilution, but

extraction and conversion through diversification.

– This is, in fact, a rewording of the first law of

thermodynamics “Rien ne se perd, rien ne se crée,

tout se transforme” (“Nothing is lost, nothing is

created, everything is transformed”) as summarized

by Antoine Laurent de Lavoisier, the well-known

French chemist and physicist (but also tax collector,

which explains his premature death at age 51 in

1794 under the Terror period of the French

Revolution).

– What is waste for some is gold for others.

– Do not put all your salmon eggs in the same basket.

A lot of common sense, but, unfortunately, com-

mon sense is not that common! IMTA is one of the

promising options, but, certainly, it needs to be tailored

to the location in the world where it is implemented. It

should also be developed in association with other

practices. Like for energy, not one solution will satisfy

all the needs and it is a variety of solutions that will help

one secure one’s seafood procurement in a responsible

manner. The solutions will be at the interfaces of these

techniques and will be interdisciplinary. They will

embrace both scientific and technological advance-

ments and traditional knowledge. IMTA is exactly at

this interface, modernizing traditional practices:
combining ecosystem complementary crops, bay man-

agement area, and fallowing are nothing new, but

revisited and updated, based on what humans have

learned from past experience (which includes a lot of

mistakes over the centuries, but not assimilated by the

characteristically short-term memory of humans!).
Recognizing and Valuing the Biomitigative

Services Rendered by the Extractive Components

of IMTA: Should a System of Nutrient and Carbon

Trading Credits Be Developed?

A few economic analyses have indicated that the out-

look for increased profitability through IMTA is prom-

ising [22, 23]. However, these analyses were based

solely on the commercial values from the sale of

biomass – being of fish, shellfish, or seaweeds – and

used conservative price estimates for the cocultivated

organisms based on known applications. One aspect

not factored into these analyses is the fact that the

extractive component of an IMTA system not only

produces a valuable multipurpose biomass, but also

simultaneously renders waste reduction services to

society. It is particularly important to recognize that

once nutrients have entered coastal ecosystems, there

are not many removal options available: the use of

extractive species is one of the few realistic and cost-

effective options. The economic values of the environ-

mental/societal services of extractive species should,

therefore, be recognized and accounted for in the eval-

uation of the true value of the IMTA components.

Further development of economic models is needed

to help shed light on the economic (society) and com-

mercial (industry) attractiveness of IMTA.

Ecosystem services have been ignored until recently

[24]. To improve the sustainability of anthropogenic

nutrient loading practices such as aquaculture, incen-

tives such as Nutrient Trading Credits (NTC) should be

established as a means to promote nutrient load reduc-

tion or nutrient recovery. During the last few years,

there has been much talk and excitement about carbon

credits. However, within coastal settings, the concerns

have largely been with nitrogen, due to the fact that its

typical role as the limiting nutrient is not any longer the

case in some regions. Potential effects of carbon loading

in the marine environment should also be considered:

localized benthic anoxia and, consequently, hydrogen
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sulfide release may occur when solid waste deposition

rate exceeds aerobic decomposition rate. Ocean acidi-

fication due to increased dissolved CO2 levels has also

prompted serious new concerns [25] and a Carbon

Trading Credit (CTC) system should also be contem-

plated. With an appropriate composition of cocultured

species, IMTA has the potential to reduce the amounts

of dissolved (inorganic) and solid (organic) forms of

nitrogen, carbon, phosphorus (more an issue in fresh-

water environments), etc., making extractive aquacul-

ture a good candidate for a NTC and CTC, or other

suitable approaches, to deal with the pressing issues of

coastal nutrient loading.

Currently, there are few countries with laws or reg-

ulations that require aquaculture operations to respon-

sibly internalize their environmental costs, such as

nutrient discharges. There are some precedents, such

as where land-based trout farmers in Denmark are

allowed to increase their feed quota with documented

evidence of reduced effluent discharge [26], but such

incentives are not widely spread. In most jurisdictions,

adjacent ecosystems are left to accommodate the nutri-

ent load, and performance-based standards are used to

determine if farms have exceeded their assimilative

capacity.

The implementation of regulations resulting in

internalization of environment costs by fish farms,

without a direct economic compensatory response

such as the Danish feed quota increase, could result in

a significant reduction in profitability. In land-based

systems, it is relatively easy to quantify nutrient load

and concentration via comparison between farm

inflows and outflows, thereby creating a benchmark

for “economic compensation.” Such values are practi-

cally impossible to empirically measure in an open-

water system, “leaky” by definition, and, consequently,

so is the practical implementation of such incentives.

However, Troell et al. [27] and Chopin et al. [28]

demonstrated that by integrating the seaweed,

Gracilaria, in the dual role of nutrient scrubber and

commercial crop (for agar production), with salmon

farms in Chile, the environmental costs of waste dis-

charges would be significantly reduced and profitability

significantly increased.

Interestingly, the removal of nitrogen could be

much more lucrative, by approximately a factor of

100, than that of carbon. The cost of removing nitrogen
is not clearly defined, but there are several interesting

studies that may help define a range of possible prices

for economic evaluation of the NTC concept. The cost

of removing 1 kg of nitrogen varies between US$3 and

US$38 at sewage treatment facilities, depending on the

technology used and the labor costs in different coun-

tries [28]. The municipality of Lysekil, in Sweden, is

paying approximately US$10/kg removed by the filter-

feeding mussel,Mytilus edulis, to the farm Nordic Shell

Produktion AB [29, 30]. Ferreira et al. [31, 32], with the

development of the Farm Aquaculture Resource

Management (FARM) model, determined a net value

of €18–26 billion/year of nutrient eutrophication

reduction services provided by shellfish aquaculture

in the coastal waters of the European Union.

Gren et al. [33] calculated that the cleaning costs of

nutrients by mussel farming can be considerably lower

than other abatement measures and estimated that

mussel farming should be credited between €0.1 and

€1.1 billion/year in the Baltic Sea.

Using this information, and without presuming

what the final design of IMTA sites will be in the future,

preliminary calculations for the relatively small-scale

IMTA project on the East coast of Canada indicate that

the annual harvesting of kelps (Fig. 3) would equate

to the removal of 35.75 t of nitrogen from the ecosys-

tem, representing an NTC of between US$357,504 and

US$1,072, 512. The same could be applied to another

key nutrient, phosphorus. With an annual removal

of 4.09 t and a value of US$4/kg removed [28], this

would represent another contribution to the NTC of

US$16,343, a much smaller amount but it could also be

an important way of extracting phosphorus, at a time

when some are predicting it to be the next element

human society will be short of (in its natural or

mined forms).

Carbon Trading Credits (CTC) could also be calcu-

lated. There may be some arguments about what is

meant by trapping and sequestering carbon. Some

may argue that it should be reserved to long/geological

term storage (sink) and not to transient storage [34].

This is, in fact, a question of how long one allows the

recycling clock to run. There is no permanent storage

of carbon; it happened that a particular fossil biofuel,

petroleum, has been sequestered over geological time

to suddenly be reused at an accelerated rate over the last

few centuries. But the first law of thermodynamics,
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Harvesting of the kelp, Saccharina latissima, at an Integrated Multi-Trophic Aquaculture (IMTA) site in the Bay of Fundy,

New Brunswick, Canada. Kelps remove dissolved nutrients from the ecosystem while providing commercial products
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as enunciated by Antoine Laurent de Lavoisier more

than two centuries ago, still applies: “Rien ne se perd,

rien ne se crée, tout se transforme,” i.e., “Nothing is

lost, nothing is created, everything is transformed.” If

even temporary removal of carbon from the ocean by

biomass harvesting until further transformation (and

rerelease of carbon) can be credited for potentially

increasing seawater pH and absorbing CO2 from the

atmosphere and/or the cultivated animals, then CTC

should be calculated. Marine vegetation is getting more

and more recognition as a sink for anthropogenic car-

bon emissions (the so-called blue carbon [35]). Marine

primary producers contribute at least 50% of the

world’s carbon fixation and may account for as much

as 71% of all carbon storage in oceanic sediments.

Then, micro-algae, macro-algae, and marine plants,

such as mangroves and seagrasses, have a role to

play in CO2 sequestration and removal, and carbon

storage [36]. Marine photosynthesis accounts for

50% of the total primary productivity of the planet

(54–59 PgC/year from a total of 111–117 PgC/year

[37]). Of this, marine macrophytes (seaweeds and

seagrasses) account for approximately 1 PgC/year con-

centrated in coastal regions where they can play

a significant role in the sequestration of anthropogenic

carbon emissions and the global carbon cycle. Brown
marine macro-algae (such as Macrocystis, Saccharina,

Laminaria, Ecklonia, Sargassum, Ascophyllum, and

Fucus), red algae (such as Porphyra, Palmaria,

Eucheuma and Gracilaria) and green algae (such as

Ulva), are capable of very high rates of photosynthesis

and productivity. These rates of productivity compare

very favorably to those of terrestrial crops that have

been recommended as possible sources of first-

generation biofuels (corn, Zea mays) or second-

generation biofuels (switch grass, Panicum virgatus;

E-grass, Miscanthus giganteus) and position marine

macro-algae very well for being part of the third-

generation biofuels [36].

Coming back to the IMTA project on the East coast

of Canada, using a value for carbon removal of around

US$30/t [34], the annual harvesting of kelps would

represent an annual removal of 306.43 t and a CTC of

US$9,193: a larger amount of carbon, but for a much

smaller value of trading credits, underlining the diffi-

culty in removing dissolved nutrients from aquatic

systems and the acute issue of their presence in coastal

systems. Similar calculations could be applied to the

organic extractive component of IMTA. In the case of

shellfish, accumulation of nitrogen, phosphorus, and

carbon should be considered both in meat and shells,

which are especially rich in calcium carbonates.
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At a much larger scale, the occurrence of large and

recurrent “green tides” should also be brought into

focus. Large proliferations of opportunistic green

algae, especially of the genus Ulva, in response

to large anthropogenic nutrient loading, have been in

the news over the last few years in places around

the world such as Northern Brittany in France, the

southern regions of the UK, and Venice in Italy. The

green tide in Qingdao, China, just before the sailing

competitions of the 2008 Olympic Games, got a lot of

attention (Fig. 4). The following question needs to be

asked: Are these green tides a negative media photo

opportunity, or are they reminders of the significant

role seaweeds play in coastal processes and the services

they render? Within 3 weeks, 1 million tons of Ulva

prolifera were removed from the vicinity of Qingdao to

allow the sailors and windsurfers to compete (but it is

estimated that approximately 2 million tons of

U. prolifera sank to the bottom of the Bay; another

environmental problem shifting, but not a solution).

The harvesting of 1 million tons equated to between

3,000 and 5,000 t of nitrogen removal for a NTC value

between US$30 and US$150 millions! Additional
Aquaculture, Integrated Multi-trophic (IMTA). Figure 4

A green tide of Ulva prolifera in Qingdao, China, just before th
NTC of US$1.6 million for the removal of 400 t of

phosphorus, and CTC of US$900,000 for the removal

of 30,000 t of carbon, should also be factored in.

A smaller green tide occurred in 2007. Large ones

were also reported in 2009 and 2010 but they stayed

offshore in the Yellow Sea [38, 39]. Out of sight should,

however, not mean out of mind. If urgent measures are

not taken, this will be a recurrent event for years to

come. Is there a solution? Green tides are not the

cause, but the unintentional consequence of coastal

eutrophication. With the presence of sufficient nutrients

and solar energy, these opportunistic species, with

a well-adapted anatomy, morphology, and physiology,

will proliferate. Obviously, it would be beneficial to

reduce nutrient loading at the source, but this may not

be possible in the present context of economic develop-

ment along China’s coastal zone. The problem is that

U. prolifera is presently an unwanted and uncontrolled

growing nuisance species of limited commercial value.

To control its proliferation, the solution may be to

create a competition for nutrients by intentionally cul-

tivating algal species, which not only carry on the

biomitigation, but also have a commercial value,
e 2008 Olympic Games, triggered a massive cleanup
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where U. prolifera starts to enter the coastal environ-

ment (discharges from juvenile river crab land-based

aquaculture ponds along Jiangsu province, south of

Shandong province where Qingdao is located). This

time, the IMTA concept has to be interpreted as an

integrated land pond/coastal aquaculture system in

a supra Integrated Coastal Zone Management (ICZM)

effort, beyond provincial borders, to address issues at

the Yellow Sea scale. It is understood that this “out of

the box” approach to ICZM will, initially, raise eye-

brows as the idea of growing more seaweeds (but of

commercial value) to contain the proliferation of other

seaweeds, presently considered nuisances, is not the

most intuitive approach for a lot of people or decision

makers! The question is simple: what are the best nutri-

ent scrubbers once nutrients are in a dissolved state and

have reached coastal waters? The answer is seaweeds,

but can people, preferably, grow the ones they have

applications for?

At the present time, there seems to be a stage of

recognition, awareness, and communication of the

concepts of ecosystem services and biomitigative ser-

vices rendered by extractive aquaculture (the differ-

ences between the two not always being clearly

identified and explained in some publications). Next

will come the time to transform the concepts into

biomitigative solutions and then their inclusion in

regulatory and management frameworks. Establishing

and implementing a structure for the payment schemes

(credits or incentives) of these services will be a delicate

matter. Will it be one agency, but with funds coming

from where? Should it be a regional, national, or inter-

national agency(ies), trading at which scale(s)? Will an

extractive aquaculture operation in existence for many

years receive credits, or will only the new ones? Would

a fed aquaculture operation also practicing extractive

aquaculture be eligible for credits, or will it be the case

for the extractive only aquaculture operations? What

about the situation in which people run both types of

farms. Moreover, due to complex hydrographic and

current patterns, it is obvious that extractive species

at a site are not limited to absorbing/sequestering the

nutrients generated exclusively at that site. Conse-

quently, is it possible to establish a clear spatial nutrient

removal budget which would be associated with the

corresponding credits/incentives? Will the sequestra-

tion have to be “permanent,” or will a temporary
removal/storage be acceptable and more realistic?

A lot of regulatory details will have to be worked out

before this complex scheme becomes a reality.
What Will It Take to Increase the Acceptance and

Adoption of IMTA as a Responsible Aquaculture

Practice of the Future?

Presently, the most advanced IMTA systems in open

marine waters and land-based operations have three

components (fish, suspension feeders or grazers such as

shellfish, and seaweeds, in cages, rafts, or floating lines),

but they are admittedly simplified systems [40]. More

advanced systems will have several other components

(e.g., crustaceans in mid-water reefs; deposit feeders

such as sea cucumbers, sea urchins and polychaetes in

bottom cages or suspended trays; and bottom-dwelling

fish in bottom cages) to perform either different

or similar functions, but for various size ranges of

particles, or selected for their presence at different

times of the year (e.g., different species of seaweeds).

The most advanced IMTA systems, near or at commer-

cial scale, can be found in Canada, Chile, South Africa,

Israel, and China [41, 42]. Ongoing research projects

related to the development of IMTA are taking place in

the UK (mostly Scotland), Ireland, Spain, Portugal,

France, Turkey, Norway, Japan, Korea, Thailand, the

USA, and Mexico. It will also be interesting to observe

how new seaweed cultivation initiatives in different

parts of the world for biofuel production could be an

additional driver to adopt IMTA practices.

For IMTA to develop to a commercial scale, appro-

priate regulatory and policy frameworks need to be put

in place. Present aquaculture regulations and policies

are often inherited from previous fishery frameworks

and reasoning, which have shown their limitations. It

is, therefore possible that some of the existing regula-

tions and policies could impose unintentional con-

straints on the future growth of IMTA. To develop the

aquaculture of tomorrow, current governance struc-

tures pertaining to aquaculture need to be revisited

and reviewed with the aim of identifying changes in

the regulatory/policy environment that are needed to

facilitate the operation of IMTA farms. Adaptive regu-

lations need to be developed by regulators with flexible

and innovative minds, who are not afraid to put in

place mechanisms that allow the testing of innovative
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practices at the R&D level, and, if deemed promising,

mechanisms that will take these practices all the way to

C (commercialization). As the IMTA concept con-

tinues to evolve, it is important that all sectors of the

industry are aware of the implications of the changes

involved, so that they can adapt in a timely and orga-

nized manner.

Tomove research from the “pilot” scale to the “scale

up” stage, some current regulations and policies may

need to be changed or they will be seen as impediments

by industrial partners who will see no incentive in

developing IMTA. For example, an earlier version of

the Canadian Shellfish Sanitation Program (CSSP)

prevented the development of IMTA because of

a clause that specified that shellfish could not be

grown closer than 125 m of finfish netpens. This para-

graphwas clearly not written with IMTA inmind, but it

seriously impinged its development. After 4 years

(2004–2008), it was amended so that IMTA practices

could develop to commercial scale legally, based on

recent, reliable, and relevant data and information pro-

vided by three government departments and the IMTA

project on the east coast of Canada. While 4 years may

seem long, it is a relatively short delay considering that

regulations and legislations require thorough review

with due governmental process involving several fed-

eral and provincial departments. This suggests that new

aquaculture practices should be accompanied by timely

regulatory review to avoid market delays for new prod-

ucts. As governments move to revise current regulatory

regimes, it will be necessary to press the importance of

accommodating and indeed encouraging new sustain-

able solutions such as IMTA. IMTA also requires

approaching aquaculture development and manage-

ment with a holistic approach and not one species, or

group of species, at a time. It is known that this

approach has led to many failures in the management

of the fisheries; vigilance is required so that the same

flaw is not repeated in the management of aquaculture.

Most current aquaculture business models do not

consider or recognize the economic value of the

biomitigative services provided by biofilters, as there

is often no cost associated with aquaculture discharges/

effluents in land-based or open-water systems. In order

to ensure further development of IMTA systems world-

wide, from the experimental concept to the full

commercial scale, defining and implementing the
appropriate regulatory and policy frameworks, and

financial incentive tools such as NTC and CTC, may

therefore be required to clearly recognize the benefits of

the extractive components of IMTA systems. Better

estimates of the overall costs and benefits to nature

and society of aquaculture waste and its mitigation

would create powerful financial and regulatory incen-

tives to governments and the industry to jointly invest

in the IMTA approach, as the economic demonstration

of its validity would be even more obvious. Moreover,

by implementing better management practices, the

aquaculture industry should increase its societal

acceptability, a variable to which it is very difficult to

give a monetary value, but an imperative condition for

the development of its full potential. Reducing envi-

ronmental and economic risk in the long term should

also make financing easier to obtain from banking

institutions [43].

The determination to develop IMTA systems will,

however, only come about if there are some visionary

changes in political, social, and economic reasoning.

This will be accomplished by seeking sustainability,

long-term profitability, and responsible management

of coastal waters. There is still a large amount of edu-

cation required to bring society into the mindset of

incorporating IMTA into their suite of social values.

Some of the attitudinal surveys conducted in Canada

[23, 44] and the USA [45] indicate that the general

public is in favor of practices based on the “recycling

concept.” Consumers’ perceptions and attitudes may

also have to change.Why is recycling and the concept of

“what is waste for some is gold for others” well accepted

in agricultural practices, but is not yet acquired when

transposed to aquaculture practices? Will consumers

come to accept eating products cultured in the marine

environment in the same way they accept eating prod-

ucts from recycling and organic agricultural practices,

for which they are willing to pay a higher price for the

perceived higher quality or ethical premiums? After

all, regulations require mushrooms to be specifically

grown on farmyard manure and animal excrements to

receive organic certification (European Community

Regulations No 2008R0889 – Article 6). Will a greater

appreciation of the sustainable ecological value of the

IMTA concept, a willingness to support it tangibly with

shopping money, and an increased pressure on elected

representatives emerge? This will be the ultimate test.
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The degree to which researchers and extension people

become creatively involved with this educational

component will be vital to the success of IMTA prac-

tices. The differentiation of IMTA products through

traceability and eco-labeling will also be key for their

recognition and command of premium market prices.

Some have argued that the adoption of IMTA in the

western world is slow. For example, on the east coast of

Canada, there were obviously no IMTA sites in the Bay

of Fundy in 2001 when IMTA research started. Nine

years later, 8 of the 96 finfish sites in southwest New

Brunswick have the combination salmon (or cod)/

mussels/kelps and 8 other sites have been amended to

develop IMTA. This is a respectable conversion of

almost 16% in 9 years. Moreover, it would not be

reasonable to anticipate an instant conversion, as the

industry needs to develop markets to absorb the

cocultured biomass: this also takes time and can only

be progressive.
Future Directions: The Path Forward

Several IMTA projects, worldwide, have now accumu-

lated enough data to support the proof of concept at

the biological level. The next step is the scaling up of

more experimental systems to commercial scale to fur-

ther document the economic and social advantages of

the concept, which will be key to offering IMTA to

practitioners of monospecific aquaculture as a viable

option to their current practices. Emerging responsible

aquaculture approaches must generate net economic

benefits for society if they are to be advocated. Working

on appropriate food safety regulatory and policy

frameworks in the respective countries will be essential

for enabling the development of commercial scale

IMTA operations in a more universal fashion.

It has taken decades to reach current finfish aqua-

culture production levels and learn new species

husbandry. A major rethinking is, however, needed

regarding the definition of an “aquaculture farm” by

reinterpreting the notion of site-lease areas and regard-

ing how it works within an ecosystem, in the context of

a broader framework. Within Integrated Coastal Zone

Management (ICZM), integration can range from the

small scale (a leased site with its spatial limits) to a Bay

Management Area (BMA) and to the larger scale of

a region connected by the functionalities of the
ecosystem. Amending regulations to allow a new type

of aquaculture systems will not occur overnight. This

should, however, not discourage the finfish aquaculture

industry from practicing IMTA, as even small amounts

of cocultured species production are useful at the initial

stage of development.

Selecting the right combination of species will be

critical. They will have to be appropriate for the habitat,

the available culture technologies and labor forces, and

the environmental, climatic, and oceanographic condi-

tions. They will have to be complementary in their

ecosystem functions, growing to a significant biomass

for efficient biomitigation, commanding an interesting

price as raw material or presenting an interesting added

value for their derived products. Their ecological inter-

actions and synergies within an IMTA system will have

to be identified and understood to take full advantage

of them. Their commercialization should not generate

insurmountable regulatory hurdles.

Optimal design will not only facilitate nutrient

recovery, but should also promote augmented growth

beyond what would be expected were these species

cultured in isolation. In addition to the obvious eco-

nomic return from increased growth rates from addi-

tional species, some less tangible benefits should also be

factored in, such as the biomitigative services rendered

by the extractive species. Economic analyses will have

to recognize and account for the values of the environ-

mental/societal services of extractive crops to estimate

the true value of these IMTA components. Economic

analyses will need to be part of the overall modelling of

IMTA systems, as they get closer to commercial scale

and their economic benefits and costs, as well as their

impacts on coastal communities, are better under-

stood. It will then be possible to add profitability,

resilience, social/economic desirability, and economic

impacts to the comparison between IMTA and mono-

culture settings. They will have to include the pricing

and marketing potential and impact of organic and

other eco-labellings, the value of biomitigative services

for enhanced ecosystem resilience, the savings due to

multi-trophic conversion of feed and energy which

would otherwise be lost, and the reduction of risks

through crop diversification and increased societal

acceptability of aquaculture (including food safety,

food security, and consumer attitudes toward buying

sustainable seafood products). This would create
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economic incentives to encourage aquaculturists to

further develop and implement sustainable marine

agronomy practices such as IMTA, and would increase

the societal acceptability of aquaculture by the general

public. Seaweeds and invertebrates produced in IMTA

systems should be considered as candidates for a variety

of regulatory measures that internalize these benefits.

For example, nutrient and carbon trading credits (NTC

and CTC) could be used to promote nutrient removal,

CO2 sequestration, oxygen provision, and coastal

eutrophication reduction within the broader context

of ecosystem goods and services. Long-term planning/

zoning promoting biomitigative solutions, such as

IMTA, should become an integral part of coastal regu-

latory and management frameworks.

Nutrient extractive aquaculture appears to be

a viable ecological engineering option for managing/

internalizing some of the externalities generated by

aquaculture operations. Effective government legisla-

tion/regulations and incentives to facilitate the devel-

opment of IMTA practices and the commercialization

of IMTA products will be necessary. The development

and adoption of technology often depends in part on

the level of legislative pressure from a nation’s govern-

ment, itself reacting to pressures from consumers, envi-

ronmental nongovernmental organizations, and the

public at large. If environmental legislation remains

a low priority with government, then little progress

toward the use of biofilters (as a means of effluent

mitigation) will occur. The only motivator will be

profits obtained from additional product growth

and regulatory incentives. Therefore, if governments

put legislative pressure on the proper management

of wastewater effluent, openly support the use of

biomitigation for effluent management, and put in

place the appropriate corresponding financial tools

(funding for IMTA Research & Development, outreach

and technology transfer, and NTC and CTC incen-

tives), then the development of IMTA will be

encouraged.
Caution: Let’s Not Promise the Moon and Let’s Be

Conscious of Societal Constraints, Particularly in the

Western World

During the last few years, there has been a renewed

interest in the mariculture of seaweeds and their uses,
something that should make phycologists and ecolo-

gists rejoice, as this group of organisms, never clearly

systematically circumscribed, has been misunderstood,

unappreciated and under/misused over the centuries.

There is now an opportunity to explain what seaweeds

are, and the many applications, benefits, and services

they can provide. However, how can people do that

appropriately and responsibly, without “promising the

moon” that they will not necessarily attain, and risking

another “purgatory period” in between each energy

crisis?! Seaweeds (and algae in general) made the news

in the 1970s–1980s; they are back in the news now

(2000s–2010s). If people are not careful to distance

themselves from charlatanistic claims, which abound

in the media and even in certain scientific circles, they

could be in a situation of not developing a sustained

public interest and use of these organisms, but be

in another phase of denial until the next fad cycle

(2030s–2040s?), which is not productive for the acqui-

sition of still much needed scientific knowledge, nor

the teaching of our discipline or the placement of our

in-between fashion students. While everyone wants the

seaweed sector to develop, some biotechnological

issues and societal constraints, particularly in the

Western World, should be recognized and a responsi-

ble and gradual implementation strategy for the long

term should be adopted.

The western marine biology community has been

dominated by people who have received a mostly zoo-

logical training from kindergarten to high school, very

often reinforced by a monospecific (or monogrouping)

specialization at university, instead of receiving and

developing an ecosystem approach to knowledge and

issue solving, which are then sadly missing when

concepts of ecosystem-based management, species

cocultivation, and interdisciplinarity are mentioned.

Not surprisingly, the knowledge of seaweeds and their

functions and services in/to the ecosystem is reduced

and remains at universities and research institutions

that have been wise in keeping their diverse expertise,

instead of succumbing to fad cycles, which, then, force

them to periodically reinvent the wheel. The conse-

quence is that every time one wants to raise the possi-

bility of using seaweeds in research and development

and commercialization (R&D&C), one has to go

through a lonely period of “preaching in the desert”

before facts and common sense start to prevail.
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One key, common, and deeply rooted misunder-

standing to shake from theminds of people is that there

is more than fish in the ocean! Over the centuries

humans have been quite minimalist in their meat

choices: four mammals (cow, pig, sheep, and goat)

and four poultry (chicken, turkey, duck, and goose),

hence, Paul Greenberg’s idea of four fish (salmon, sea

bass, cod, and tuna) for the title of his book [8].

However, the ocean cannot function with only fish,

and the seafood solutions cannot come from within

only this group of organisms. Maybe the problem

resides deeply among the English-speaking people

with this overuse of “fish”: fish is a noun, which can

even encompass shellfish and seaweeds in its general

use, and fish is a verb. . . if you go harvest seaweeds

along the shore you could be paradoxically fishing

seaweeds, which for a Cartesian French-speaking per-

son does not make much sense! In French, there is

“poisson” as a noun and “pêcher” as a verb, even if

both come from “pisces” in Latin. So, when a French

person “va à la pêche,” it is not necessarily to get a fish,

but also to go “à la pêche aux moules” (mussels), “aux

oursins” (sea urchins), or “aux algues marines” (sea-

weeds, for which many languages also have a higher

opinion, as marine algae, instead of weeds of the sea!).

To function, IMTA requires, in fact, not four compo-

nents but five: the fed organisms (e.g., fish or shrimps),

the extractive inorganic component (e.g., seaweeds or

other aquatic vegetation), the extractive small organic

component (e.g., suspension feeders such as shellfish),

the extractive large organic component (e.g., deposit

feeders such as sea-urchins, sea cucumbers, or sea

worms), and certainly a fifth component, the microbial

component, of which presently not much is known. So,

if people want aquaculture to work, they have to stop

being obsessed with fish aquaculture! Paradoxically, it

is interesting to know that fish aquaculture, of which so

much is heard, represents, in fact, only 9% of the total

mariculture (aquaculture in the marine environment).

Shellfish aquaculture represents 43%. Seaweed aqua-

culture represents even more (46%), but 99.8% of it is

carried out in Asia, hence the ignorance in the western

world [46, 47].

It is also important to understand that sustained

successful ventures rarely happen overnight and that

more than a 3 year grant is generally necessary to

successfully take a concept along the R&D&C
continuum. For example, the IMTA program on the

east coast of Canada is starting to collect the fruits of its

tireless efforts as it enters its 15th year of activities,

which so far could be divided into four periods:

(1) the “preaching in the desert” period from 1995 to

2000 [48], (2) the R&D proof of concept period from

2001 to 2006, (3) the R&D&C pilot scale period from

2006 to 2012, overlapping with (4) the R&D&C indus-

trial-scale and networking period with the establish-

ment of CIMTAN since 2009. People, consequently,

have to stay away from claims of solving hunger in

the world, converting everybody into frequent direct

“seaweedivores,” 100% biomitigation (which, in fact, is

not necessarily the goal), renewing energy at unbeliev-

able rates that defy the rules and equations governing

photosynthesis, and all that within the next 5 years with

the almighty, miraculous seaweeds and micro-algae!

If there is no shortage of interesting ideas that work

at the small demonstration scale, the problems gener-

ally appear when scaling up is contemplated and people

start to realize what the consequences will be and,

especially, the realistic, or unrealistic, deployment foot-

prints required to implement these experimental ideas

to commercial-market scales, which should make sense

from environmental, economic, and production per-

spectives and also have an acceptable societal impact.

People should also stay away from the cliché that

around 71% of this planet is covered by oceans and

that, consequently, there is a lot of space for aquacul-

ture development. If aquaculture will most probably

expand into more exposed and open ocean locations in

the future, due to the reduced availability of new and

appropriate sheltered nearshore sites, it is doubtful that

one will see farms in the middle of the Atlantic, Pacific,

and Indian Oceans, due to simple logistics and weather

issues. Moreover, the present international law of the

sea is not that comforting for privately owned equip-

ment (farms in this case) found at sea. The vagueness of

territorial jurisdictional competence in the Exclusive

Economic Zone (EEZ) in different countries, and cer-

tainly in international waters, has been a major imped-

iment to progress of the so-called offshore aquaculture.

Moving to the open ocean has been considered a means

for moving away from environmental and public per-

ception issues in the coastal zone. However, this move

should not encourage an “out of sight, out of mind”

attitude, as open ocean development will also come
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under scrutiny by a more and more educated

public. Even if greater residual currents, deeper waters,

and lower nutrient baselines are expected to reduce

impacts from open ocean operations through wider

dispersion plumes of nutrients, as compared to simi-

larly sized nearshore operations, there will be a point

when reasonably accessible and manageable open

ocean ecosystems will eventually reach their assimila-

tive carrying capacities. Why should one think that

open ocean aquaculture, the “last frontier,” will be

without its own border/limits? Despite the sea being

so immense, one is now learning the hard way the

concept of overfishing . . . Instead of taking the position

that in open ocean environments the hydrodynamic

conditions will be appropriate for dispersion (a way

of exporting problems, not solving them) and reduced

environmental impacts (but at a significant cost in lost

food), the open ocean aquaculture sector will also have

to capitalize on recapturing the by-products of fed

aquaculture and, hopefully, engineer, right from the

beginning, efficient open ocean IMTA systems with

their built-in biomitigative functions. The solution to

nutrification in the open ocean environment, like in the

nearshore environment, should not be dilution, but

extraction and conversion through diversification.

Why repeat what was done with the development of

nearshore aquaculture (fish aquaculture development

in the 1970s and IMTA development in the 2000s) with

open ocean aquaculture (moving the fish to the open

ocean in the 2010s . . . oh, the extractive species should

have also been moved in the 2050s!)? These open ocean

systems will also require trophic diversification from an

environmental and economic perspective, with “service

species” from lower trophic levels (mainly seaweeds

and invertebrates) performing ecosystem balancing

functions while representing value-added crops

[49, 50]. Open ocean IMTA should not be an after-

thought for 2050.

For some, the ecological, engineering, economic,

and social challenges remaining to be solved may be

daunting. However, our goal is to develop modern

IMTA systems, which are bound to play a major role

worldwide in sustainable expansions of the aquaculture

operations of tomorrow, within their balanced ecosys-

tem, to respond to a worldwide increasing seafood

demand with a new paradigm in the design of the

most efficient food production systems. There are no
simple solutions, but one thing is certain – the human

population is increasing on this planet and as people

get richer, and their standards of living increase, they

want more meat and dairy products in their diet, the

temptation of the “western diet,” while, ironically,

Westerners aspire to change their diets! Will terrestrial

agriculture be able to continue to supply most of this

food? A balanced and responsible diet is required, and

some of this food will have to come, increasingly, from

aquatic food production systems, be them in seawater,

brackish water, or freshwater. As was the case on land,

where the acquisition of food by hunter/gatherer soci-

eties had to evolve toward agricultural practices,

humans will have to accept an evolution in seafood

procurement. It has to be understood, particularly in

the western world, that “the modern global supermar-

ket has a basic internal ecology” [8]. The average con-

sumer is not a “foodie” and is not that interested in or

cannot afford local, seasonal, less-than-100-miles food

if not rich enough or not living within a region graced

by a clement climate year long. The modern supermar-

ket wants guaranteed supply on a 12 month basis, with

limited variability in seasonality and quality. Most of

the time, agricultural products can provide that com-

fort, barring the occurrence of an unexpected disease,

contamination, drought, flood, economic protection-

ism, or political barrier. The seafood counter is a much

more variable department to manage, at the present

time, with a convoluted succession of many intermedi-

ates before seafood arrives on ice at a supermarket. It is

interesting to note that the aquaculture industry’s abil-

ity to provide 12 month availability of its products,

moreover of consistent quality, is improving.

People are presently witnessing the emergence of

a plethora of organizations developing their own stan-

dards and eco-label/certification schemes as they

jockey for position in the global marketplace. The

problem is that there are presently too many possible

horses to ride and nobody really knows which one(s)

will cross the finish line and, consequently, which one

(s) to bet on as worth being associated with. One can

only wonder what will happen when so many fisheries

and aquaculture operations will be eco-certified. If

everything is certified, nothing will be certified . . .

and certification will lose its aura the same way some

argue organic labelling is losing its significance, after

having been used and overused. All that, of course,
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to the great confusion of the consumers, who cannot

follow this contradictory debate/competition among

standard setters, and may decide to simply stay away

from seafood all together when, in fact, seafood prod-

ucts are healthy [51]. One of the problems is that some

of these standards are passing or failing grades, with no

incentives for continuous improvement from

a minimal baseline to be decided, followed by a tiered

approach. Some argue that it would give accreditation

to companies at a very low level. However, putting the

bar so high is not a recipe for gradual improvement of

everybody involved, to progress and gradually reach

the ultimate goal, although admittedly not overnight.

If 20% of the global farmed seafood producers are

certified at the highest threshold, what happens to the

remaining 80% and the chance of incentivizing them to

improve their practices? What happens when, in a bay

management area, several aquaculture companies have

taken the appropriate measures to be certified, but

a “black sheep” (should it be a black cod?!) makes the

whole certification scheme crumble once the hydrody-

namics of the bay are considered? By analogy, in which

the vector this time is not water but wind, one sees the

same dilemma in parallel agriculture situations where

conventional and organic agriculture practices are sep-

arated by illusionary buffer zones. On one hand, one

can understand the desire by suppliers and retailers to

see a hard to meet certification scheme so as to differ-

entiate themselves from the others (most probably

amounting to the privilege of displaying a sticker or

logo on the packaging); on the other hand, too high

a certification carrot, or moving goalposts, may not be

the best strategy if progress toward overall better and

more responsible aquaculture practices is the goal. The

market will ultimately decide who remains in the com-

petition and which logo(s) will be trusted by the

general public, but there still are several years of con-

fusion ahead.

Agricultural development has been associated with

significant changes in landscape and land use; one can

expect that the evolution of sourcing one’s seafood more

andmore through aquaculture will also trigger significant

“seascape” and “sea use” modifications, all the way to

one’s deepest human social structures and governance.

The transformation from hunters/gatherers to farmers

happened many centuries ago on land. Humans are in

the middle of this transformation at sea and that is
maybe why they are so uncomfortable with this evolu-

tion they are part of, and not able to sit back and

analyze without being emotional. It is up to them to

be a link in the chain, which will hopefully lead to

fishing and aquaculture practices done right, enabling

them to become herders and farmers of the sea. It

should not be forgotten that they are still in the infancy

of modern, intensive aquaculture and that some agri-

cultural practices have taken centuries to develop into

better, not necessarily yet best, management practices.

Beyond the market and marketing issues and the

biological, environmental, economic, technological,

engineering, and regulatory issues of aquaculture

developments, the basic question will be that of societal

acceptance. Are humans ready to evolve in their use of

the “last frontier” of this planet and consider not

only the challenges of the physical forces at sea

(wave exposure, winds, currents, depth, etc.) but also

those of shipping routes, fishing zones, offshore gas and

mineral extraction areas, migration routes for marine

mammals and birds, recreational uses, and then finally

deal with the concept of zoning some portions of the

oceans for large aquaculture parks, as sustainable food

production systems for an ever-seafood-hungry

human population? Despite all the campaigns, boy-

cotts, documentaries, books, seafood pocket guides,

scare tactics, sustainable/local/seasonal movements

among affluent restaurant goers in weather clement

regions and western world well offs, one can only

admit that the global human population continues to

grow and eat more seafood than ever per capita per

year. So, where does that leave people? Paul Greenberg

wrote that very often people consider fish as “a crop,

harvested from the sea that magically grew itself back

every year. A crop that never required planting” [8].

But are they investing in the principal, being in fisheries

or in aquaculture, to only harvest the interests every

year so as to not reduce/eat the capital for long-term

sustainability? Are people ready to put some savings

aside in the form of Marine Protected Areas (MPAs),

not only for their natural beauty, but also for their

functions in the ecosystem such as breeding grounds,

nursery habitats, and food production areas? It seems

that the concept of zoning the sea, or what is now

called, in a softer terminology, “marine spatial plan-

ning” (MPS), is finally starting to be legislated in some

countries, notably in the UK and the USA.
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The same question of readiness for marine spatial

planning could also be applied to emerging projects of

wind farms and biofuel farms at sea. In fact, combining

IMTA open-ocean farms with wind, underwater tur-

bine, and/or biofuel farms into largemultipurpose inte-

grated food and renewable energy parks (IFREP) could

be a means for reducing their cumulative footprint,

while integrating green energy with food and fuel pro-

duction and processing [52]. Our business models will

have to change from “one species – one process – one

product” to a streamed bioeconomic chain, or web,

approach among different industry sectors for the pro-

duction, on one hand, of a wide range of bio-based,

high-valued food and feed products/ingredients/

supplements, specialty fine and bulked chemicals,

agrichemicals, biostimulants, pharmaceuticals,

nutraceuticals, functional foods, cosmeceuticals,

botanicals, pigments and, on the other hand, lower-

valued commodity energy carrying molecules/biofuels,

all of them produced within reduced footprint require-

ments. The synergies and the services rendered by cul-

tivating organisms of different trophic levels in an

integrated manner will have to be understood and

valued. The physiological, biochemical, and produc-

tion performances of the different organisms will have

to be improved to make the systems even more effi-

cient, profitable, and competitive. The aquaculturists

and different multi-sector end users will need to

become interdisciplinary in their approach and learn

to collaborate and share/integrate the biomass cultiva-

tion and processing steps (production, harvesting,

pretreatment and transportation, separation and frac-

tionation, and sequential biomass processing), while

aiming at the lowest resource and energy inputs. Cul-

ture diversification into species that might otherwise be

inappropriate for food markets fits well within the

sustainability and management concept of IMTA.

Functionalities will have to be maintained, as much as

possible, along the process for optimal use/valorization

of the multipurpose biomass, and not necessarily the

maximization of just one end product, as some coprod-

ucts will, in fact, reveal themselves as the real drivers of

the emerging integrated sequential bio-refinery (ISBR)

concept [53], extended to macro-algae instead of only

considering micro-algae. Market volumes/values,

biomitigative services, and public acceptance will have

to be included and fit into the models.
If the “Not In My BackYard” (NIMBY) and the

“Build Absolutely Nothing Anywhere Near Anything”

(BANANA) attitudes continue to prevail, especially in

the western world, then humans will not be able to

secure their food, chemicals, and energy in an intri-

cately interconnected ecosystem responsible manner,

despite all the rhetoric heard today regarding alter-

native technologies and solutions (the so-called

“greenwash”). Self-sufficiency of humans will not be

ensured but will become dependent on other food,

chemicals, and energy “masters,” who may no longer

be in theMiddle East but instead in the Far East (99.8%

of the 15.8 million tons of cultivated seaweeds

come from China, Indonesia, the Philippines,

Korea, and Japan [46, 47]). It is time to walk the talk

and recognize the implications – notably regarding

marine spatial planning and our societal production

and food habits – of the policies elaborated for

the future.

The 1960s were the time of the “Green Revolution”

on land, but some would question if it was really

“green” (increased dependence on synthetic fertilizers

and irrigation to increase crop yields per hectare at the

expense of long-term soil health and yields per unit of

input; increased dependence of indebted farmers on

multinational producers of seeds, increasingly geneti-

cally modified, and which have not always delivered the

touted benefits). It was thought that the sea was so

immense that one needed not to worry about fishery

limits, but now it is known that it is not always the

case with many examples of overfishing of some

populations. The 1980s were the time of the “Blue

Revolution” of aquaculture development at sea, but it

is also known that it is not always “green.” It is, conse-

quently, time to make the “Blue Revolution” greener; it

is time for the “Turquoise Revolution” to move aqua-

culture to a new ERA of Ecosystem Responsible Aqua-

culture at sea and on land, in seawater and freshwater,

and in temperate and tropical regions.
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Glossary

Stewardship Ecosystem stewardship is an ethic

practiced by aquaculture practitioners, organiza-

tions, communities, and societies who strive to

sustain the qualities of healthy and resilient eco-

systems and their associated human communi-

ties. Stewardship takes the long-term view and

promotes activities that provide for the well-

being of both the present and future

generations.

Nested systems of governance Environmental and

societal issues relating to sustainable aquaculture

impact, and are influenced by, conditions and

actions (at both higher and lower levels) in an

ecosystem governance hierarchy. Some issues can

be addressed more effectively at one level, and less

effectively at another. The choice of the issue or set

of issues to be addressed within a given site must
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
therefore be made in full knowledge of how respon-

sibility and decision-making authority are distrib-

uted within a layered governance system. Planning

and decision-making for aquaculture at one scale,

for example, within a municipality or province,

should not contradict or conflict with planning

and management at another scale, for example,

planning for large-scale aquaculture at the nation-

state scale. The reality is that such contradictions

and conflicts are common. A major challenge for

the aquaculture practitioner is to recognize these

differences and work to either change them or select

goals and strategies that recognize that such contra-

dictions must be accommodated or resolved. In

practical terms, this means that a central feature of

ecosystem-based aquaculture is that all planning

and decision-making must recognize and analyze

conditions, issues, and goals in respect to the

next higher level in a governance system. Thus,

ecosystem-based aquaculture at the municipal

scale must – at a minimum – be placed within the

context of governance at the scale of the province.

Participation One of the defining characteristics of

the practice of the ecosystem approach to aquacul-

ture is its emphasis on participation and its rele-

vance to the people affected. The emphasis upon

participation recognizes that if an aquaculture pro-

gram is to be successful, those whose collaboration

and support is needed must be involved in the

processes of defining the issues that the program

will address, and in selecting the means by which

goals and objectives will be achieved. Both individ-

uals and members of communities and institutions

are more likely to comply with a management pro-

gram when they feel that it is consistent with their

values, responds to their needs, and to their beliefs

of how human society should function. Voluntary

compliance by a supportive population lies at the

heart of the successful implementation of a pro-

gram. A participatory approach helps stakeholders

and the public to see the efforts of an aquaculture

program as a whole.

Area of focus The area of focus (AoF) is the geograph-

ically defined area that an ecosystem-based aqua-

culture project or program has decided to address

and that therefore is the focal point for a baseline.
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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The term “area of focus” is a geographic limit set to

model the choices available to the aquaculture prac-

titioner and allows for a dialogue between stake-

holders as to the influence of the production. The

AoF is a simplification of the far more complex

concept of an “action arena” put forward by

Ostrom [1] to model the choices of individuals

when studying the behavior of institutions.

Adaptive management A central feature of the prac-

tice of any form of ecosystem-based aquaculture is

that it must respond positively to changing condi-

tions within its AoF (and to its own experience). In

other words, the practice of aquaculture must be

grounded in a process of learning and adaptation

(the “evolution of the blue revolution” [2]).

Adaptive management is not reactive management,

but proactive thinking and acting. This does mean

that the aquaculture practitioner simply responds

to the unexpected. Adaptive management in aqua-

culture is a conscious process of examining the

course of events as these events are revealed by

preselected indicators of changes in an aquaculture

ecosystem (both its social and environmental

components), and by events occurring at differing

spatial scales.

Capacity building There is growing international rec-

ognition that the lack of human capacity to practice

an ecosystem approach to aquaculture is a key

factor in limiting forward progress in the conserva-

tion and sustainable use of aquatic systems [3, 4].

To date, however, no accepted performance stan-

dards have been developed for assessing the effec-

tiveness and impacts of aquaculture projects and

programs that have adopted the ecosystem

approach. Conceptual frameworks and methods

for assessing the maturity of aquaculture develop-

ment and management initiatives, and gauging

their impacts upon the condition of coastal ecosys-

tems are offered herein. These are the core ingredi-

ents for an ecosystem’s approach to aquaculture

that builds the capacity of local populations and

leaders to identify forces that shape the coastal

ecosystems of which they are a part, and to select

the actions that can maintain and enhance qualities

that are critical to a desirable future.

Carrying capacity The carrying capacity is the number

of organisms or farming operations that the
environment can sustain indefinitely without

environmental harm, given the food, habitat,

space, water, and other requirements from the

environment.

Precautionary principle A principle that states that if

an action or policy has a suspected risk of causing

harm to the public or to the environment that

in the absence of scientific consensus the burden

of proof rests on those who advocate taking

the action.

Sustainable development The management and

conservation of the natural resource base and the

orientation of technological and institutional

change in such a manner as to ensure the attain-

ment and continued satisfaction of human

needs for present and future generations. Sustain-

able development conserves resources, is environ-

mentally non-degrading, and is technically

appropriate, economically viable, and socially

acceptable [5].

Transdisciplinary A modern research strategy that

crosses many disciplinary boundaries to create

a holistic approach. Transdisciplinary research

efforts are focused on problems that cross the

boundaries of two or more disciplines, and develop

new or reframe old concepts, methods, and findings

that were originally developed by one discipline,

but are now used by several others.
Definition

There is no one definition of “sustainability” as the

concept applies to aquaculture. Most aquaculture

scientists define sustainability as synonymous with

“environmental sustainability.” Sustainable aquaculture

is however a concept broader than determinations of

site-specific environmental impacts since it embodies

a scientific knowledge of systematic impacts of

aquaculture off-site, and impacts to combined human-

environmental systems. Sustainable aquaculture incor-

porates the concepts of “stewardship,” “design with

nature,” the “precautionary principle,” “risk analysis,”

and “carrying capacity.” Sustainability science in aqua-

culture is used to undertake more comprehensive plan-

ning for multiple impacts on multiple time and spatial

scales to better understand and plan for the conse-

quences of aquaculture development options.
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" “The changes taking place [on planet Earth] are, in fact,

changes in the human-nature relationship. They are

recent, they are profound, and many are accelerating.

They are cascading through the Earth’s environment in

ways that are difficult to understand and often impos-

sible to predict. Surprises abound” [6].

There are many definitions of “sustainability” as

the concept applies to aquaculture. The most popular

definition of sustainable development is to “meet

present needs without compromising the ability of

future generations to meet their needs” adopted at

a United Nations conference in 1987. Most definitions

of sustainability are synonymous with “environmen-

tal sustainability” of air, water, and land systems.

Sustainability is however a concept broader than

examining the site-specific environmental impacts of

externalities in planning for site-specific develop-

ments; it also accounts for systematic impacts off

site, and impacts to combined human-environmental

systems for food, water, waste, energy, and shelter.

The many definitions of sustainability all embody

in common, the concepts of “stewardship,” “design

with nature,” plus incorporate recent concepts of

the “precautionary principle,” and “carrying capacity.”

Sustainability science uses the wisdom from

multiple disciplines in decision-making (e.g., it is

“transdisciplinary”). In aquaculture, it is used to

undertake more comprehensive planning for multiple

impacts on multiple time and spatial scales to better

understand and plan for the consequences of develop-

ment options.

The emerging fields of ecological aquaculture [2,3]

and agroecology [7, 8] recognize that the implementa-

tion of more sustainable food production systems

require knowledge about how ecosystems are utilized

and how conflicts among social groups are addressed.

A baseline of response to social–ecological changes is

the foundation for the implementation of more sus-

tainable food systems, and the practice of adaptive

management must be included as responses to changes

in the condition of ecosystems in which new food

production is conducted requires incorporation of an

iterative learning process.

The use of sustainability science in aquaculture

marks the path toward encouraging a long-term
perspective and an appreciation of the roles played

not only by ecologists, but also by civil societies, mar-

kets, and governments in adapting to food systems and

ecosystems changes. The use of sustainability science in

aquaculture is an approach that is fundamentally

a knowledge-based enterprise that incorporates base-

line information on natural and human ecosystems,

then develops, evaluates, encourages, and communi-

cates imagination, ingenuity, and innovation at both

the individual and institutional levels [9].

This information is designed for use by teams of

aquaculture professionals working to apply the princi-

ples of ecosystem-based management. Information

obtained is typically cross sectoral as interdisciplinary

groups are needed that are educated in such diverse

fields as the natural and social sciences, law, and busi-

ness. Applying the notions of sustainability science

in aquaculture is intended to inspire engagement of

governmental agencies, businesses, nongovernmental

groups, and academics to achieve the highest form

of sustainable development in any known protein pro-

duction food system by using the concepts of ecological

design and through the many forms of stewardship.

At present, there is a paucity of information targeted

specifically for those engaged in aquaculture programs

and projects in places where the ability of government

to regulate and direct the processes of ecosystem

change is weak or severely constrained.

Sustainability Strategic and Implementation

Planning for Aquaculture

The concept of sustainability and the methods to mea-

sure the evolutionary progress towardmore sustainable

systems are limited, but have become a necessity. Wurts

[10] stated that “Whether the word sustainability has

become overused or not, it has catalyzed a forum for

oversight of the growth and development of aquacul-

ture on a global scale.”

Sustainability is not a “black/white” phenomena;

rather, it is many “shades of gray,” an evolutionary

process that is called the “sustainability trajectory”

(Fig. 1). To measure and evaluate progress along a tra-

jectory requires establishment of baselines for the main

issues of public concerns, then developing a diverse but

targeted set of resource and social indicators. These

indicators are then used to report progress on and

analyze interactions between social, environmental,
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Sustainability is neither a “black or white,” nor an “either or” concept. It is the evolution of practices and principles

over time toward ameliorating environmental and social impacts, with plateaus along the way in changed states. In many
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important indicators have been proposed [17]) is plotted along such a “sustainability trajectory”
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and economic impacts (both positive and negative

ones). It is important to note that sustainability science

as applied to aquaculture is driven as much by social

as by environmental/ecological concerns; thus, sole

involvement of technical experts in sustainability

plans and assessments is insufficient.

Developing an operational framework for how the

sustainability of aquaculture operations operates is the

first step. Having such a blueprint is rare for aquacul-

ture businesses and management entities, and is very

much needed. There are numerous certification bodies

that are vying for the opportunity to use their labels/

logos to claim ownership of the sustainability rubric in

aquaculture. An overall sustainability science approach

is proposed, which can step above the cacophony of

approaches and assist in developing a common lan-

guage and can be used by international and national,

non-advocacy organizations such as the FAO, ICES, or

governments and industry.

The approach used here is based upon the develop-

ment of a baseline that has two parts and then follows

a sequence of five steps:
The first part of a baseline is an ecosystem audit of

the AoF that defines the natural and social systems

within which aquaculture is planned.

This involves the documentation and analysis of

both natural and social systems, draws upon case studies

of other aquaculture systems in the region and how the

governance system in a specific place has responded – or

failed to respond – to the trajectories of ecosystem

change. It examines the long-term trends in both

human well-being and the environmental conditions in

the AoF and examines responses to the issues raised by

past and current expressions of food production

systems.

The second part of the baseline is an outline of the

strategic approach to designing a new aquaculture pro-

gram, or adapting an ongoing program, to address the

ecosystem management issues of the place in terms

of economic, environmental, and societal benefits.

Together, these parts form the reference points against

which future changes in the aquaculture ecosystem will

be gauged. These methods encourage a long-term per-

spective, an appreciation of the roles played by civil
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society, markets, and government, and offer a holistic,

ecosystem-based, approach to stewardship.

Baselines are not formulaic but are designed plan-

ning exercises with buy-in from key stakeholders such

as the client, community, regulatory community, or

identified group of people involved in the project.

While not formulaic, baselines do comprise a set of

common metrics to include

● Ecological aquaculture design (or redesign) of pro-

duction practices (see Ecological Aquaculture chap-

ter in this Encyclopedia)

● Health and quality control standards

● Social goals at both the individual and community

levels for local food, job, and regional development

(e.g., “green jobs,” “local foods”)

● Governance goals

The following five steps encompass some essential

parts of any baselining process:

1. Define the sustainability issues. Aquaculture systems

can use environmentally derived feeds, water, and

energy, occupy land and water space, and generate

wastes. There are at least eight issues of wide public

and regulatory concerns regarding aquaculture

development:

● Destruction of habitats
● No net gain to global seafood supplies

● Environmental impacts of discharged wastes

● Impacts of escapees

● Diseases in farmed fish

● Chemical use and discharge

● Impacts on coastal marine mammals

● Improper siting causes visual pollution

Once issues are defined, a baseline can be fur-

ther developed which can measure progress over

time by

Completing a sustainability assessment of these
2.

issues by evaluating the status of current aquacul-

ture practices that affect natural and social resource

systems (Table 1), which also includes an assess-

ment of governance systems (Tables 2 and 3)

[11–13]

3. Completing a detailed risk analysis for all compo-

nents of this comprehensive assessment [14]

4. Completing a plan for ameliorating identified

impacts by incorporation of better (or best)
practices [15–17], and/or enhancing reuse or

recycling pathways, and

5. Completing a plan for communicating the evolution

of operations toward greater stewardship and sus-

tainability [14]

To be effective, sustainable aquaculture initia-

tives must: (a) be “profitable” over long periods

of time – ideally many decades; (b) be capable of

being adapted to changing conditions; and (c) provide

the mechanisms to encourage both wise resource use

and collaborative behaviors. Much of the challenge

lies in achieving changes in the behavior of those who

may be unaware of the benefits of sustainable

aquaculture.

Sustainable aquaculture integrates the best available

science with a transparent, equitable, and democratic

approach to planning and decision-making. This eco-

system approach to management needs to be carried

out in a strategic manner that tailors principles of good

practice to the culture and the needs of a specific place.

Successful, sustainable aquaculture operations advance

through linked cycles of planning, implementation,

and reassessment. These features of ecosystemmanage-

ment signal the transition from traditional sector-by-

sector planning and decision-making to a more holistic

approach based on the interactions between sectors

and within and among ecosystems.

Aquaculture that is constructed upon principles

that encourages high-energy consumption and the

profligate use of natural resources must give way to

new locally derived values and new forms of practice.

As suggested by Daly [18], qualitative development

rather than quantitative growth is the path of future

progress. If such ideas are to be made operational at the

scale of an aquaculture operation, a trajectory can be

established based on goals for profit as well as social

and environmental benefit. Once the goals of an

aquaculture program or project have been defined as

expressions of the ecosystem approach, much of the

day-to-day work is concerned with the well-known best

practices of aquaculture management.

For example, there has been much debate about the

impacts of shrimp pond mariculture on mangrove

forests through the Topics. Mangrove ecosystems pro-

vide essential goods and services to humanity, harbor-

ing an extraordinarily large biodiversity for the small
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the sustainability of aquaculture1

Social Sustainability Environmental Sustainability Economic Sustainability

Stakeholder analysis: analysis of
attitudes of stakeholders at the
initiation of and throughout a project.
Allows tracking of how stakeholders
change attitudes over time with
educational processes [46–50]

Life cycle analysis: complete
assessment of products from raw
material production, manufacture,
distribution, use and disposal,
including all transportation; used to
optimize environmental performance
of a single product or a company.
A similar analysis called a MET
(Materials, Energy, and Toxicity) Matrix
is also used [53–55]

Cost-benefit analysis: analysis of cost
effectiveness of different uses to
determine if benefits can outweigh
costs [59]

ISO 26000 guidelines for corporate
social responsibility [51]

ISO 14000 certification: norms to
promote more effective and efficient
environmental management and
provide tools for gathering,
interpreting, and communicating
environmental information [56]

ICLEI (International Council for Local
Environmental Initiatives) provides
software and tools to help local
governments achieve sustainability
goals [52]

Environmental impact assessment:
the process of identifying, predicting,
evaluating, mitigating biophysical,
social, and other effects of
development proposals prior to policy
decisions [57, 58]

Triple bottom line or “full cost”
accounting: costs considered for all
environmental, economic, and social
impacts; costs measured in terms of
opportunity costs (the value of their
best alternative use); guiding principle
is to list all parties affected and place
a monetary value on effects on welfare
as valued by them [60, 61]

Environmental indicators: the use of
quantitative indicators of resource use,
efficiency, and waste production in
aquaculture [17]

1This table does not contain a comprehensive list of all available tools; rather, tools selected here were chosen since they appear regularly

in the modern sustainable aquaculture research, industry, and management literature. Gibson et al. [62] give a most complete analysis of

all of the available tools for sustainability assessments.
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areas of the planet that these systems occupy, and

provide a sustainable source of timber and charcoal to

coastal communities while protecting fragile coastlines

from erosion and storms. Establishment of proper

scientific baselines to measure the true impacts of

mariculture on coastal ecosystems is essential. Pullin

[19] cautions that, “Analysis on depletion of mangrove

cover in Asia point towards the fact that shrimp ponds

have recently been and/or now being constructed either

on former mangrove areas that were cleared long ago

and considered degraded), or on more recently cleared

areas for which the primary purpose of clearance was

timber abstraction (logging, wood chip industries or

charcoal production) or by adopting traditional
trapping ponds. . . . Aquaculturists in Asia are therefore

more often than not the end users of already degraded

or destroyed mangroves rather an the primary culprits

of mangrove destruction.”

Good examples globally of an ecosystem approach

to aquaculture at the watershed/aquaculture zone scale

are found in both Israel and Australia. Both nations

face severe land, water, and energy constraints. In Israel,

highly efficient, landscape-sized integrations of reser-

voirs with aquaculture and agriculture have been devel-

oped [20, 21], as well as highly productive, land-based

aquaculture ecosystems for marine species [22]. These

aquaculture ecosystems are productive, semi-intensive

enterprises that are water and land efficient, and are net
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ability science assessments of aquaculture includes an

assessment of governance systems, which examine the

three processes of governance: the marketplace, the

government, and civil society

Major Expressions of Governance

Government

Laws and regulations

Taxation and spending policies

Education and outreach

Marketplace

Profit seeking

Ecosystem service valuation

Cost-benefit analysis

Ecolabeling and Green Products

Civil Society: Organizations and Institutions

Product choices

Advocacy and lobbying

Vote casting

Comanagement

Stewardship activities

212 Aquaculture, Sustainability Science in
energy and material gains to society. Aquaculture eco-

systems are organized following well-established eco-

logical principles similar to the fields of agroecology

and agroecosystems [23].

In Australia, an Ecologically Sustainable Develop-

ment (ESD) framework approach to aquaculture

development was used [24]. This ESD framework iden-

tified important issues, developed comprehensive

reports for each issue, and then prioritized each

using risk assessments. The ESD process employed

extensive community consultation that considered

social and environmental values of all other marine

users, and users’ management plans for operations

and administration as well as environmental adminis-

trative attributes, then proposed development and

monitoring plans.

As a result of this ESD approach, nine marine

aquaculture zones of 2,400 ha in Port Phillip Bay and

Westernport, Victoria, Australia were permitted. The

Australian ESD approach combined analytical and
participatory methods and developed sustainability

plans that considered both ecosystem and human

well-being, then developed implementation strategies

by designing and enhancing effective governance sys-

tems for the expansion of aquaculture.

The development of a sustainability baseline should

be the responsibility of a lead aquaculture agency. Its

full implementation may require alternative methods

of governance and employ innovative management

approaches. There may be a need to facilitate an oper-

ational definition of aquaculture ecosystem boundaries

for assessment, or area of focus, to set geographical

limits to assess parameters such as carrying capacity

or water management needs, and to understand the

governance regime within which the area of focus is

nested in order to understand and clarify such things as

administrative and legal jurisdictions.

Using such guidance and sustainability science

frameworks, the possibilities for designing productive

aquaculture ecosystems that better fit into the local

social and ecological context are many, since aquacul-

ture can encompass the wide availability of species,

environments, and cultures.
Improved Governance of Aquaculture

Ecosystems

To be effective, ecosystem-based aquaculture initiatives

must (1) be sustainable over long periods of time –

ideally over many decades, (2) be capable of being

adaptable to changing conditions, and (3) provide the

mechanisms to encourage or require specified forms of

resource use and collaborative behaviors among insti-

tutions and user groups that are stakeholders of the

aquaculture system. Much of the challenge lies in both

understanding and achieving changes in the behavior

of the stakeholder groups and institutions associated

with the aquaculture production systems. Ecosystem-

based aquaculture integrates the best available science

with a transparent, equitable, and democratic approach

to planning and decision-making. Management needs

to be carried out in a strategic manner that tailors

principles of good aquaculture practice to the culture

and the needs of a specific place. Successful aquaculture

programs advance and change through linked cycles of

planning, implementation, and reassessment. These

features of ecosystemmanagement signal the transition
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approach to aquaculture [2, 3]

Orders Explanations Indicators

First
Order

Government at the national level
commits to a plan of action designed to
adopt an ecosystem approach to
aquaculture (EAA) by issuing
a formalized commitment to an EAA,
thereby putting in place the “enabling
conditions”

New laws, programs, and procedures are initiated that provide the
legal, administrative, and management mechanisms to achieve the
desired changes in behavior by:

(i) Building constituencies that actively support EAA with the user
groups that will be most affected; with government institutions
involved; and with the general public

(ii) Developing a formal government mandate for an EAA with the
authority necessary to implement actions in the form of laws,
decrees, or other high-level administrative decisions that create an
EAA as a permanent feature of the governance structure of
aquaculture; creation of commissions, working groups, user
organizations, and nongovernmental organizations (NGOs)
dedicated to the advancement of an EAA agenda; designating EAA
zones

(iii) Devoting resources, especially sustained annual funding,
adequate to implement an EAA

(iv) Developing an implementation plan of action for an EAA that is
constructed around unambiguous goals

(v) Creating the institutional capacity necessary to implement the
new EAA plan of action

Second
Order

Evidence of successful implementation
of an EAA

1. Changes in the behavior of institutions and interest groups have
occurred such as collaborative planning and decision-making
through creation of task forces, commissions, civic associations, etc.

2. Successful application of conflict mediation activities

3. Evidence of functional changes such as establishment of new
public–private partnerships, new collaborative actions undertaken
by user groups, implementation of new school curricula that
incorporates an EAA

4. Changes in behaviors directly affecting ecosystem goods and
services, such as the elimination of socially and environmentally
destructive aquaculture practices

5. Investments in infrastructure supportive of EAA policies and plans

Third
Order

Evidence of sustained achievements in
institutional and behavioral change due
to an EAA as seen in the environment
and indicators for the quality of life,
incomes, or engagement in alternative
livelihoods that have improved target
communities

1. Improvements in ecosystem qualities, such as sustained
conservation of desired ecosystems and habitats, halting or slowing
undesired trends such as nutrient releases, feed wastage, diseases,
damaged benthic ecosystems, etc.

2. Improvements in society as evidenced by monitoring of social
indicators such as increases in indices of quality of life, reduced
poverty, greater life expectancy, better employment opportunities,
greater equity in access to coastal resources, and the distribution of
benefits from their use, greater order, transparency, and
accountability in how planning and aquaculture development
decision-making processes occur, greater food security, or greater
confidence in the future
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from traditional food production sector planning and

decision-making to a holistic approach based on the

interactions between sectors and within and among

ecosystems.

FAO Fisheries and Aquaculture Department [25]

found that one of the key trends toward more sustain-

able forms of aquaculture development and manage-

ment is enhanced regulation and better governance.

Governance is defined as the formal and informal

arrangements, institutions, and mores that structure

and influence how resources or an environment are

utilized, how problems and opportunities are evaluated

and analyzed, what behavior is deemed acceptable or

forbidden, and what rules and sanctions are applied to

affect how natural resources are distributed and used.

As shown in Table 2, there are three mechanisms by

which the processes of governance are expressed: the

marketplace, the government, and the institutions and

arrangements of civil society [11]. These mechanisms

interact with one another through complex and

dynamic interrelationships that are examined and

contrasted and documented in a baseline. Each of the

three governance mechanisms influence and can alter

patterns of behavior through measures such as those

identified in Fig. 2. For sustainable, ecosystems-based

aquaculture, it is important to distinguish between
Adapted from Olsen et al., 2006

Markets Civil society

Government

Social
Pressures

Legal/Political
Pressures

Human uses of
Ecosystems

Economic
Pressures

Aquaculture, Sustainability Science in. Figure 2

The three mechanisms by which the processes of

governance are expressed interact with one another

through complex and dynamic interrelationships that are

vital parts of sustainability science assessments of

aquaculture as each alter behaviors and decision-making

that determine human uses of ecosystems [11–13]
management and governance. Management is the pro-

cess by which human and material resources are

harnessed to achieve a known goal within a known

institutional structure. Aquaculture business manage-

ment, park management, personnel management, or

disaster management is therefore spoken about. In

these instances, the goals and the mechanisms of

administration are well known and widely accepted.

Governance, in contrast, addresses the values, policies,

laws, and institutions by which a set of issues are

addressed. It probes the fundamental goals and

the institutional processes and structures that are

the basis for planning and decision-making.

Governance sets the stage within which management

occurs [12].

The future of sustainable aquaculture is highly

dependent on understanding the response by all three

expressions of governance: markets, civil society, and

government. For example, Kenya has fostered a partic-

ipatory policy formulation for aquaculture, providing

a legal and investment framework through govern-

ment, establishing public–private partnerships to

engage markets, providing basic infrastructure sup-

port, promoting self-regulation, providing a research

platform for civil society to be engaged, undertaking

zoning for aquaculture, and providing monitoring and

evaluation support [25].

Adaptation of sustainability frameworks used to

evaluate the needs and progress of governance on

coastal management plans are essential to evaluate

progress toward an ecosystem approach to aquaculture

and build in adaptive learning and action into the

strategic planning process. Governance frameworks

recognize not only the importance of changes in prac-

tices such as changes over time in aquaculture farming

ecosystems, but also recognize that for each change,

there are correlated changes in the behavior of key

partners and stakeholders within the sphere of influ-

ence of the management activity, and that these

changes can be measured at local, regional, and

national levels (Fig. 3, Table 3).

Sectoral agencies responsible for managing activi-

ties impacting aquatic ecosystems (e.g., capture fisher-

ies, coastal zone development, watershed management

organizations, agriculture, forestry, and industrial

developments) will have to develop new ways of

interacting to regularly communicate, cooperate, and



Time

1st order:
Enabling
conditions

2nd order:
Changes in
behavior

3rd order:
The harvest

4th order:
Sustainable
coastal
development

End
outcomes

Intermediate
outcomes

Scale

Local

Regional

National

Formalized mandate
with implementing
authority;

Management plans
adopted;

Funding secured;

Constituencies
present at local and
national levels.

Changes in
behavior of
institutions and
stakeholder groups;

Changes in
behaviors directly
effecting resources
of concern;

Investments in
infrastructure

Some social and/or
environmental
qualities
maintained, restored
or improved.

A desirable and
dynamic balance
between social and
environmental
conditions is
achieved.
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The four orders of coastal governance outcomes. This framework is used to develop governance baselines in

environmental programs [12, 13]. An example of how progress toward better governance for sustainable aquaculture is

shown in Table 3
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collaborate. The need for innovative governance to

implement an ecosystem-based approach to aquacul-

ture can be seen as an obstacle but can also be seen as an

opportunity to increase the social benefits that are

likely to develop through synergies among food pro-

duction sectors.

Social Ecology of Aquaculture

While there is much information on the natural ecol-

ogy of food-producing ecosystems, there are few com-

prehensive frameworks for capturing the necessary

social ecology of aquaculture.

Cadenasso et al. [26] have developed a “Human

Ecosystem Framework” that could contribute to a base-

line approach and assist in organizing multidisciplinary,

social–ecological approaches to aquaculture develop-

ment (Fig. 4). The most sustainable growth trajectories
for aquaculture are to move toward more sustainable,

social–ecological approaches to development; to shift

patterns of production and consumption patterns from

global to bioregional and local foods production and

job creation; and to develop the indigenous human and

institutional capacities that clearly demonstrate to soci-

ety that “aquaculture is culture.”

Future Directions: Sustainability Science

Opportunities for Aquaculture

There are at least four major opportunities for sustain-

ability science in the field of aquaculture in the

1. Determination of “sustainable aquaculture” for

retail seafood companies

2. Growing fields of marine ecosystem and habitat

restoration, conservation biology, and ecology
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The Human Ecosystem Framework [26]. Assessment of new interventions such as aquaculture into societies requires

knowledge of not only biophysical and natural resource systems but also social resources and human social systems
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3. Accelerated use of agricultural meals and oils, and

4. Development of sustainable aquaculture for the

poor

Determination of Sustainable Aquaculture

for Retailers

Sustainability science approaches to aquaculture can be

used to better plan and develop aquaculture produc-

tion networks for multiple species. Such planning

approaches can be used to plan for the creation of

highly diversified, segmented aquaculture networks,

for maximal job creation at every unit step from

“farm to plate” (e.g., seafood value chain planning),

by creating numerous interconnections supplying

inputs and outputs using local resources and recycled

wastes and materials and expertise, and to close “leaky”

loops of energy and materials that can potentially

degrade natural ecosystems.

Behavioral changes will be required by industry.

Social investments, strategic incentives/subsidies, and

innovative market mechanisms can help facilitate

change in behaviors. Self-regulation by the aquaculture

industry has led to codes of practice and better man-

agement practices.
Sustainability assessments are predicated upon the

fact that the modern aquaculture industry desires to be

seen as a responsible steward. This means going beyond

“meeting the regulations.” There are a cacophony of

certification bodies and seafood watch cards – there are

an estimated 200 sustainable seafood guides available

internationally – which has created a far too complex

and sometimes conflicting recommendations to both

consumers and retailers on what is “sustainable sea-

food” [27, 28]. Roheim [27] states that “Shrimp, in

some form, appears as a green, yellow, red, and non-

consensus list item” in the seafood “watch cards.”

The logic behind consumer approaches is that

informed consumers who care about sustainable sea-

food will demand aquaculture products that carry

a label or fit into the “green” (buy) area of a watch

card, as opposed to those products that do not have the

label, sending a market signal back to aquaculture

industries that only products from sustainable aqua-

culture farms are preferred. Many of the independent

certification programs that have developed ecolabels

and “seafood watch cards” to provide consumers with

additional information come from nongovernmental

organizations (NGOs) with specific advocacy agendas
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and not from neutral, scientific sources, or from regu-

latory bodies charged with protecting the environment

and society. For example, many fisheries and aquacul-

ture scientists are deeply concerned that consumer rec-

ommendations of NGOs are moving demand (and use)

from farmed stocks to already overburdened wild fish-

eries. The Monterey Bay Aquarium’s (MBA) Seafood

Watch Program has produced millions of folding wallet

cards featuring a “stop light” system of green (sustain-

able), yellow (chose with caution), and red (do not

choose) recommendations. Farmed shrimp and salmon,

two of the world’s largest aquaculture industries are on

the MBA red list. Roheim [27] mentions that the Com-

pass Group a major food service company has used the

MBA cards to decrease purchases of farmed shrimp and

salmon, which, in effect, has created additional fishing

pressure on wild shrimp and salmon stocks.

Most organizations believe that consumers’ increas-

ing awareness of environmental and food safety issues

will lead them to accept a wide variety of standards and

labels, most of which are specifically intended to allay

consumers’ concerns about negative environmental

consequences.

However, Roheim [27–29] points out concerns over

ecolabeling, especially the lack of transparency and

opportunity for participation in the development of

standards, and concerns of developing countries

that ecolabeling schemes are an attempt at disguised

protection of domestic industries to restrict market

access and erode competitiveness. In addition,

Wessels et al. [30] found that successful ecolabeling

programs must accelerate consumer education pro-

grams so that consumers become more aware of

differences in species, geographic regions, and certify-

ing agencies.

Roheim [29] states that ecolabels require traceabil-

ity. Traceability is the ability to follow the movement

of a food through specified stages of production,

processing, and distribution. Essentially, it is a record-

keeping system that identifies and tracks products,

transportation of products, and ingredients of prod-

ucts from origin to consumption, while providing the

ability to quickly trace back products at any point along

the supply chain. It is necessary for food safety pur-

poses, in order to track backward in the food chain the

source of food that made consumers ill, so that prod-

ucts could be removed from store shelves.
For consumers, Roheim [27] argues the need for

ecolabels determined at the larger international levels,

such as theMarine Stewardship Council (MSC), so that

consumers “do not need to inquire about catch area or

gear types, but only need to look for the label.”

The plethora of efforts has also confused and perplexed

retailers who are the main “drivers” of certification

at present, not consumers [27–29]. However, even

though many buyers wish to purchase sustainable

seafood, most seafood products are not certified, and

they are very confused by the many NGO efforts.

A purchasing policy determined by assessing

which seafoods are “sustainable” by making an assess-

ment of the plethora of NGOs, “opinions” seems con-

fusing, risky, and costly. Rather, a simple, buying

protocol (Fig. 5) that incorporates a sustainability

assessment (where needed) as discussed here is

recommended.
Aquaculture and the Restoration of Ecosystems

Aquaculture science can be viewed as a “toolbox” with

great potential for restoring aquatic ecosystems. There

is an unbalanced focus on marine animal husbandry

(e.g., “fed” aquaculture) causing a lack of appreciation

for the positive environmental attributes of nonfood

aquaculture such as marine agronomy, endangered

species aquaculture, and aquaculture for environmen-

tal enhancement and rehabilitation, all of which use

modern marine hatchery and nursery aquaculture

practices [31].

Aquaculture technologies (hatchery, nursery,

grow-out) for marine plants are used for the restora-

tion of mangroves, sea grasses, and coastal wetland

plants such as Spartina sp. In addition, live rock and

coral aquaculture facilities are active for not only the

aquarium trade, but also for the environmental

restoration of coral reefs (liveaquaria.com). In this

regard, there is little difference between sustainable

aquaculture and the emerging fields of ecological engi-

neering and industrial ecology. Indeed, tidal wetland,

mangrove forest, coral, and sea grass restoration aqua-

culture – in addition to establishment andmaintenance

of oyster reefs – are important examples of aquaculture

creating, enhancing, and maintaining productive

marine ecosystems and habitats, and improving

water quality.
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A simple decision tree for determinations of the sustainability of aquaculture products by retailers
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Aquaculture and Agriculture Science

Here, science questions as to whether aquaculture con-

tributes to the depletion of world fisheries. Fed aqua-

culture depends on both wild and farmed fish stocks

and on intact aquatic habitats and excellent water qual-

ity, plus a growing quantity of agricultural resources.

There is much ongoing policy, research, and manage-

ment concerns on the interactions of marine food fish

fisheries (“biomass fisheries”) with aquaculture and

human welfare. There is much less planning and

research regarding the future impacts of fed aquacul-

ture on agriculture.

Agricultural meals and oils as alternatives to marine

sources are developing rapidly. Current projections

forecast that fed aquaculture may use 50% or less of

the world’s fish meal [32], which would mean a large

expansion of use of agricultural and other terrestrial

sources of feed proteins and oils. Terrestrial proteins

and oils from soybeans, sunflowers, and lupins are

available at volumes larger than the available global

quantities of fish meal. Soybeans have high protein

content of �28%, peas have �22%, and these have

good amino acid profiles. Other abundant agricultural

cereals have lower protein contents of �12–15%.
Processing can create protein concentrates with protein

levels of >50% [33]. Vegetable oils have very low EPA

(eicosapentaenoic acid) and DHA (docosahexaenoic

acid) levels. However, substitution of plant oils upward

of 50% of added dietary oil has not resulted in growth

reductions or increased mortalities in fish such as

salmon and trout.

If agricultural sources of meals and oils are the

future of fed aquaculture, there will be a need for a

new sustainability planning and science on the impacts

of fed aquaculture as a driver of agriculture production,

especially so for soybeans. Increased aquaculture con-

sumption of the world’s grains and oils raises the con-

cern over the spread of unsustainable agriculture

practices. Brazil has been targeted as one of the world’s

major soybean suppliers. Costa et al. [34] have dem-

onstrated that soybean farms are causing reduced rain-

fall in the Amazonian rainforest. About one seventh of

the Brazilian rainforest has been cut for agriculture,

about 15% of which is soybeans. Soybeans, which are

light in color, reflect more solar radiation, heating the

surface of the land less and reducing the amount of

warm air convected from the ground. Fewer clouds

form as a result, and less precipitation falls. In soybean
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areas, there was a 16% less rainfall compared to a 4%

decrease in rainfall in land areas cleared for pasture.
Aquaculture for the Poor

Approximately 1.3 billion people live on less than

a dollar a day, and half of the world’s population lives

on less than 2 dollars a day. FAO has stated that the

world will need to produce 70% more food for an

additional 2.3 billion people by 2050 [4]. Scarce natural

resources will need to be used more efficiently, and

there will be a need for proper socioeconomic frame-

works to address imbalances and inequities to ensure

that everyone in the world has access to the food they

need. Food production will have to be carried out in

a way that reduces poverty and takes account of natural

resource limitations [4].

Theworld’s populationwill rise from6.8 to 9.1 billion

in 2050, with nearly all population growth occurring

in the economically developing countries. Without addi-

tional global food strategies, an estimated 370 million

people will be hungry in 2050. The magnitude of the

problem is most acute in Africa. In 10 African countries

of an estimated 316 million persons where aquatic pro-

teins are an important dietary component, 216 million

live on US$2/day, 88 million are undernourished, and

16 million children under 5 are malnourished [35].

Small-scale coastal and inland freshwater fisheries

provide more than 90% of the fish consumed in Africa.

Over 2.5 million people are involved in fishing and

7.5 million in trading, marketing, and processing. The

most important fisheries/aquaculture ecosystems are

located on the coasts of west and southern Africa and

the river basins of Senegal, Niger, Volta, Congo, Lake

Chad, Nile, and Zambezi Rivers. But today, aquacul-

ture provides less than 5% of Africa’s fish, with most

concentrated in Egypt and Nigeria [35].

Aquaculture is a global enterprise with local roots.

There are strong concerns that aquaculture is evolving

away from its global responsibility to provide net ben-

efits (additional foods) for a protein-hungry planet

[36–38]. Greater than 75% of global fisheries are

traded. In 2000, more than 60% of fish meal was

traded. Only 7% of meat is traded, 17% of wheat, and

5% of rice. To tackle this huge challenge, the FAO

ecosystems approach to aquaculture [39] has created

a new code for responsible global aquaculture
development, and has combined this into one common

development framework for a global implementation

strategy for aquaculture that can be used to measure

the trajectory of social responsibility for global

aquaculture.

If aquaculture is designed, implemented, and eval-

uated as aquaculture ecosystems, a new social contract

would have a close relationship between aquaculture

professionals who not only develop an alternative

model of aquaculture development but also interact

closely with capture fisheries and agriculture but help

deliver to the world’s poor its needs for nutrient dense,

protein-rich seafoods. Components of a global strategy

could be to:

1. Allocate more food fish and oils for poverty alle-

viation and human needs worldwide, and allocate

less marine resources for feed fish for fed aqua-

culture so as to: (a) increase the ecosystem resil-

ience of the Humboldt ecosystem, and (b) relieve

the increasing overdependence of aquaculture

countries such as Thailand (shrimp) and Norway

(salmon) on this southeastern Pacific Ocean

marine ecosystem.

Alder et al. [37] estimated that about 36% of the
world’s fisheries catch (30 million tons) are

processed into fish meal and oil, mostly to feed

farmed fish, chickens, and pigs. Daniel Pauly of

the University of British Columbia has stated that

“Globally, pigs and chickens alone consume six

times the amount of seafood as US consumers and

twice that of Japan.” Jacquet et al. [28] reported that

Peru exports about half of the world’s fish meal

from its catch of 5–10 MMT/year of anchovies

while half of its population of 15 million live in

poverty and 25% of its infants are malnourished.

A campaign launched in 2006 combining scientists,

chefs, and politicians to demonstrate that anchovies

are more valuable to the Peruvian people and its

economy as direct foods has resulted in a 46%

increase in demand fresh and 85% increase in

canned anchovies. One ton of fillets has sold for

five times the price of 1 t of meal and requires half

the fish (3 t for 1 t fillets vs. 6 t for 1 t meal). Peru has

decided to dedicate 30% of its annual food security

budget (approx. US$ 80 million) for programs to

supply anchovies to its people. Higher prices for
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fish used as direct human foods for food security

will limit processing of fish to meals for terrestrial

animal and aquaculture feeds, thereby decreasing

the supply of fish meals and oils for global aquacul-

ture trade and development, but meeting the

Millennium Development Goals of eliminating

everywhere extreme hunger and starvation.

Accelerate research into the elucidating func-
2.

tional feed ingredients in fish diets that are show-

ing the potential to eliminate the needs for fish

meal and oils in aquaculture.

Skretting Aquaculture Research Centre [40]
reported a research on “functional ingredients”

that are contained in fish meals and oils, which

contribute to efficient feed conversions and high

growth rates, fish health, and welfare. Initial research

focused on beta-glucans that not only stimulate the

immune system of fish and protect against the effects

of bacterial furunculosis but also allow reductions

in fish meal contents in diets to 25%. Additional

research with phospholipids in meals, triglycerides

in fish oil, and antioxidants in 2008 have resulted in

excellent fish performances from feeds with almost

no marine fish meal and oil. Current research is

exploring the extraction of functional ingredients

from other non-marine by-products.

Develop alternative ecological aquaculture
3.

models that accelerate the movement toward

use of agricultural, algal, bacterial, yeasts meals,

and oils.

Aquaculture uses most of the world’s fish meal
(68%) and fish oil (88%); however, Tacon and

Metian [32] predict that fish meal and oil use in

aquaculture will decrease to become high priced,

specialty feed ingredients. Currently, about 40% of

aquaculture depends on formulated feeds: 100% of

salmon, 83% of shrimp, and 38% of carp. As stated

previously, research on the use of agricultural meals

and oils to replace use of ocean resources especially

on the functional components of fish meals/oils

needed for fish nutrition is a major subject of

aquaculture research and development [41, 42].

Turchini et al. [43] reported that for all of the

major aquaculture fish species that 60–75% of die-

tary fish oil can be substituted with alternative lipid

sources without significantly affecting growth

performance, feed efficiency, and feed intake.
Naing et al. [44] found that palm oil could replace

fish oil in rainbow trout diets, and reduce the dioxin

contents in fish.

Develop new governance systems that integrate
4.

aquaculture, agriculture, and fisheries using eco-

system-based management approaches, which

combine production, distribution, and consump-

tion networks that do not institutionalize poverty

and hunger, but provide new alternative tools and

education inmultisectoral ecosystem approaches.

The massive environmental change being
brought about by the accelerated growth of the

world’s population has caused profound change to

the world’s ecosystems. Crutzen and Stoermer [45]

have called this new era the “Anthropocene.” In this

era, massive quantities of additional foodstuffs will

be needed to sustain humanity; nutrient-dense,

high-quality aquatic proteins will be especially

important. The tools and training for creating the

next generation of transdisciplinary, sustainability

scientists will need to be further developed and well

utilized; otherwise, it will result in serious conse-

quences for the Earth’s living systems.
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Glossary

Artisanal fisheries Traditional fisheries involving

fishing households (as opposed to commercial

companies), using relatively small amount of

capital and energy, relatively small fishing

vessels or canoes, often beach-based, making short

fishing trips, close to shore, mainly for local

consumption.

Biofouling The accumulation of living organisms on

some surface by bacteria, fungi, protozoa, algae,

and invertebrates.

Geodesic The shortest line between two points on

a specific surface.

Open ocean aquaculture The culture of marine

organisms in exposed ocean locations, not sheltered

by islands or embayments.

Definition of the Subject

Open ocean aquaculture is not well defined by the

industry, but in general refers to culture of marine

fish, invertebrates, or algae in exposed ocean locations.

Open ocean aquaculture is contrasted to near-shore

marine aquaculture in that it occurs in areas removed

spatially from land, typically by 1 km or more; deep

water, generally deeper than 20 m; and exposure to

wind, waves, and ocean currents without shelter from

the mainland or islands. The subject of this entry is

principally the design and engineering of containment

systems suited for open ocean aquaculture.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Introduction

Near-shore finfish aquaculture worldwide is challenged

and constrained by resource user competition, envi-

ronmental carrying capacity of near-shore environ-

ments, and, in most cold-water regions of the world

essentially a monoculture of Atlantic salmon. Expan-

sion of marine aquaculture in the next 20 years will

happen substantially in offshore, exposed open ocean

areas, with a diversification of species.

The patented Aquapod™ is a unique containment

system for marine aquaculture, suited for rough open

ocean conditions and a diversity of species. The

Aquapod is constructed of individual triangular net

panels fastened together in a spheroid shape (Fig. 1).

The majority of the panels are simply structural mem-

bers and netting. Some individual panels or groups of

panels have other functions, such as access, feeding, fish

transfer and grading, harvest, mooring, and mortality

recovery. Other individual panels may have pneumati-

cally controlled flotation devices which allow an almost

infinite orientation of the Aquapod in the water. The

Aquapod functions as a total containment system for

finfish while submerged or partially surfaced.

Elements of the design have benefits for reduction

in labor for routine husbandry tasks, reduction in

maintenance costs, and reduction of stress on aquatic

animals during handling operations such as transfer,

treatment, and harvest. The “exoskeleton” design of the

Aquapod containment system also allows for internal

structures to provide for the cultivation of flatfish spe-

cies such as halibut and flounder.

Features of the Aquapod Containment System

Submersibility: Submersion is the preferred, if not the

only way to operate fish containment systems in the

open ocean. Submergence is necessary to operate a fish

pen below the destructive energy of surface waves.

Submergence also allows fish to be kept at favorable

temperatures below warm water thermoclines. The

Aquapod can be operated partially surfaced (Fig. 2)

or fully submerged (Fig. 3). Although there are other

pen designs which are designed to operate submerged,

the spherical Aquapod design is well suited for species

such as Atlantic salmon, which require periodic access

to substantial surface area in order to gulp air.
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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Figure 2

The structure of the Aquapod net pen allows for many

configurations of mooring attachment. Figure 2 shows an

Aquapod net pen partially surfaced

Aquapod Systems for Sustainable Ocean Aquaculture.

Figure 3

An Aquapod net pen submerged
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Figure 1

The scale of contemporary net pens to date has become

problematic especially in terms of net-handling activities,

which are labor intensive, require significantly sized

hydraulic equipment, and cannot be performed in rough

ocean conditions. The modular nature of the Aquapod

solves this problem by utilizing individual net panels which

are interchangeable and scaled to be handled without

difficulty in adverse conditions. These net panels are

fastened together to form a secure enclosure, tailored to

each customer’s specific requirements
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Fixed volume: The Aquapodmaintains its shape and

volume in strong currents or undertow, reducing stress

and physical damage to the fish contained within.

Aquapod net pens can be constructed to any size to fit

individual customer’s needs, with a practical range of

8 m diameter (212 m3) to 24 m diameter (7,000 m3).

Containment: The structural exoskeleton of the

Aquapod provides a high ratio of structural support

to net area. Each triangular panel is comprised of an

essentially rigid frame supporting tensioned netting.

Frames can be constructed of marine grade aluminum,

fiber-reinforced polymer, or even a combination of

materials. The modular nature of the Aquapod con-

tainment system provides for easy inspection and

inventory control as required by today’s mandated

containment management systems. Individual net

panels are coded so they can be brought into a regular

schedule of inspection, maintenance, repair, and

replacement. While surfaced in suitable conditions,
a single net panel or a group of net panels can be

removed and replaced without compromising the

integrity of the containment. No other system can

offer this convenience.
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Figure 4

A simple air lift suction pump can remove mortalities and

waste from the bottom of the Aquapod net pen for

removal and processing
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Predator control and escapement: Tensioned netting

has proven to be relatively predator proof in other

engineered systems. The Aquapod goes one step fur-

ther. Due to the modular structure and the relatively

small triangular units, different types of wire mesh can

be used in place of synthetic netting. This enhances

predator control in areas where triggerfish, sharks, sea

lions, and crocodiles have made fish farming impracti-

cal. Wire mesh also prevents escapement by chewing

fish such as cod and sea bream, which readily chew

through synthetic fiber netting.

Husbandry and fish health: Fish can be moved from

one Aquapod containment to another without seining

or pumping. Patent pending displacement technology

is capable of transferring fish from one Aquapod con-

tainment pen to another without brailing or pumping,

or from an Aquapod containment to a harvesting

pump without seining or other stressful means of

crowding the fish. While being transferred, fish can be

graded and counted with automated technology. In

competitive designs, these fish-handling operations

are either impossible or very labor intensive and stress-

ful on the fish.

Feeding: One or more panels in each Aquapod con-

tainment is modified to receive and distribute hydrau-

lically supplied feed from a centralized feed barge or

service boat. The semirigid andmodular exoskeleton of

the Aquapod allows easy attachment of any number of

feeding ports. Multiple feed outlets provide better dis-

tribution of feed to the fish.

Safety: Worker safety is a paramount concern

when operating fish farms in open ocean conditions.

Since conception, the Aquapod containment system

has been designed to maximize automation of routine

husbandry tasks and reduce the amount of time divers

are needed in the water. Although any containment

system will need some diving, the ability of the

Aquapod to rotate within its mooring grid, bringing

any segment of the pen to the surface or near to the

surface, reduces the amount of diving, and when div-

ing is needed, the depth of the dives will be greatly

reduced. One of the most dangerous jobs on a fish

farm is net changing, and the Aquapod eliminates

this chore by providing a means to clean nets at

the surface.

Waste management: The spherical design of the

structure causes mortalities to collect at the bottom of
the pen where they can be brought to the surface with

a conventional airlift pump, eliminating the routine

and hazardous task of mortality collection by divers

(Fig. 4).

Mooring. There are many options for mooring an

Aquapod net pen. Each hub of the frame is a potential

mooring point, which allows enormous flexibility in

mooring placement and the ability to distribute

loads over a large area for safety. Any specific net

panel can be strengthened to facilitate predicted max-

imum mooring stresses, whether the Aquapod is

attached to a single-point mooring or whether it is

installed in a conventional submerged grid system

(Fig. 5). Another mooring option available in suitable

site is a two-point mooring (Fig. 6) that facilitates

Aquapod rotation.

Cost: On a capital cost per cubic meter of contain-

ment basis, the Aquapod containment system is signif-

icantly more than conventional surface pens but

significantly less than the cost of currently available

submersible net pens. Furthermore, when submerged,

the volume used to calculate containment is accurately

figured, unlike surface pens which calculate the volume

in the top part of the water column, although that space

is not used by the fish. Operational costs are less than
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existing systems due to the efficiency of the proprietary

fish transfer technology for routine husbandry tasks.

Maintenance costs are reduced by the modular nature

of the net panels and the ability to orient the Aquapod
Aquapod Systems for Sustainable Ocean Aquaculture. Figu

Single Aquapod net pens can bemoored individually in a two-p

this allows for rotation of the net pen

Aquapod Systems for Sustainable Ocean Aquaculture.

Figure 5

Aquapod net pens can be moored in many different

configurations of grids
so that any part of the net pen is at or near the water

surface, making it easy to inspect, remove, and replace

individual net panels. When optional vinyl-coated wire

mesh is used for netting, net replacement is reduced

and net washing is greatly facilitated.

The true cost of any system is not only the initial

capital cost, but the life cycle cost and the cost of

operations, including risk. The Aquapod has been

designed with these factors as principal drivers.

Aquapod Technology and Engineering

Description

Current State of Design and Materials

The engineering work to date on the Aquapod design

has centered primarily on early 10 m (31 ft) diameter

units, the larger 19 m (64 ft) diameter A3600 size, and

more recent 8 m (27 ft) A212 Micropods. All these

models have used recycled HDPE materials as the
re 6

oint mooring. With swivels at the bridle attachment points,
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primary element for the struts, and plastic-coated

welded wire mesh for the net fabric. Selective reinforce-

ment around the mooring attachment points has

addressed strength issues. So far these materials seem

to work well and have been a basis for all Aquapod

installations to date. The innovations by Ocean Farm

Technologies (OFT) with testing and analysis have been

steadily advancing the design, learning the relative cost

and difficulty of various ideas, with the goal of refining

the concept and improving the economy of the design,

manufacture assembly, and installation procedures.

Mooring system components have been selected to

create a two-point design allowing movement in the

vertical direction and rotation, and single-point moor-

ings. Buoyancy calculations have been done to confirm

the near-neutral buoyancy of the system.

The main engineering goal is to design an econom-

ical pen that is strong enough, but not excessively heavy

or expensive, by defining the real safety factor of the

current design, and seeing where further structural

design improvements might be made. With a large

structure with so many repetitive elements, the changes

in any one element are repeated hundreds of times, and

thus has a real effect on cost and fabrication. Further

work is also being done by OFTwith more long-range

improvements and concepts for different types of

designs using different materials or assembly ideas.

Further data from the real size pens has been used to

confirm drag forces. Loading of the pen has to date

been based on a tow test performed by a University of

New Hampshire boat on the 31-ft geodesic pen and has

been scaled up for the 62-ft pen [1]. OFT plans to

measure drag loads on existing pens as a function of

current velocity and thus more accurately establish this

relationship. The current drag forces used to date are

on the conservative side, allowing for the effect of

biofouling that increases drag.

The structural effect of wire mesh on the Aquapod

is obvious but difficult to measure or model. The mesh

contribution has not been credited in the analysis to

date, except to provide buckling restraint for the com-

pression member weak axes. As far as basic strength,

the mesh can help reduce tension stresses, but will do

nothing to reduce compressive stresses in the struts,

and since these are usually of about the same magni-

tude over the sphere, the overall effect may not be of

much importance.
Results of University of Maine Engineering Study

The use of recycled HDPE [2] plastic extrusions in this

type of structural engineering application is rare and,

for the designer, the available data on materials and

fasteners in the material is limited. For design of the

Aquapod struts, it is necessary to check the capacity of

the tension and compression members. Needed for

compression members are values to use for modulus

of elasticity, maximum allowable stresses for compres-

sion, based on buckling, yielding, and crushing, and

creep rupture of the real life struts. For design of the

tension members, the modulus of elasticity, maximum

and allowable tensile stresses, and fastener strengths are

needed. In addition, bolts and other fasteners are used

in the Aquapod and data is needed regarding end and

edge distances, strengths, and yield points. Testing of

the full size members and hub assemblies has been

desirable to confirm the actual strength of real life

members, and thus provide an indication of the real

safety factor provided in the pen.

The Hybrid Structures Testing Laboratory in the

Mechanical Engineering Department, at the University

of Maine, was engaged by OFT and performed initial

testing (1) to determine engineering data for the

plastic material that is used in the Aquapod net pen

system and (2) to test sub-component details of the

Aquapod system. The goal has been to have design

guidance to use as the limits for the members, as

calculated for the pen under the various load scenarios.

Testing was performed under the direction of Vincent

Caccese, Ph.D., P.E., Professor of Mechanical Engineer-

ing (Caccese).

The testing consisted of a total of 62 structural tests

of components as follows:

1. Material Bolt Bearing, Tensile, and Shear-out

Capacity (40 tests performed)

2. Column Compression Tests (20 tests performed)

3. Mesh Assembly Buckling (2 tests performed)

The bolt tests were done first and arrived early enough

to size the bolts in the Aquapod 3250. These tests were

primarily to determine the bolt capacities for the

tension members in the Aquapod, and to determine

how many, and what size bolts would provide the

required tension transfer from component to compo-

nent, principally in the steel-reinforced connections
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around the mooring attachment points. These tests

also showed that the tensile capacity of the struts is

a controlled by the holes, and tension members will fail

first at the bolt holes.

The compression tests were primarily aimed at

determining maximum compression loads that could

be assigned to struts, which should be a safe percentage

of the ultimate compression demonstrated by the full

size tests, and should also be a safe amount below the

maximum stress that induces the beginning of

buckling.

While the sample sizes for the compression tests

were small, the results indicate that the actual modulus

of elasticity for design use is significantly higher

than the published data provided by the plastic

vendor for design of compression posts, but well

under the value listed as an engineering property in

their material property tables. The actual reinforce-

ment of members with doublers could have been

reduced somewhat and the current design is conserva-

tively reinforced.

Assessment of Structural Stability of Aquapod

Net Pens

The geodesic sphere that has been used for this pen

is based on an icosahedron. The icosahedron is

a geometric shape consisting of ten triangular faces

that are further subdivided into triangular panels, in

the process of creating the geodesic sphere. Each of

the ten faces is subdivided into 16 triangular panels

of 10 ft on a side. Each strut is a pair of extruded

fiberglass-reinforced HDPE members. All panels are

faced with 100 � 100 � 1600 gage vinyl-coated galvanized

steel wire mesh.

The geodesic sphere has been structurally analyzed

using finite element computer modeling, for load cases

due to various loading conditions that might be

encountered in the life of a pen. Under each load case,

an appropriate safety factor related to the likelihood of

the case was used. The load cases are:

● Drag force from current at the site or when being

towed. Using a total drag force that was extrapo-

lated from the tow testing results, the total force is

distributed around the pen based on locating max-

imum forces on the leading and trailing faces, as

oriented to the current.
● Dead load of a pen hanging from a crane on its five

part bridle.

● Drag forces with the pen in a current but with one

and two broken bridle lines.

There have been numerous numerical simulations

made ofmooring line arrangements to refine themoor-

ing system arrangement, and this has been an iterative

process of examining the forces in the pen from a given

loading and mooring arrangement. Through examina-

tion and rejection of a number of possible mooring

schemes, OFTwas able to come upwith the final bridle

arrangement that minimizes and localizes the maxi-

mum loading in the struts. This arrangement features

five tangent bridle lines attached at the intersections

of the base icosahedron faces, which, in the pen, are

seen as a five panel intersection. The five panels

form a pentagon. The analysis has found that locating

the mooring at this position and angle will reduce the

maximum strut forces and provide a superior distri-

bution of loads within the structure.

The hub reinforcement consists of bent steel gusset

replacements for the plastic gussets in each corner of

the panels framing into the pentagons, in effect creating

a steel ring at each of these hubs. The central hub of

each pentagon receives a steel fabrication that rein-

forces the hub and provides an attachment point for

the mooring bridle. The design for the central hub was

developed for the conservative a 2-knot current load-

ing, and a lighter design was developed for the Beta pen

where the current is less.

When the member strut forces from each load case

were sorted by magnitude, they were compared to

critical allowable loading, assigned to the compression

or tension members. When mapped to the actual posi-

tions, in all cases, the maximum strut loads, both

tension and compression, are relatively concentrated

in the pentagons around the mooring forces, and

a few panels around them. The geodesic sphere distrib-

utes loading very quickly away from these areas and the

struts forces become very low. Thus, OFT developed

the recommended reinforcement of the pentagons

related to the mooring attachments. This consisted of

selective triangle receiving steel gussets and some addi-

tional bolting.

In addition, OFT looked at the sphere under the

same drag forces but with various broken tension or
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compression struts, and did not find much difference

as compared to a broken bridle line. Critical strut

failure, next to a mooring attachment, at most will

relieve the mooring force of that line and redistribute

load to the others. Failure of struts elsewhere in the

sphere just redistributes around the broken strut area

to adjacent struts, which have plenty of reserve. Thus,

the structure appears to be very robust and redundant.

OFT has engineered on the conservative side with

reinforcement requirements. The total test compressive

load of 4,800 lbs on the unmeshed strut is more than the

load previously calculated using the material properties

provided by the vendor, and the load with the mesh

included is even greater. The design has been using

3,800 lbs for the buckling strength of the short sides of

themooring panels, which is quite a bit less than either of

the test results. The test data shows that the compressive

buckling modulus of elasticity from the published value

of the vendor is too low, since the test buckling strength

is several times higher than the predicted strength. In

the A3250, all members with compression loads greater

than their buckling load calculated with E = 75,000 were

reinforced. Since the tests show greater E, around

150,000, this reinforcement is quite conservative.
Aquapod Systems for Sustainable Ocean Aquaculture.

Figure 7

Belfast, Maine, USA 2004 prototype A
Feasibility of Scale-Up

OFT performed a preliminary analysis of a 28-m diam-

eter pen using a scaled-up version of the A3250. This is an

icosahedron but uses many additional panels of the same

basic size of about 10 ft to a side, and encloses 11,000 m3.

The dead load case is the most severe. This is the load

seen if the sphere were hung from a crane. The drag

load with one broken mooring line appears to cause

a similar magnitude axial loading in the worst struts.

Since the dead load is 90,500 lbs., it will exceed the drag

load determined using the drag calculation. The drag at

1 m/s current (2 knots) would be around 60,000 lbs.

The most-loaded members are all associated with

the mooring line attachment points as before. The

pentagon at each mooring line is highly loaded, more

so than the previous A3250 aquapod, and will be

specifically reinforced as before. These loadings are

relatively discrete areas and an inexpensive reinforce-

ment will be devised for these pentagons, or they will

be specially fabricated from a different material or

configuration.
There are also high loads in the next members

radiating from the pentagon on the downstream side.

After the pentagon, most of the highest stressed mem-

bers are in the hexagon of six panels just downstream of

the pentagon. This hexagon will be treated like the

pentagon and reinforced to handle the loads. The rest

of the pen seems to have relatively lower loads. The

extruded HDPE material with wire mesh is very capa-

ble of these loadings.
Aquapod Installations and Experience to Date

Ocean Farm Technologies has installed 26 Aquapod net

pens prior to 2011. Initial prototypes were deployed in

Maine and New Hampshire (Figs. 7–9). The first com-

mercial-sized installation of a Beta model was in

Culebra Puerto Rico at Snapperfarm Inc (Fig. 10).

A commercial crop of cobia (Rachycentron canadum)

was grown in this Aquapod. OFT proceeded to

develop small net pens with installations in Panama

(Figs. 11, 12 and 13) and Mexico 9 (Fig. 14). The first

commercial sale, in 2008, was to a company in South

Korea which was in transition from wild-catch fishery

to farming (Figs. 15 and 16). Most recent sales

have been to Mexico, where several sizes of Aquapods

are deployed to grow shrimp (p. vannemei) (Figs. 17,

18, and 19).
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Figure 9

Portsmouth, New Hampshire, USA 2005 prototype C A400
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Figure 10

Culebra, Puerto Rico 2006 Beta 1 A3250
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Figure 11

Puerto Lindo, Panama 2008 Beta 2 Micropods
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Figure 8

Bucks Harbor, Maine 2005 prototype B A400
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Future Directions

Low-Volume High-Density Net Pen Culture for Open

Ocean Aquaculture

The emergence of an open ocean aquaculture industry

provides an opportunity to reexamine traditional prac-

tices, such as the preference for ever-larger net pens for

fish containment. The industry’s focus on maximizing

net pen size is driven by the convention that large net

pens provide more growing volume for a given
investment. Because net pen costs can vary with the

square of linear dimension while the volume varies by

the cube, this assumption has merit. However, the

assumption that larger net pens are more cost effective

requires that stocking density remain unchanged

throughout the size comparison. Stocking density in

terms of kilograms per cubic meter is a useful fish-

husbandry parameter in pond- and tank-based aqua-

culture where extensive research has been done and

where water exchanges are predetermined. There is
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Figure 12

Woods Hole, Massachusetts, USA 2008 Aquadome
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Figure 13

South Korea, 2009 A3600
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Figure 14

South Korea, 2009 3-A3600
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Figure 15

Panama, 2010 A132 copper mesh
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also a growing body of data regarding stocking density

in salmon net pens; however, these studies have been

done in near-shore, low-energy environments. Little or

no research has been done in open ocean net pen

culture comparing density optimization over a range

of net pen volumes, especially small net pens.

The principle advantage of small pens is that

ongrowing fish are closer to their source of clean

water. By similar logic, the small net pen, as a whole,

because of its shorter stream-wide dimension
experiences more water exchanges in a given current.

From the perspective of an individual fish in an ocean

net pen, water quality depends on how many other fish

are metabolizing between it and its source of clean and

oxygenated water from outside the containment. At

constant kg/m3, interior fish in a large net pen experi-

ence significantly degraded water quality compared to

interior fish in a small net pen.

The potential advantage of low-volume, high-

density (LVHD) net pen culture is not a new concept.

Schmittou pioneered the concept of LVHD in 1968,

and the approach has since been applied in a project
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Figure 16

Mexico, 2009 A3600 under tow
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Figure 17

Sorrento, ME USA A400
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Figure 18

Mexico, 2010 2-A3600, 1-A212
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sponsored by the American Soybean Association in

China [4]. Growing densities of up to 200 kg/m3 are

recorded. McMaster et al. [5] suggests stocking density

ranges for Florida pompano between 35 and 100 kg/m3.

Even at close to typical salmon stocking densities,

the economics of small net pens become apparent.

Table 1 shows a constant crop yield per capital invest-

ment in containment as density in the smaller net pens

is increased.

In addition to this economic advantage, strong,

secure small net pens will alleviate some of the
economic barrier to entry for offshore fish farming.

Small net pens require smaller vessels and support

equipment; they are easily shipped, assembled, and

deployed. In the near term, OFTsees a potential market

for net pen hardware export to developing world econ-

omies that are transitioning from capture fisheries to

fish farming, and who want to skip the near-shore

environmental problems and user conflicts by moving

directly offshore. This includes third world artisanal

fishermen who in global aggregate contribute to

marine fish resource depletion. Also, the mooring

gear required for smaller net pens is lighter and more

secure; scuba diving is reduced – especially deep diving;

harvesting is easier; small pens are easier to tow; and

risk is diversified.

Use of Small Aquapods for Artisanal Fish Farming

According to the FAO, “Artisanal Fisheries” are tradi-

tional fisheries involving fishing households (as

opposed to commercial companies), using relatively

small amount of capital and energy, relatively small

fishing vessels or canoes, often beach-based, making

short fishing trips, close to shore, mainly for local

consumption. Artisanal fisheries can be subsistence or

commercial fisheries, providing for local consumption

or even export. They are sometimes referred to as

small-scale fisheries or day fisheries.

Numbers of artisanal fishermen are hard to obtain

because the sector is informal, often outside the regu-

lated fishery (some illegal) and part-time. In Ghana, for
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Mexico 2010 A212 under tow

Aquapod Systems for Sustainable Ocean Aquaculture. Table 1 The 212 m3 net pen stocked at 51 kg/m3 gives interior

fish better access to clean water (less biomass between center of net pen and net) and an equal yield per capital cost of

containment

Yield from various-sized Aquapod net pens

Size of
pen m3

Radius
(m)

Diameter
(ft)

Approximate
cost of aquapod
(USD)

Final stocking
density (kg/m3)

Biomass of fish
between center
of pen and net

Yield per
pen (kg)

Yield (kg) per
capital cost of
containment (kg/$)

7,000 11.87 77.8 $218,000 17 202 119,000 0.55

3,600 9.51 62.4 $140,000 21 200 75,600 0.54

212 4.04 26.7 $20,000 51 189 10,812 0.54
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example, canoe fishermen go to sea for about 150 days

a year. Half the catch is obtained in 2 months, so it is

obviously a part-time endeavor. The FAO estimates

that as much as 95% of the annual catch in Africa is

from artisanal fisheries. In Mexico, the FAO estimates

that 96.6% of the fishing fleet (108,205 boats) are

panga (skiffs). Worldwide, the UN estimates there

are 35-million people whose primary livelihood

comes directly from fishing, and that artisanal fisher-

men outnumber large- andmedium-scale fishermen by

4 or 5 to 1. This would put the number of artisanal

fishermen in the range of 28 million to 30 million

individuals worldwide (Table 2).
From NIOSH Second Conference on International

Fishing Industry Safety andHealth Overexploitation

of coastal resources and decreasing catches has forced
subsistence artisanal fishermen to go further

offshore in search of fish in vessels designed for

near-shore use. In a study done in 2000, the FAO

reports an alarming increase in fishing-related fatalities

as a result.

Small-scale marine aquaculture is one way to bring

sustainability and consistency to this often-overlooked

fishery sector. Turning artisanal fishermen into arti-

sanal fish farmers will not be an easy task. However,

small Aquapods have several advantages, beside afford-

ability, that makes them advantageous for artisanal

aquaculture:

● Size of boats and equipment can be smaller

● The 7–10-m diameter Aquapods can be serviced

with existing artisan vessels, whether motorized

or not. Equipment needs are minimized and

may include a small air compressor or pump.
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Location Locally based vessels [3]
Motorized artisanal fishing
vessels [6]

Nonmotorized artisanal fishing
vessels [6]

Cook Islands 10 L/L 200 120

Fiji 96 L/L; 1 P/L 1,600 400

Fed. States Micro. 34 L/L; 8 P/S 2,000 600

Kiribati 2 L/L; 1 P/S 600 5,000

Marshall Islands 54 L/L; 5 P/S 500 250

Nauru 1 L/L 100 80

Niue 100 skiffs 60 240

Palua 71 L/L; 1 P/S 700 40

PNG 40 L/L; 24 P/S 8,000 10,000

Samoa 153 L/L 80 100

Solomon Islands 8 L/L; 2 P/S; 12 P/L 1,800 5,000

Tonga 26 L/L 800 200

Tuvalu 20 skiffs 200 500

Vanatu 10 skiffs 250 500

Total 495 L/L; 40 P/S; 14 P/L 16,890 24,530

P/L pole and line vessel, P/S purse seiner, L/L longliner
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● Ease of assembly and deployment – lighter mooring

gear

● Small Aquapods are easy to assemble, and can be

put together by several men using hand tools on

a beach and rolled into the water (or rolled out

of the water for harvest). The small sectional

area means a relatively low drag resistance, so

mooring gear can be much lighter than tradi-

tional net pens.

● Single-point moorings are simple and inexpensive

● An attractive option from a cost and environ-

mental standpoint for these small pens is a

single-point mooring, allowing the net pen to

swing in a watch circle just as a boat moored in

a harbor. Low drag forces on the anchor make

this feasible.

● Less deep diving, most diving can be done by

hookah

● A net pen less than 10 m in diameter, when

brought to the surface for maintenance, will

allow almost all underwater activity to be
performed without scuba gear. The spherical

shape of the pen and the ability to rotate it

allows for all portions of the net to be surfaced.

● More available deployment areas due to shallower

water depth

● Conventionally sized submersible pens require

water depths of more than 30 m. The small

Aquapods can be deployed in water depths of

12–25 m. This means boat trips far offshore are

not necessary.

● Easier harvest – selective harvest by netting or

whole pen harvest is possible.

● Diversification of risk as opposed to “all eggs in one

basket.”

● Ease of towing – their small size and rigidity facilitate

easy repositioning, or towing of a pen tomarket port.

● Predator proof

● Sharks, seals, and sea lions are a huge risk to

artisanal fisheries – in some places, sharks are

one of the main targets of artisanal fishermen.

According to the Chamber of Commerce in
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Somalia, sharks constitute 90% of the artisanal

catch. Artisanal fish farmers cannot tolerate this

risk to the crop and to human safety, and the

shark proof Aquapod is the solution.

● Storm resistant

● The Aquapod net pens are submersible, so they

can be submerged below storm waves when

a hurricane or typhoon approaches, eliminating

a potentially devastating risk.

Economics of Artisanal Fish Farming with Aquapods

Catch estimates from artisanal fishermen are difficult

to obtain –most are subsistence harvests, some excess is

sold locally, and a little is exported. The sparse data that

exists can only estimate the amount of fish that are

consumed by the fisherman’s family and community

based on howmuch is sold. However, FAO estimates of

annual catches range from 2.5 t per year per boat

(Yemen) to 3.6 t per year per (Mexico). Considering

that the smallest Aquapod (212m3) could easily contain

5–10 t of fish at harvest, several of these small pens

could probably produce more harvest than most arti-

sanal fishermen ever see in a year.

Following is a spreadsheet analysis of what the eco-

nomics of a small artisanal fish farm would look like.

The assumptions include realistic and current pricing

for commercial fish farm expenses, as low-volume pric-

ing and sourcing of feed and fingerlings is unknown, and

most likely would require some public sector support.

As with all producing units, the sensitivity of market

price trumps all other variables. Labor costs are assumed

to be nil, as this is a family-scale operation.

The establishment of artisanal fish farms will likely

be a private/public cooperative effort with governments

and/or NGO’s subsidizing some capital costs, providing

low interest loans, organizing distribution of feed and

fingerlings, and providing training to artisanal fisher-

men as incentives to evolve from dependence on shrink-

ing capture fisheries to a sustainable farming economy.

Artisanal Aquapod Farm

A212 Aquapod Net Pens (No. of Aquapod Net Pens: 4)
Sales
 $212,000
 Assumptions
Cost of goods

sold
Biological FCR
 1.7
Feed $124,879 Feed cost per $1.65
kg

Harvest size in
Fingerling
 $34,980
kg

Price of
2.0
Outside

services

Dive/Scuba
$1,000
fingerlings

m3 of growing
$1.50
 ea.
expenses

Workboat
$2,000
vol.

Stocking final
848
expenses

Fuel and oil
$3,000
density

Number of fish
50
 kg/m3
expense
$1,500
harvested
21,200
Small tools
 $250
 Kg Harvested
 42,400
Concession
 $500
 Sale price
 $5.00
 Kg
Consumables
 $750
 Amortization

period

Aquapod A212
7
 years
Maintenance
 $1,500
net pen cost

Mooring cost
$19,000
 ea.
Miscellaneous

Fish health
$800

$1,000
 Total capital
$3,000

$88,000
ea.
cost

Annual
Amortization

of Aquapods
$12,571
amortization

expense
$12,571
Cost of goods

sold

Gross margin
$184,730
Other
$27,270

$1,200
overhead

Net Income
 $26,070
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Glossary

Founder bird (F0) A bird into which a genetic vector

was introduced. This vector may become incorpo-

rated into the chromosomes of some of the somatic

and germ cells of the bird.

F1 bird The offspring of the F0 bird. Transgenic F1
birds will contain the transgene incorporated into

a chromosome in every cell of the animal.

Germ line chimera A genetically modified founder

bird (F0) in which the introduced biological mate-

rial (i.e., DNA, virus, cells) has contributed to cells

of the germ cell lineage of the host animal.

Primordial germ cells Cells in the developing embryo

belonging to the germ cell lineage at a developmental

stage before any sexual differentiation has occurred.

These primitive germ cells may be located in the

embryo in tissues other than the forming gonad.

Retrovirus A virus that carries its genome as an RNA

molecule. After infecting a cell, the RNA is

reverse transcribed into a DNA molecule that is

inserted into the genome of the infected cell at

which point it is referred to as a provirus. The

provirus is passed to all daughter cells as part of

the host cell’s genome.

Recombinant proteins A protein produced using

recombinant DNA technology. The DNA sequence

encoding the protein of interest is artificially
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
constructed using genetic engineering and the pro-

tein is produced by inserting the DNA along with

DNA regulatory regions into a bacterium,

a eukaryotic cell, or an animal.

Transgenic bird Any avian species in which part of its

genetic component contains DNA deriving from an

exogenous source, or that the genome of the bird

has been altered by human intervention.

Transgenic bird lines A flock of birds deriving from

a F1 bird containing a transgenic modification at

a defined genetic locus.
Definition of the Subject

Transgenesis is the process by which an exogenousDNA

molecule is incorporated into the genome of an animal.

This technology promises the possibility to investigate

and manipulate the production traits of poultry, pro-

duce recombinant proteins in the eggs of genetically

engineered layer lines, and directly intervene in the

health and welfare of avian species. The complexity of

the avian egg and the precocious development of the

avian embryo in the female before oviposition (laying)

have hindered endeavors in avian transgenesis. Three

decades of effort have been carried out to achieve the

genetic modification of the avian genome. The gener-

ation of novel methods for the modification of the

avian genome has led to the current advances in the

field of avian transgenesis. This entry will delineate

the methods used for avian transgenesis, the current

state of the art, and the potential future directions

research in this field will take.
Introduction

Due to its use in meat and egg production and also as

a model organism for developmental biology studies in

laboratories, the chicken is the most widely used bird

species for the development of transgenic technologies.

There are three commonly cited incentives for the

development of transgenesis in the chicken. These are

the production of biopharmaceutical proteins in eggs,

the generation of disease-resistant flocks along with an

increase in understanding disease resistance in poultry,

and the generation of useful transgenic lines for

studies of developmental biology. With the recent
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3



Introduction of genetic
material into zygote

Founder (F0) chickens

F1 chickens

Examine phenotypeAssay eggs
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Avian Specific Transgenesis. Figure 1

Time line for production of transgenic chicken lines. The

time line from the introduction of a transgenic construct

into a fertilized chicken egg until the generation of F1

offspring. The F1 animals can be analyzed for gene

expression or bred to transmit the transgene to the next

generation
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development of novel avian transgenesis techniques,

these goals are beginning to be achieved.

The principal rationale behind this emerging field is

industry driven and is to produce a platform for the

biosynthesis of biopharmaceutical proteins in chicken

eggs. Animal-based bioreactors, a process sometimes

referred to as animal “biopharming,” were proposed as

a non-cell-based method for the production of recom-

binant human proteins in the 1980s (reviewed in [1]).

Animal-based bioreactors were inferred to be a lower

cost, safe, and more efficient system in which to pro-

duce large quantities of bioactive recombinant proteins

than cell-based production platforms. Efforts to pro-

duce recombinant proteins in larger animals have

focused on the secretion of the target protein into the

milk of the transgenic animal using the regulatory

regions from amilk protein gene. Potential mammalian

species commonly proposed and studied for recombi-

nant protein production include cows, pigs, sheep,

goats, lamas, and rabbits. After over two decades of

investigations, the first biopharmaceutical protein pro-

duced in an animal’s milk has been approved for use in

humans in Europe and the United States. This product

is recombinant human antithrombin (ATryn-GTC

Biotherapeutics) produced and isolated from goat’s

milk. Profitability in the marketplace along with con-

sumer acceptance will be the key factor in determining

the success of this and similar ventures using large

animal delivery systems. In addition, the regulatory

approval of this recombinant protein validates the use

of animal bioreactors for protein production.

The chicken has also been proposed as a potential

animal-based platform for the production of recombi-

nant human proteins. In this case, the recombinant

protein is produced in the oviduct of the hen and

secreted in the forming egg as it passes down the ovi-

duct. The target protein would be targeted to the egg

white of the egg using the regulatory regions from one

of several proteins expressed in the albumen of chicken

eggs (reviewed in [2]). The chicken has several advan-

tages over larger animal-based bioreactors. The chicken

has a shorter generation time than a larger mammal

(4 months for egg production vs. 14 months for first

milk production in goats), which means a more rapid

time from production of the transgenic animal until

production of the recombinant protein (Fig. 1). This,

in turn is reflected in the second advantage, which is the
lower cost of protein production in chickens. One

estimate predicts that the cost of recombinant proteins

in chickens will be 1/5 of that of larger mammals [3].

This is due to the reduced costs of housing, feed, and

quantity of recombinant protein produced per animal.

In addition, the glycosylation pattern of secreted pro-

teins in chickens is closer to the pattern seen on human

proteins than those seen on proteins secreted in several

large mammals [4].

Several studies have reported the production of

bioactive recombinant protein in chicken eggs [5–7].

The methods used to produce these transgenic animals

will be discussed in the following sections. These initial
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reports demonstrated that bioactive recombinant

human proteins can be produced in the eggs of trans-

genic chickens. To date, excluding the production in

influenza vaccines, no proteins produced in chicken

eggs have been approved for use in humans.

A second reason for the production of transgenic

chickens is the development of transgenic models for

the study of the biology of the chicken and develop-

mental biology in general. The chicken has long been

a model system for the study of developmental biology

due to the accessibility of the chicken embryo in the

developing egg [8]. The preeminence of the chicken as

the model system for embryological studies is now

taken by the mouse and the zebra fish due to the

lower costs associated with maintaining colonies of

these animals, quicker breeding times between genera-

tions, and most importantly, the ability to investigate

gene function using transgenesis. New developments

in avian transgenesis have led to the development of

new avian models for developmental biology [9, 10].

The generation of transgenic lines containing the

green fluorescent protein (GFP) in every cell of the

developing animal permits the fate mapping of living

cells, the study of cells and their descendants during

embryogenesis. This has facilitated the investigation of

axial stem cell populations in the chicken embryo and

the formation of a novel hypothesis for cellular sex

identity in avian species [10, 11]. The development of

more advanced methods of transgenesis will permit

the generation of chickens containing genetically mod-

ified alleles, which will serve as models for investiga-

tions of early development, avian physiology, and

production traits.

A thirdmajor reason for the generation of transgenic

chickens is to use geneticmodification for the increase of

production traits that would lead to a decrease in envi-

ronmental impact for poultry production. This could

also be viewed as means of addressing the sustainability

of the poultry industry with increasing demand on pro-

duction and decreases in available resources. One man-

ner in which this could be accomplished is by reducing

waste production during rearing and increasing meat

production for unit energy (reviewed in [12]). Several

transgenic models have been developed in mammalian

farm animals which exemplify the potential benefits of

trait modification. A transgenic pig producing less

organic phosphate waste products has been produced
[13] and a similar strategy has been proposed for the

chicken [14].

A comparable impact could be achieved on poultry

production by reducing the losses attributable to dis-

ease. Avian transgenesis offers the potential to generate

disease-resistant poultry and to investigate the genetic

traits of disease resistance in poultry. It is estimated that

during the avian influenza outbreak of 2004–2005,

100 million chickens were culled in Southeast Asia

[15]. Using transgenic technology, the capability exists

to generate a transgenic animal which will be resistant

to several of the endemic diseases affecting poultry

production (Avian influenza virus, Marek’s disease,

Newcastle disease, fowl cholera). While the production

of these birds for use in meat and egg production is not

currently accepted, transgenic chickens will be of use

for investigating the pathogenesis of infection and the

determination of viral targets of infection and patho-

genesis. This in turn could generate targets for directed

vaccine development. In addition, the validation of

genetic traits for disease resistance also necessitates an

analysis of the disease loci using transgenic technology

in avian cells or the whole animal. Currently, no dis-

ease-resistant transgenic chicken models have been

developed, but the production of transgenic cattle

with resistance to mastitis suggests that this will be

a profitable area of investigation [16]. With increasing

demands on poultry production, an increase in

methods of disease resistance will be needed.
Methods of Avian Transgenesis

The first efficient method developed for the introduc-

tion of exogenous DNA into mammals to create germ

line chimeras was using pronuclear injection [17]. This

technique entails the microinjection of DNA encoding

the gene of interest (transgene) into the male pronu-

cleus of the recently fertilized oocyte at a developmental

stage previous to the first cell cleavage. Although pro-

nuclear microinjection was primarily developed for

transgenesis in the mouse, it has been exploited to

generate transgenic animals in rats, sheep, cows, pigs,

and rabbits [18–20]. Rates of transgenesis using pro-

nuclear injection (transfer of the injected transgene to

the genome of the offspring) in species other than mice

are low. In general, only 1–5% of the offspring will have

incorporated the transgene into their genome.
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Introduction of genetic material into the fertilized zygote.

The genetic material to be introduced into the egg (DNA,

viruses, transposons, purified proteins) is either first

transfected into cells for packaging or directly introduced

into the egg at an early stage of development (laid egg or

fertilized oocyte). The embryo is subsequently incubated

until hatching in its own shell or a host chicken shell. The

hatchling will then be analyzed for the genetic

modification
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The use of pronuclear injection is even more prob-

lematic in the chicken. The laid chicken egg consists of

a single epithelial layer of unpatterned cells termed the

blastoderm consisting of 45,000–60,000 cells [21].

Injection of any biological material at this stage sig-

nifies that only a small proportion of the embryonic

cells will be potentially exposed to and incorporate the

transgene into their genome. The development of the

chicken zygote in the hen before the egg is laid neces-

sitates that pronuclear microinjection can only be car-

ried out with surgical removal of the fertilized oocyte

from the hen. This entails that the egg is subsequently

surgical transferred to a surrogate host hen or cultured

in vitro for 21 days until hatching [22]. The ovum of

the avian egg is the large opaque yolk of the egg. The

ovum contains a small pool of cytoplasm lying on the

yolk material in which the pronuclei are located.

Microinjection into the pronuclei is not possible

because of the opacity of the yolk material underlying

the nuclei; thus any injected biological material must be

injected into the cytoplasm surrounding the pronuclei.

For this reason, the rate of transgenesis for using pro-

nuclear injection chickens is much lower than in other

vertebrates and the delivery of biological material is

usually performed in the laid egg (Fig. 2).
Injection of DNA into Early Avian Oocytes

Microinjection of DNA transgenic constructs into the

early chicken oocyte has proven to be a feasible proce-

dure for the production of transgenic chickens. As

described above, the DNA construct is injected into

the cytoplasm of the fertilized oocyte at an early devel-

opmental stage (Fig. 2). The egg is subsequently cul-

tured ex ovo in a host shell until normal hatching

occurs. Love [23] introduced a b-galactosidase reporter
construct into the fertilized chicken oocyte and cul-

tured the embryos ex ovo until hatching. In this report,

50% of the injected embryos contained the transgene

and 14% of the hatched founder birds transmitted

the transgene to the next generation. This is a similar

transmission rate to that observed in mammalian

species using microinjection. A comparable result was

observed in which founder transgenic chickens were

obtained using microinjection and a modified ex ovo

culture system [24]. In this example, no germ line

transmission to the F1 generation was observed.
Although it is possible to produce a transgenic bird

using microinjection, this avenue of research has not

proven fruitful due to the cost and difficulty in

obtaining and manipulating the early chicken oocyte.

Instead, research has focused the use of retroviral vec-

tors for the introduction of transgenes into the genome

of the chicken at laid egg stages of development.
Replication-Competent Viral Vectors

A more efficient method to create genetically modified

chickens is using retroviral vectors to introduce

transgenes into the chicken genome. Retroviruses are

RNA viruses that reverse transcribe the RNA genome

into a DNA intermediary that is integrated into the

genome of the infected cell. The integrated virus, or

provirus, transcribes new copies of the viral genome

that are packaged into new viral particles that bud from

the infected cell and in turn infect neighboring cells. In

this manner, most cells of the developing embryo will

be infected along with the germ cells. Germ cells

containing the integrated provirus in their genome

will transmit this modification to all of the cells of the
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offspring deriving from that germ cell. Using recombi-

nant DNA technology, it is possible to remove part of

the viral genome and replace it with an inserted trans-

gene. In this manner, a line of genetically modified

chickens can be produced containing a transgene of

interest.

The first use of retroviruses in chicken for

transgenesis used viruses that were replication-

competent (i.e., infective). In this case, the virus was

injected at the laid egg stage and incubated until hatch-

ing. Though initially only a small portion of the blas-

toderm may be infected, because the viral infection

spreads during development, many more cells will con-

tain proviral inserts. The first demonstration of the

genetic modification of the chicken germ line was

accomplished using a replication-competent avian ret-

rovirus. Salter [25] injected either reticuloendothelial

virus or avian leukosis virus under the blastoderm of

laid eggs. They demonstrated that the integrated pro-

virus could be found in the offspring of the injected

hosts [25]. As a further demonstration of this technol-

ogy, using the ALV retrovirus, 24% of founder animals

contained the integrated provirus and this was trans-

mitted to F1 offspring with a transmission rate between

1% and 11% [26]. A replication-competent retrovirus

was also used to introduce a transgene containing the

bovine growth hormone under control of the mouse

metallothionein promoter into founder (F0) chicken

[27]. Thus, replication-competent viruses offered an

initial alternative to pronuclear injection for chicken

transgenesis.

It must be noted that replication-competent viruses

are limited in their usefulness in transgenesis for several

reasons. First, since replicative virus can reintegrate

into the genome, it is difficult to correlate a single

integration site with the synthesis of recombinant pro-

tein from the integrated transgene. This is important as

any regulatory approval procedure will require geneti-

cally defined transgenic animals containing a single

defined transgenic insert which produces consistent

levels of recombinant protein [28]. Second, insertion

mutagenesis caused by the insertion of a retrovirus can

disrupt an endogenous genetic locus and also lead to

malignant cell growth in the host animal (reviewed in

[29]). Third, and most important, a process called viral

or transgene silencing is often observed in animals

containing replication-competent proviral inserts. In
transgene silencing, the transgene becomes silenced

after it is introduced into early embryos, which is

correlated with a high level of cytosine methylation

throughout the proviral genome [30]. In the transgenic

offspring of these founder animals, the transgene is not

expressed or expression levels are severely reduced and

the proviral genome is usually methylated in the long

terminal repeat (LTR) region. It is believed that retro-

viral silencing occurs in the stem cell populations of the

early embryo and leads to permanent silencing of tran-

scription from the integrated provirus (reviewed in

[31]). For these aforementioned reasons, replication-

defective retroviruses have become the tool of choice

for avian transgenesis.
Replication-Defective Viruses

Replication-defective retroviruses are modified retro-

viral vectors that are capable of infecting a host cell but

lack key viral genes necessary to complete the viral life

cycle and produce infective viral particles. In replica-

tion-defective retroviral vectors, a large portion of the

viral genome has been removed from the virus and

these genes are supplied in trans to allow for packaging

of the defective viral particles. The envelope proteins of

the viral vector can also be modified (viral pseudo-

typing) to permit infection of cell types and species

normally outside of the retrovirus host range. The

integrated provirus will contain a viral promoter in

the LTR and few viral genes. It is also possible to

incorporate a large transgene (8–9 kb) into the provirus

in place of the truncated viral genome.

The first demonstration of germ line transgenesis in

chicken used a replication-defective reticuloendothelial

retroviral vector containing a neomycin reporter gene

injected into the blastoderm of laid eggs [32]. Twenty-

two percent of the F0 hatchlings contained proviral

integrations and the transmission rate to the F1 gener-

ation was between 2–8%. Expression of the neomycin

transgene in these birds was not demonstrated.

Since this first report, replication-defective retrovi-

ruses have been used extensively for chicken

transgenesis. The most common retroviral vectors

used are spleen necrosis virus, avian leukosis virus,

reticuloendothelial virus mentioned previously, and

Moloney murine leukemia virus (MMLV). All of

these vectors have been used to generate several lines
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of transgenic chickens [33–36]. Transmission rates of

the integrated provirus after blastodermal injection

from F0 cockerels to F1 offspring have been reported

to be as high as 8%.

A novel development of this technology is to induce

expression of the recombinant protein at defined

timepoints to avoid possible transgene toxicity during

development. This was achieved by using a replication-

defective MMLV containing a tetracyline-regulated

promoter to drive expression of human-recombinant

erythropoietin protein in chicken eggs only in the

presence of the inducer, doxycycline [7]. More than

90% of the F0 chickens contained proviral integrations,

and these birds transmitted the transgene to between

0.7% and 1.8% of the F1 generation. Recombinant

erythropoietin was produced in eggs after doxycycline

induction.

In some replication-defective retroviral vectors,

there is ongoing transcription from viral regulatory

LTRs in the proviral insert. This transcription is

thought to lead to a partial silencing of the adjacent

transgene. An example of transgene silencing in

birds was observed in transgenic quail containing

a replication-defective MMLV using a LTR to drive

expression of a GFP reporter construct [37]. Transgene

expression was silenced in F1 and F2 birds. Other lines

of transgenic chicken have displayed some suggestions

of silencing between generations using theMMLV virus

[38]. Researchers have attempted to circumvent this

problem by using modified MMLV vectors containing

internal promoters to drive transgene expression. This

strategy appears to have worked in some transgenic

birds that had no transgene silencing between genera-

tions [39]. Still, because of the perceived problems of

silencing of these retroviral vectors, researchers have

turned to a different class of retroviruses, the lentivi-

ruses, for avian transgenesis.
Lentiviral Vectors

Lentiviral vectors have primarily been developed as

potential viral agents for gene therapy in humans.

Some of the advantages of lentiviral vectors are that

the integrated provirus is preferentially incorporated

into the open chromatin structure surrounding

expressed genes, lentivectors will infect and integrate

into the genome of post-mitotic cells, and the viral
vector accepts a transgenic insert up to 9 kb in size.

Moreover, there appears to be no transgene silencing

upon transmission of the integrated transgene between

generations [40, 41].

As an alternative to other retroviral vectors and to

pronuclear microinjection, replication-defective retro-

viruses of the lentivirus class have proven to be very

efficient for use in mammalian transgenesis [42, 43].

These vectors have been used successfully to generate

transgenic cattle, pigs, rats, sheep, rabbits, and primates

[44–48]. In these cases, the viral particles are injected into

the perivitelline space surrounding the fertilized zygote.

The zygote is reintroduced into surrogate hosts and the

animals are bred and tested for germ line transmission.

The first demonstration of the use of lentiviral

vectors for avian transgenesis used viral vectors

containing transgenes encoding either GFP or

b-galactosidase reporter genes [49]. Viral particles

were injected into the blastoderm of laid eggs as

described above. Efficiency of transmission of the inte-

grated transgene from founders to the F1 generation

was between 4% and 45% and no transgene silencing

was observed between generations. Since this report,

lentiviral vectors have been used successfully to generate

transgenic chickens containing a range of transgenes

[6, 9, 10, 50, 51] and transgenic quail [52–54] and

also transgenic zebra finch [55]. These vectors have

also proven useful to generate biopharmaceutical pro-

teins in eggs. Recombinant human b-interferon has

been produced in the egg white of transgenic chicken

[6], and recombinant human interleukin-1 receptor

antagonist has also been produced in the eggs of

quail [56].

While lentiviral vectors may now be the preferred

method for generating transgenic birds, there will be

public concerns with the use of transgenic birds

containing retroviral transgenes, in particular, HIV-

based lentiviral transgenes, for the production of bio-

pharmaceutical recombinant proteins and the develop-

ment of advanced production traits in avian species. It

remains to be determined if consumer acceptance of

these products will be forthcoming.
Transposons

Transposable elements were first identified by the sem-

inal work by Barbara McClintock in maize [57].
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Transposable elements are mobile genetic elements

found in the genome of all organisms and are able to

move (i.e., translocate) from one region of the genome

to another. These are modules of selfish DNA that exist

only to replicate their own DNA and are postulated as

parasitic invaders of most genomes [58]. Transposable

elements differ from viruses in that they do not spread

by infection of neighboring cells; they are usually passed

passively through cell division to daughter cells. Class II

DNA transposons are a distinct type of transposable

element that moves through the genome using a “cut

and paste” method. The DNA transposon encodes

an enzyme called a transposase which mediates the

removal of the transposon from one chromosomal

location and the insertion into a second chromosomal

location. DNA transposons have been modified for the

use in transgenesis in many vertebrates. This entails

that the coding sequence for the transposase is deleted

from the transposon and subsequently introduced into

the cell with the transposon in trans [59]. The transpo-

son will be incorporated into the genome of the cell but

cannot “jump” to a new genomic location because it

lacks the transposase gene. This is similar in approach to

the packaging of replication-defective retroviruses for

transgene delivery. The truncated transposon can be

engineered to contain additional DNA sequences

which will be inserted into the genome of the cell upon

transposon integration. The size of the transgene carried

by the transposon can be up to 10 kb in size [60, 61].

Transposable elements have been shown to be effi-

cient in the generation of transgenic chickens. The

mariner transposon from Drosophila maritiana

containing an internal transposase was used to generate

transgenic chickens [62]. Mariner was microinjected

into the fertilized zygote and chickens were hatched

and bred to generate F1 birds. One founder bird trans-

mitted the mariner transposon to 29% of its offspring.

This result demonstrates that transposable elements

can be used to modify the genome of birds although

no transgene cargo was introduced in this example.

So far, no reports have been made to generating

a transgenic chicken line using transposons containing

a transgene. However, the Tol2 and piggyBac transpo-

sons have been shown to be functional in transient

transgenesis in the chicken [63, 64] and other trans-

posable elements have been used successfully for mam-

malian transgenesis [59].
Use of Chicken Embryonic Stem Cells

Whist the early embryonic development of the chicken

is significantly different from that of a mammal, cells of

the early chicken blastoderm do contribute to somatic

and germ cell lineages when transferred to host chicken

embryos [65]. This indicates that the early chicken

blastoderm may have the developmental equivalence

of the inner cell mass of the early mouse embryo,

further suggesting that embryonic cell lines derived

from the chicken blastoderm may be developmentally

equivalent to mouse embryonic stem cells. In support

of this hypothesis, several groups were able to derive

cell lines from early chicken embryos that were puta-

tively identified as chicken embryonic stem cells

because of their ability to contribute to many tissues

in chimeric birds [66, 67]. The isolation of embryonic

cell lines that contribute to the forming avian embryo

offers the opportunity to carry out gene targeting,

whereby the introduced transgene can be targeted to

a precise genetic locus. Gene targeting uses the process

of homologous recombination. In this process, one

genomic copy of a gene can be replaced by a second

copy of this gene using normal DNA repair

mechanisms. The replacement gene will display

homology over most of its length but can be engineered

to contain a foreign piece of DNAwhich could encode

a recombinant protein or a selection marker.

Using homologous recombination, researchers can

disrupt a genetic locus, introduce a gene encoding a

recombinant protein, or replace one genetic allele

with a second allele. Homologous recombination

has been carried out in chicken cells [68]. Genetic

modification of chicken embryonic stem cells also

has been achieved and chimeric animals have been

produced which contain extensive contribution

of these cells to all germ layers of the forming

embryo [69].

An important caveat to this work is to note here

that the germ cell lineage is segregated from the somatic

cell lineage very early in development (see section

“Methods of Avian Transgenesis”). It is believed that

for this reason cESCs do not contribute to the germ

lineage in chimeras after more than 7 days of in vitro

culture [67, 69]. So, although cESCs may be useful for

creating somatic chimeras, these cells will not be useful

for generating lines of transgenic chickens.
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Recent experimental evidence suggests that it may

be possible to differentiate cESCs into germ cells in

vitro. These cells could then be introduced into host

birds and the cells could differentiate into gametes and

be transmitted to the next generation [70]. If this is

achievable, it will create the possibility to carry out gene

targeting in the chicken and create transgenic chicken

lines using homologous recombination in chicken

embryonic stem cells.
Improved Transgenesis by the Directed

Targeting of the Germ Cell Lineage

Most attempts to generate transgenic chickens have

resulted in inefficient transmission of the integrated

transgene from F0 to F1 animals. This inefficiency

leads to an increase in cost for production of transgenic

animals due to increase in both time and breeding

numbers of F0 founder birds (reviewed in [2]). Several

methods have been developed to increase the rate of

transgenesis. These methods attempt to amplify the

interaction of the exogenously introduced DNA or

virus with the germ cell lineage of the avian embryo.

The avian germ cell lineage comprises the only cells of

the animal that will contribute genetic material to the

next generation. Two methods developed to increase

the interaction of DNA/virus with the avian germ cells

are described in the next section. These methods are the

purification of primordial germ cells from the
Laid egg Day 1

Avian Specific Transgenesis. Figure 3

Germ cell migration in the developing embryo. The primordial

blastoderm. From here the cells migrate anterior to the head re

lateral plate adjoining the future gonad. The primordial germ c
developing embryo and the propagation of primordial

germ cells for use as a cell-based method of

transgenesis.

The germ cell lineage in birds is considered to be

determined. The maternal determinants (protein,

RNA) that specify the germ cell fate are thought to be

deposited in the developing oocyte as it matures in the

hen. During the initial segmentation of the zygote,

these factors (maternal determinants) are segregated

into a small number of cells of the forming embryo

[71]. Descendants of these early germ cells will give rise

to all cells of the germ cell lineage and are referred to as

primitive or “primordial” germ cells. Moreover, since

the germ cell lineage is segregated from the somatic cell

lineage so precociously, chicken embryonic stem cells

derived from the blastoderm will not contribute to the

germ lineage when reintroduced into early embryos.

The primordial germ cells are initially found in the

center of the blastoderm of the laid egg [72] (Fig. 3).

These cells actively migrate anteriorly in the embryo to

an extraembryonic location near the future head,

termed the germinal crescent. When the primitive cir-

culatory system forms, the primordial germ cells enter

the circulation and are carried to the lateral plate meso-

derm adjoining the prospective gonad. During the next

2 days of development, the primordial germ cells

migrate through the lateral plate mesoderm and enter

the developing gonad. The germ cells subsequently

differentiate into the gametes, sperm and eggs, in the
Day 3 Day 5

germ cells are initially found in the center of the developing

gion. The cells enter the circulation and congregate in the

ells subsequently migrate into the forming gonad
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maturing gonad. In the hens, the germ cells enter

meiosis by day 16 of development. In the adult cock-

erel, a stem cell population of germ cells remain, the

spermatiogonial stem cells, which generate spermato-

gonia during the life of the bird.

All methods of germ line transgenesis in all species

are dependent on the integration of the introduced

transgene into the genome of a germ cell, which will

subsequently contribute its DNA to the next genera-

tion. Any interactions between the exogenously intro-

duced DNA/virus and non-germ-line cells of the

animal will lead to a reduction of transmission of

the transgene to the F1 birds. Thus, investigations in

the chicken have concentrated on increasing the inter-

action of the transgenic vector with the germ cells of the

founder animal to increase the rate of transgenesis. The

next sections detail methods to isolate avian germ cells

and increase this interaction.
Germ Cell Purification

The germ cell lineage of birds can be isolated and

returned to a host embryo in which these donor germ

cells will migrate to the gonad and produce functional

gametes [73, 74]. The intrinsic ability of donor germ

cells to colonize the host germ cell lineage extends to

germ cells from the germinal crescent, the circulatory

blood, or post-migratory germ cells in the nascent

gonad (Fig. 3). This provides the opportunity to genet-

ically modify the donor germ cells before their intro-

duction into host embryos. The first demonstration of

this technique was carried out by Vick [75]. Primordial

germ cells from the blood or the germinal crescent were

incubated with replication-defective avian leukosis

virus and subsequently returned to a host embryo.

They observed that 3–23% of founder chickens were

transgenic, and these birds transmitted the transgene to

2–4% of F1 birds.

Several methods have been developed to purify

PGCs from the developing embryo before which they

are subsequently incubated with virus or transfected

to introduce a transgenic vector before being

reintroduced into host embryos. Primordial germ

cells express the pluripotent stem cell marker, SSEA-1.

Using an antibody to SSEA-1, these cells can be purified

by either magnetic-activated cell sorting (MACS) or

fluorescence-activated cell sorting (FACS). Both
isolation techniques have been optimized for the isola-

tion of thousands of germ cells from the blood or

embryonic gonads of chicken embryos. After short

periods of incubation, the isolated primordial germ

cells still retain the ability to migrate to the gonad and

contribute to the germ cell lineage [76]. Similarly, due

to the large size of the PGC in comparison to other cells

in the blood, it is possible to isolate these cells from the

blood using density gradients. Density gradients have

been used successfully for the purification of PGCs

[77–80].

Kim [49] isolated PGCs from day 5 gonads using

MACS. These cells were incubated with a lentivirus for

6 h and reinjected in host embryos. One (of 21) injected

cockerels transmitted the transgene to F1 offspring.

A similar approach was used to generate transgenic

quail. The rate of transmission from founder to F1
birds was 1.9%, which was almost equivalent to what

was found when the virus was injected under the blas-

toderm (1.6%) [54]. These results suggest that PGC

isolation did not increase rates of transgenesis in com-

parison to blastoderm injection but further improve-

ments on the interaction of the virus with the germ cells

may augment rates of transmission.
Propagation of the Avian Germ Cell Lineage

The in vitro propagation of germ cells offers the pros-

pect to carry out gene targeting in avian species.

Both spermatogonial stem cells [81] and gonadal

embryonic germ cells [82] have been cultured in vitro

for shorter periods (5 and 30 days, respectively) and

after culturing have contributed to the germ lineage.

Moreover, the cultured gonadal embryonic germ cells

generated F1 offspring. These culture techniques, if

extended, could offer the opportunity to carry out

gene targeting in chickens. Recently, a breakthrough

was described for the culture of primordial germ cells

from the circulatory phase of development (Fig. 3). The

culture of embryonic blood from day 3 chicken

embryos using modified avian embryonic stem cells

protocols led to the long-term expansion of primordial

germ cells in vitro [83]. These cells contained telome-

rase activity suggesting that they may be immortal

and the transmission of genetic material from

both the male and female germ cells to subsequent

generations was demonstrated after 110 days in culture
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(0.1–86% transmission). The authors genetically mod-

ified the cultured primordial germ cells using

a transgene flanked by insulator sequences to prevent

silencing. Founder birds containing the modified germ

cells transmitted the transgene to 1–92% of F1 birds

which accurately expressed the GFP transgene. Impor-

tant caveats for this procedure were that the derivation

efficiency of primordial germ cell lines was low (12%),

and this culture technique has not been repeated

by other research groups. It was later shown that

gene targeting using homologous recombination is

also possible in cultured primordial germ cells [84].

This research presents the prospect of carrying out

gene targeting in avian species for the production of

pharmaceutical recombinant proteins and to investi-

gate the function of genetic pathways that may be

involved in production traits by directly modifying

these pathways.
Future Directions

The field of avian transgenesis has progressed rapidly

in the last 5 years. Useful transgenic chicken models

for use in biological studies have been developed [9, 10,

51, 85]. In the near future, it can be expected that

a plethora of new transgenic models for both produc-

tion traits and disease resistance to be generated. These

transgenic models will generate impetus for trait selec-

tion breeding programs and rational vaccine develop-

ment, first and foremost in the investigation of avian

influenza.

Future uncertainties exist regarding the potential

for commercialization of biopharmaceuticals proteins

produced in chicken eggs and the acceptance of genet-

ically modified chickens in general. To date, several

recombinant human proteins have been produced in

chicken eggs at levels up to 1 mg of protein per egg

[5–7, 38, 56]. In addition, it remains to be seen if there

will be consumer acceptance of genetically modified

poultry products and if a functional transgenic chicken

product will be brought to “market.” The benefits of

increased disease resistance and increased feed conver-

sion will need to be weighed against consumer demand

and acceptance. These opposing forces will have direct

impact on the sustainability of the poultry industry as

food demands continue to grow. The issuing of guide-

lines by the FDA for the regulation of genetically
modified animals containing recombinant DNA

should facilitate this process [28].

The development of new vectors, both viral and

nonviral, for transgenesis should decrease the cost

and accelerate the development of new avian transgenic

models and the use of nonviral vectors may assuage

public fears of transgenic modification of farm live-

stock. DNA transposons hold great promise as useful

vectors for avian transgenesis. The next few years

should bring new advances as some of the DNA trans-

posable elements that are showing promise in mam-

malian transgenesis (Tol2, PiggyBac, Sleeping Beauty)

are used for chicken transgenesis.

The greatest advance in avian transgenesis lies in

the development of efficient gene targeting of spe-

cific genomic loci using homologous recombination.

This objective may be accomplished using SSCs,

gonadal embryonic germ cells, or primordial germ

cells [80–83]. Gene targeting of primordial germ

cells appears to be a viable technique [84] although

it remains to be proven if this will be a viable method

for avian transgenesis. The use of zinc finger nucleases

which target specific loci in the vertebrate genome

has proven to be useful for gene targeting in both

zebra fish and rats [85, 86]. These proteins hold

great promise for the potential manipulation of the

avian genome. The generation of induced pluripotent

cells (IPS cells) from somatic cells also needs to be

investigated in avian species [70]. If this technique

were further coupled with the conversion to germ

cells, it would lay open new possibilities in avian clon-

ing for species rescue.

Primordial germ cell culture also promises to be

a viable technology for the preservation of avian germ-

plasm (reviewed in [87]). Semen cryopreservation in

avian species has proven problematic and for this rea-

son an alternative method of germplasm cryopreserva-

tion is needed. An efficient method to preserve avian

genetic resources is of importance for commercial

breeders and also rare breed conservationists. The

development of a robust method for avian cryopreser-

vation would significantly enhance the biosecurity

of the avian breeding industry and greatly reduce

animal numbers bred for line maintenance. The use

of PGCs could provide an alternative source of cellular

material for cryopreservation efforts. At this stage,

PGC cryopreservation offers only a slight advantage
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over semen cryopreservation for the preservation

of single traits. Therefore, what is needed to extend

this technology is to develop improved culture

conditions for the efficient expansion and cryopreser-

vation of both male and female PGCs from different

breeds of chickens. This technology will need to be

coupled with an efficient methodology to reconsti-

tute the complete genome of avian lines from the

cryopreserved cells.

Several recent reports have described transgenic

offspring from quail [52, 54] and zebra finches [55]

using the genetic techniques described above. To date,

no transgenic modifications have been published for

turkeys and duck. Since these are also important food

production animals, it can be expected that advances in

transgenesis will be made in these species in the near

future. These potential models will be significant to

the study of avian production traits but may also be

pertinent to the investigation of avian influenza in

which natural disease reservoirs reside in wild duck

populations. It will be difficult to foresee if the trans-

genic technology being developed for the chickenwill be

easily transferred to other poultry species beyond the use

of retroviral vectors. An illustration of foreseeable prob-

lems comes from investigations of embryonic stem cells.

Derivation of ES cells from mammals excluding the

mouse has proven to be exceedingly difficult to achieve

[88]. This may also hold true for avian transgenesis.
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Gócza E, Hoffmann O, Bender B, Bősze Z (2010) Transgenic
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Glossary

Agriculturally marginal land Land that is not arable

without compromising soil stability and increasing

salinity. It requires large number of inputs.

Bio-based products Products derived from biological

sources as opposed to oil.

Bioenergy Energy derived from biological, renewable

sources – not from petroleum.

Biofuel Fuels derived from biological sources.

Biomass Materials derived from plant or animal ori-

gin, i.e., dedicated agriculture, agricultural residues,

municipal waste, and forestry.

Corn stover The remaining stalks and leaves of the

corn plant after the grain has been removed.

Dedicated energy crops Crops grown only for use in

the biofuels industry, e.g., switchgrass and

Miscanthus, poplar and Eucalyptus.

Herbaceous Plant materials that have green,

nonwoody above-ground parts rather than lignified

stems and those parts generally die at the end of the

growing season.

Lignocellulose Cell wall materials from plants that

contain cellulose, hemicellulose, and lignin.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Megagram (Mg) A unit of mass equal to 1,000,000 g.

Also referred to as a metric ton (US)

Perennial Plants that persist for multiple years and

often have woody stems.

Renewable resources Materials and products

derived from plants that are generated through

growth using energy from sunlight and nutrients

from soil.

Sustainable Materials that can be maintained through

inputs that are equal or less than harvested output.

Water use efficiency The amount of biomass pro-

duced from photosynthesis compared to the

amount of water taken up by the plant. C4 plants

are more efficient in photosynthetic sugar produc-

tion per CO2 taken in, thus lowering the amount

of water required to obtain the CO2 and thus the

sugars.
Definition of the Subject and Its Importance

Humans currently consume at least 25% more raw

materials every year than are replaced through biolog-

ical growth [150]. In order to sustain quality of life and

have adequate environmental resources, those

resources must be balanced and renewable. Pressure

on those resources has never been greater with the

world population nearing seven billion people, and

estimated to plateau at 10.5 billion by 2050. That num-

ber represents 35–40% more people than currently

inhabit the earth.

Sustainable, renewable resources are those derived

from biological sources, primarily plant biomass. The

underlying principal is that the materials can be

reproduced with minimal inputs using energy from

the sun. Biomass is thus derived directly or indirectly

from original sources that grow and reproduce

biologically.

Biomass for biofuels and bio-based products

can include many sources of material. In general,

biomass includes any biological materials whether

of plant or animal origin: agricultural harvests such

as grains, agricultural residues such as stalks and

leaves, perennial crops such as hay and trees, animal

manures, building waste wood, municipal solid

waste such as paper, and various food industry

wastes.
4-5797-8,
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Introduction

The heavy reliance of the western economies on fossil

fuels has given rise to energy security concerns. These

concerns taken together with the sustainability issue,

negative environmental impacts, and the rising cost of

petroleum fuel have prompted the development of

viable alternatives that are sustainable, cleaner, and

environmentally neutral. Biofuels, which have emerged

as one of the alternatives to address these concerns, are

obtained from renewable biomass which represents

a key long-term component of a sustainable biofuels

industry. Ethanol from corn is the first-generation bio-

fuel produced in USA and Europe. However, corn

ethanol alone will not be sufficient to address the

nation’s energy needs. Cellulosic ethanol from renew-

able resources such as forest and agricultural biomass

must also be considered. The “Billion Ton Study”

supported by the US Department of Energy (DOE)

and US Department of Agriculture (USDA) estimated

that renewable resources are available from forest and

agricultural lands to produce enough cellulosic ethanol

to displace 30% or more of transportation fuel needs

annually [1]. This will significantly reduce the

country’s dependence on imported oil.

This review deals only with plant-based crops that

are used as biomass sources. Crop categories discussed

include agricultural residues, dedicated woody crops –

poplar and Eucalyptus, perennial herbaceous grasses –

Miscanthus and switchgrass, and grass species that

produce soluble sugar streams – sweet sorghum and

sugarcane. Although many other crop sources are

generally considered as potential sources of biomass,

these are the front line crops that are considered to be

“near term” candidates.
Agricultural Residues for Bioenergy

Availability of Feedstock

The Billion Ton Study on biomass estimated that 388

megagrams (Mg) of agricultural postharvest residues

per year could be available from agriculture for conver-

sion to energy resources in the USA within the next

20 years [1]. The estimated crop residues were pri-

marily from corn stover, wheat straw, rice straw, and

hulls as well as other crops with lesser individual

contributions. The estimated amount of ethanol
that can be derived from crop residues totals 138

billion liters assuming 356 L Mg�1 (85 gal t�1). Addi-

tionally, the study made the assumptions to support

three different scenarios for productivity. The first

scenario was to maintain the status quo for all

resources available today, and those would be available

at the same level in the future. The second scenario

focused on technology changes being applied to cur-

rent crops to generate higher yields. The third and

most lucrative scenario assumed that the technology

changes would be applied to current crops as well as

new perennial crops, combined with significant land

use changes. The 388 Mg estimate is based on the third

scenario.

One of the major contributors to crop residue

potential in the USA is corn stover, whether under

current production or assuming increased crop

yields [1]. Stover can be used for many bio-based

products, and the use of corn stover for those products

would remove it from its contribution to liquid trans-

portation fuels. Some of these current and potential

uses include pulp and paper, animal feed, composite

products such as boards, and chemicals, such as

furfural [2].

Impact on soil fertility: Crop residues contribute an

interesting array of benefits to the soil fromwhich grain

is harvested. These benefits include lowering soil ero-

sion, increasing moisture content, and increasing soil

organic matter and total carbon. When removing crop

residues from agricultural land, the loss of these bene-

fits must be managed [3].

However, in some situations removal of residues

is recommended because they cover too much of

the surface and prevent warming of the soil in the

spring, delaying seed germination and thus lowering

yields (Table 1; [4, 5]). Moreover, too much organic

matter on the surface of the soil also can increase

moisture and the threat of increased fungal growth,

contributing to diseases. Clearly, the issues vary with

location and crop. Each situation will have a unique

solution.

The most important practice that will need to be

adopted for residues to be sustainably removed from

crop land is no-till agriculture. Currently, only 20% of

corn acreage and 15% of wheat acreage are cultivated

with no-till practices [5]. Tillage increases the rate at

which organic matter is decomposed and increases
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Table 1 Potential effects of corn stover harvest [4]

Factor Benefits of removal Cost of removal

Economic Stover sale revenues
($35/t);

Yield decreases in dry
years due to lower soil
moisture

Greater seed
germination in
colder climates

Yield decreases with
increased soil loss;
Poorer germination
but no yield effect

Fossil fuel
use

Increased EtOH
production

More field passes
required; Fossil fuel
needed for conversion
to biofuel

Micro-
climate

Warmer spring
temperatures

Increased evaporation,
lower soil moisture

Pests and
disease

Increased control for
some

Decreased control of
others

Carbon
and
nutrients

Decreased but
moderated by
tillage and N rate

Nutrient loss predicted
greatest in Midwest

Erosion Moderated by
amount of harvest
and tillage type

Increased soil loss and
water run-off
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nitrogen losses due to microbial activity. No-till culti-

vation allows more of the remaining residue to be

removed for alternative uses.

Farmer involvement: One of the major concerns

with agricultural residues being used for a reliable sup-

ply of biomass is compliance of the farmer for collec-

tion and delivery of the residues. Because the residues

vary by year and region, management of the residues

requires consideration of many factors including main-

tenance of soil fertility, weather, crop yields, and

economics.

The average age of US farmers is 62. This is both an

advantage and a disadvantage. The collective experi-

ence of farmers is tremendous – management practices

are based on their extensive knowledge. In contrast,

their retirement is eminent and their replacement

uncertain. Their motivation to try new crops is often

high though their approach is conservative. Although

most farmers may be willing to try new crops, they will

approach the change cautiously, planting only a few
hectares in the beginning until yield and economics are

understood [5]. If the results are economically favor-

able, in that inputs are lower than harvested material

profits, the farmers are often willing to change their

practices and participate in the new system. In directed

dialogs conducted in 2000–2002, farmers generally

agreed that US$20 ha�1 pre-tax margin would generate

their interest in harvesting residues, as long as grain

harvesting is not hindered [5]. The value of the resi-

dues is not near to the value of the grain, thus

logistics and income must make it worth the farmer’s

time and investment to participate in the residue

harvest. The industry estimate for biomass that is

delivered to biorefineries is US$30–$50 Mg�1 in

order to produce commodity ethanol at target prices.

However, in order for the farmer to reap a benefit

considering the equipment, time, and field issues, the

price would have to approach US$70–$100 Mg�1.

Clearly, policy and logistics research must address this

discrepancy.

Logistics and economic issues: Small grains, mostly

wheat, produce straw that can be baled and stored.

However, the amount available from nonirrigated

wheat is minimal after leaving USDA recommended

amounts of residue on the ground to improve fertility.

If the average dry land wheat straw yield is 2.7 Mg ha�1,

and 1.34 Mg ha�1 must be left on the surface to avoid

erosion, then less than 2.5 Mg ha�1 of straw would be

available for harvest [5]. Because corn stover yields

about 11 Mg ha�1, leaving 2.24 Mg ha�1 on the soil

surface for organic matter and erosion control, leaves

8.8 Mg ha�1 for harvest. However, in each case if

a cover crop is employed, the residues are not required

for erosion control and can be harvested in larger

amounts.

Because wheat is harvested early in the summer,

the straw has low moisture content and can be

immediately baled. In contrast, collecting residues

as feedstocks from corn fields in particular requires

altering harvesting practices. Corn is harvested in the

fall and the stover moisture content is usually 30–

50%, and must be left in the field to dry, although

often fall rains prevent this from happening in

a timely manner. In addition, if stover is harvested

separately after grain harvest, field machinery must

be deployed a second time and this compacts the soil

more. The stover that is raked and baled also
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Agricultural residue value chain. Residue collection and processing must yield value to each link in the chain for the

process to be instituted. One solution to this is to have the farmer involved in the collection and storage of the residues to

be sold to the biorefinery during the production year
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contains rocks and soil particles which have

a negative impact on biorefinery machinery. These

issues suggest that one-pass harvesting is an alterna-

tive that must be considered.

A detailed description of grain and stover

harvesting logistics was recently published [5]. The

additional requirements for trucks, combines, and

potentially one-pass harvesters, baling equipment,

and additional personnel are enormous. The person-

nel needs are transient in that the harvest window is

usually 30–50 days. However, the investment in addi-

tional equipment, whether purchased or leased is

significant. Harvesting stover while harvesting corn

grain requires three times the number of trucks and

personnel if using a one-pass harvester. Although this

equipment is not yet commercially available, several

agricultural machinery manufacturers are designing

these harvesters. Because most of the stover currently

is either left in the field, tilled under, or used for

bedding, or local markets (e.g., corn cobs), baling

equipment is not adequate in most farm operations

to handle a large increase in biomass harvest. One

possible solution could be transporting the field

materials to a collection station, possibly associated

with a grain elevator operation, and the stover sep-

arated from the grain at these off-field locations. The

stover then could be stored either as stacked bales or

as a wet pile. Bales require protection from the

elements, they are dry when baled and must remain

dry, at less than 20% moisture, to keep them from
deteriorating. In addition, the height of the stacks is

limited by the weight and heat that is generated, thus

requiring large amounts of field space. However,

if the biomass is in compacted, anaerobic, wet piles

at greater than 60% moisture, fungal growth is

inhibited and the biomass is very stable [5]. The

pile size is only limited by the height of a pump

head that continuously recycles the water from

a base collection reservoir. This configuration has

the added advantage of washing contaminants out

of the biomass that were collected from the field.

These “haystacks” are large and much higher than

bale stacks and thus have far less of a footprint on

the ground, minimizing field requirements. Wet stor-

age is a proven industry logistic in that the nonwood

fiber pulpers moved to this method of feedstock

storage several decades ago.

Recommendations: The production of ethanol

from corn stover as opposed to grain has signifi-

cantly more greenhouse gas reduction potential,

79% versus 25%, when burning E85 (85% ethanol

with 15% gasoline) on a per km basis [4, 6]. This fact

alone motivates development of logistics and infra-

structure solutions to develop the industry for all

concerned. Nevertheless, county by county plans

will be required to sustainably harvest agricultural

residues from any crop, based on climate, tillage,

and residue type. Farmer networks should be

included as part of the value chain to encourage

participation (Fig. 1). Small biomass facilities,
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including portable facilities, could be a positive

development for on-farm production of ethanol

from excess residues without investment in large

biorefinery infrastructure.

Perennial and Annual Herbaceous Biomass Crops

Sugar Crops

Introduction Sugar cane and sweet sorghum which

produce sugary syrup in their stems aremembers of the

Panicoid subfamily of the Poaceae family [7]. They

share the physiologically distinctive and highly produc-

tive C4 photosynthetic pathway. The C4 pathway is

fundamentally more efficient than the C3 classic Calvin

cycle alone and C4 plants are able to convert up to 2%

of incident solar energy into biomass [8]. Compared to

C3 plants, C4 plants lose less water as they can photo-

synthesize with stomata nearly closed, thus reducing

water loss to the environment and increasing water use

efficiency. In addition, plants using the C4 photosyn-

thetic pathway are better equipped to handle high

temperatures, drought, and nitrogen limitations than

closely related C3 plants [9, 10].

Sugar from sugar-producing plants can be used for

direct fermentation into ethanol. Among three major

sugar-producing plants, sugar cane and sweet sorghum

are adapted to warm temperate to tropical areas,

whereas sugar beet is grown only in temperate areas.

Sugar cane is the major crop in the Brazilian national

ethanol program which produces 15.9 billion liters of

ethanol a year [11]. Sweet sorghum is considered to be

one of the promising feed stocks for the production of

first-generation ethanol. Studies are being conducted

to produce ethanol from sweet sorghum sugary syrup

in the USA, India, and China [12–14]. Most ethanol

production using sugar beet takes place in Europe;

however, using sugar beet to produce ethanol could

potentially increase soil erosion and lower net energy

balance [15]. All the three sugar-producing plants are

a good source for first-generation ethanol production.

Compared to sugar beet, both sugar cane and sweet

sorghum produce higher biomass and additionally are

a good source of lignocellulosic biomass which can also

be used for second-generation ethanol production.

Sugar Cane Crystallized sugar from sugar cane was

reported in India 5,000 years ago [16]. Sugar cane is a
tall perennial grass of the genus Saccharum, native to

warm temperate to tropical regions of Asia. The plant

grows in clumps, and has solid, jointed, fibrous

stalks that are rich in sugar. Sword-shaped leaves,

similar to those of the corn plant, fold in a sheath

around the stem. Mature canes may be 3–6 m tall and

2.5–7.5 cm in diameter (Fig. 2a). All sugar cane species

interbreed, and the major commercial cultivars are

complex hybrids. Different species likely originated

in different locations with S. barberi originating in

India and S. edule and S. officinarum coming from

New Guinea. Sugar cane is grown in over 110 countries

with an estimated total production of 1,627 millionMg

in 2009, (FAOSTAT, http://faostat.fao.org/site/339/

default.aspx) more than six times the output of sugar

beet. Brazil is the world’s largest producer of sugar cane,

producing about one-third of the world’s crop,

followed by India (FAOSTAT).

Cultivation: Sugar cane cultivation requires a trop-

ical or temperate climate, with a minimum of 60 cm of

annual moisture. In prime growing regions of India,

Peru, Brazil, Bolivia, Colombia, Australia, Ecuador,

Cuba, Philippines, El Salvador, and Hawaii, sugar

cane can produce 20 kg m�2 biomass exposed to the

sun. Although sugar cane species produce seeds, sugar

cane propagation is through stem cuttings of immature

canes 8–12 months old, called “setts.” The setts are best

if taken from the upper third of the cane because the

buds are younger and less likely to dry out. Each sett

must contain at least one bud. The setts can be planted

at a 45� angle or laid horizontally in a furrow. It takes

12,500–20,000 setts to plant 1 ha. The setts are lightly

covered with soil until they sprout (10–14 days) and

then the sides of the furrow are turned inward [17, 18].

In the USA and Australia, billet planting is common.

Billets harvested from a mechanical harvester are

planted by a machine which opens and recloses the

ground.

Sugar cane is a perennial crop which usually pro-

duces harvests for about 3–6 years before being

replanted. The first crop is called the “plant crop”

and takes 9–24 months to mature, depending on

location [18, 19]. The cane is cut close to the ground

because the lower stem has the highest sugar content

and low cuts aid in ratooning, the emergence of new

crops from the stems and trash (leaves and tops) left

behind. Ratoon crops take about 1 year to mature.

http://faostat.fao.org/site/339/default.aspx
http://faostat.fao.org/site/339/default.aspx
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(a) Sugar cane. (b) Sweet Sorghum
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Asmany as four ormore ratoon cropsmay be produced

before replanting is necessary, mostly due to the slow

decline in yields.

The complete sugar cane crop cycle is variable,

depending on local climate, varieties, and cultural

practices. In Brazil, usually it is a 6-year cycle, in

which five cuts, four ratoon cultivation treatments,

and one field reforming are performed. Generally, the

first harvest is made 12 or 18 months after planting.

The following ratoon cane harvests are made once

a year, during 4 consecutive years [20].

Sugar cane is harvested by hand and mechanically.

Hand harvesting accounts for more than half of the

production, and is dominant in the developing world.

Mechanical harvesting uses a sugar cane combine,

a harvesting machine that can harvest 100 Mg each

hour, but machine-harvested cane must rapidly arrive

at the processing facility. Once cut, sugar cane begins to

lose its sugar content, and damage to the cane during
mechanical harvesting accelerates this decline. Some

sugar cane varieties are known to be capable of fixing

atmospheric nitrogen in association with a bacterium,

Acetobacter diazotrophicus. Unlike legumes and other

nitrogen fixing plants which form root nodules in

the soil in association with bacteria, A. diazotrophicus

lives within the intercellular spaces of the sugar cane’s

stem [21].

Breeding: The goal of cane breeding is to produce an

economic yield of sugar that can be sustained over

several ratoons. Breeding and selection of cane are not

simple processes since viable seeds are seldom pro-

duced. Sugar canes are highly polyploid, wind-

pollinated outbreeders. They are clonally propagated,

highly heterozygous, and intolerant to inbreeding. New

varieties are sought from the first-generation progeny

of crosses between clones. Five species are of interest to

cane breeders. S. officinarum (2n = 80) has good sugar

quality and low fiber, although it is susceptible to most
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of the main diseases, except gumming disease and

smut. S. spontaneum (2n = 40–128) is a source of

resistance to many diseases, including “Sereh,” mosaic,

gumming, red rot, and downy mildew. S. barberi (2n =

82–124) are considered the most important breeding

canes and are immune to gumming and mosaic and

resistant to downy mildew, but susceptible to smut and

red rot. S. sinense (2n = 82–124) is difficult to breed,

but has given rise to some useful breeding lines.

S. robustum (2n = 60–194) has been used to some

extent in breeding lines [22].

Yields: The annual global production of dry cut

sugar cane (sugar content: 55% dry basis) is about

328 million Mg. Asia is the primary production region,

which produces 44% of the total. South America stands

second with a total production of 110 Tg of sugar cane

(34%). The annual yield of dry sugar cane ranges from

14 to 22 Mg ha�1 with an average of 17 Mg ha�1. Brazil

is the largest single producer of sugar cane with about

27% of global production and a yield of 18 Mg ha�1.

The highest yield occurs in Peru, which produces more

than 32 Mg ha�1 of dry sugar cane [23].

Diseases and pests: Many diseases and pests affect

sugar cane. Bacterial diseases include gumming disease

caused by Xanthomonas vasculorum (Cobb) Dows.

Yellowish stripes occur at the leaf tips, leaf blisters

occur, and the vascular bundles exude a yellowish

gum when cut. X. albilineans (Ashby) Dows causes

yellow stripes to occur on the leaf blade, many side-

shoots are produced, and the vascular bundles of the

stalk are red [24]. Fungal diseases such as red rot

(Colletotrichum falcatum Went), root rot (Pythium

graminicolum Subr.), pineapple disease (Thielaviopsis

parodoxa (de Seynes) C. Moreau), downy mildew

(Sclerospora sacchari Miy), and smut (Ustilago

scitaminea Syd.) can also cause damage. Red rot causes

the setts to be seriously damaged at low temperatures.

Root rot was responsible for the failure of “Otaheite” (a

noble cane) in Mauritius in 1846. Downy mildew is

currently only found in the western Pacific and was

responsible for severe losses in Queensland until rigor-

ous controls were initiated. Smut causes black whiplike

organs to emerge from the center of the leaf-roll and

affects crops in southeastern Asia and South Africa

[18]. Mosaic is a viral disease, whose vectors include

Aphis maidis Fitch. It was first documented in Java in

1892 and causes severe stunting in some cases. Other
viral diseases include ratoon stunting, chlorotic streak,

Fiji disease, and Sereh disease. The most destructive

insects of sugar cane are stem-borers, the larval stage

of several genera of moths. The larvae burrow into the

stem and on emergence cause weakened stems and loss

of sucrose. Biological control and use of transgenic Bt

sugarcane are the most efficient control for these

insects [18].

Commercial and industrial use: Sugar cane has many

industrial uses and is one of the most widely used and

cheapest sources of domestic products, including table

sugar, molasses, and ethanol. Cane juice contains

10–20% sucrose and about 1 Mg ha�1 of raw sugar

can be extracted from 8 to 9 Mg ha�1 of cane. Molasses

is a by-product of the manufacturing of cane sugar. It is

residual syrup from which no more crystalline sucrose

can be obtained by simple techniques. Approximately

2.7% of cane can be extracted as molasses, which can be

used as an animal feed as it has high carbohydrate

contents. Molasses along with cane juice and other

by-products can be fermented to produce an alcoholic

distillate, rum, or similar liquors. Ethanol is also pro-

duced from molasses, which can be used in vinegar,

cosmetics and pharmaceuticals, cleaning preparations

and solvents, and coatings [16]. One of the important

uses of ethanol is as a transportation fuel (see below).

Still other products from molasses are butanol (a sol-

vent), lactic acid (a solvent), citric acid (mostly for

foods and beverages), glycerol, and yeast media [25].

Sugarcane as a bioenergy crop: Sugar cane being a C4

plant is one of the most efficient photosynthesizers in

the plant kingdom [26]. Sugar cane’s high concentra-

tion of sugar, which is readily available to microorgan-

isms, makes it uniquely suitable for ethanol

production. As a producer of sugar for fermentation

bio-products, sugar cane is found to have advantages in

relation to fossil-energy input, emissions of greenhouse

gases, and possibly acidification, when compared with

corn and sugar beet [15]. Another useful by-product of

sugar production is bagasse, the fibrous residue left

after the juices are extracted from the cane. It is the

main source of fuel in sugar factories. It can also be

used in paper, cardboard, fiber board, and wall board

[27]. It is quite possible that further uses of sugar cane

will be developed in the future, but even now it can be

seen that sugar cane is a very important and useful

plant crop worldwide. Uses of sugar cane in different
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Feed (%) Seed (%) Waste (%) Food manufacture (%) Food (%) Other uses (%)

Africa 0.14 2.02 2.12 89.43 4.44 1.85

Asia 3.14 4.68 1.13 86.19 4.57 0.30

Europe 0.18 0.00 0.00 87.90 0.00 11.92

North America 0.00 5.37 0.00 94.62 0.00 0.00

Central America 1.80 0.25 1.06 95.40 0.05 1.45

Oceania 0.00 0.00 0.00 99.99 0.01 0.00

South America 0.98 0.00 0.68 97.83 0.27 0.24

World 1.91 2.35 0.97 91.88 2.40 0.48
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parts of the world are shown in Table 2. The resulting

energy and greenhouse gas benefits of sugar-cane-

derived products have been shown previously [28].

For sugar cane, the main co-product is surplus energy

from bagasse. The most successful story of using sugar

cane as a bioenergy feed stock is in Brazil. Brazil is

considered to have the world’s first sustainable biofuels

economy and is the biofuels industry leader. Its sugar

cane ethanol program is considered a model for other

countries and is the most successful alternative fuel

program to date. Brazil’s 40-year-old ethanol fuel pro-

gram is based on the most efficient agricultural tech-

nology for sugar cane cultivation in the world. It uses

modern equipment and cheap sugar cane as feedstock.

The residual cane-waste (bagasse) is used to produce

heat and power, which results in a very competitive

price and a high-energy balance (output energy/input

energy). This energy balance varies from 8.3 for average

conditions to 10.2 for best practice production. Brazil

is recognized as the world’s second-largest producer of

ethanol (DOE-EIA, 2007, http://www.eia.doe.gov/

emeu/cabs/Brazil/full.html). Brazil and the USA lead

the world in global ethanol production, accounting for

nearly 70% of the world’s production. Brazil produces

approximately 37% of the world’s total ethanol and

48% of the world’s ethanol uses as fuel. They began

promoting the production of crops for ethanol in the

mid-1970s after the first global energy crisis. In 2008,

454,000 barrels per day (bbl/day) of ethanol were pro-

duced, up from 365,000 in 2007. Because ethanol pro-

duction continues to grow faster than domestic

demand, Brazil has sought to increase ethanol exports,
becoming the largest ethanol exporter in the world,

holding over 90% of the global export market.

According to industry sources, Brazil’s ethanol exports

reached 86,000 bbl/day in 2008, with 13,000 bbl/day

going to the USA (DOE-EIA, 2007).

Sugar cane bagasse is the residue obtained after

crushing of sugar cane during sugar production and

consists of cellulose 43.6%, hemicellulose 33.8%, lignin

18.1%, ash 2.3%, and wax 0.8% on a dry weight basis

[29]. About 180–280 kg ha�1 of sugar cane bagasse

could be produced after squeezing [30]. The second-

generation process revolves around accessing the large

amounts of cellulosic material blocked within the lig-

nin-based shell and creating ethanol from it [31]. Cur-

rently the leftover bagasse is burned to co-generate

power. In the future, the process should be similar, but

instead of burning all of the bagasse, the material will be

sorted so that the cellulose and hemicellulose are

processed further into cellulosic ethanol with only the

remaining high-lignin content materials being used as

an alternative energy source. The move toward utilizing

sugar cane bagasse for the production of ethanol instead

of power generation is a question of economics. The

current process of burning the bagasse for energy is not

as energy efficient as using it to produce ethanol. Theo-

retically, 1 Mg of sugar cane bagasse can produce up to

300 L of ethanol. In reality the yield depends on

a number of parameters including efficiency of the pro-

cess. Currently, 6,000–7,000 L of ethanol is produced

from 1 ha of sugar cane-not including the bagasse.

When bagasse can be utilized for ethanol production,

the output could double to 12,000–15,000 L ha�1 [31].

http://www.eia.doe.gov/emeu/cabs/Brazil/full.html
http://www.eia.doe.gov/emeu/cabs/Brazil/full.html
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Sweet Sorghum Sweet sorghum is a C4 crop in the

grass family belonging to the genus Sorghum, which

also includes grain and fiber sorghum and is character-

ized by high photosynthetic efficiency. Sweet sorghum

is of interest as a dedicated agricultural energy crop

because of its drought tolerance, relatively low input

requirements and ability to produce high yields under

a wide range of environmental conditions [12, 32].

These traits make sweet sorghum a potentially impor-

tant feedstock for bioenergy production, mainly in

regions where conditions are not favorable for growing

starch-rich crops such as maize. The great advantage of

sweet sorghum is that it can become dormant under

adverse conditions and can resume growth after rela-

tively severe drought which has implications for crop

management. Sweet sorghum is typically an annual,

but some cultivars are perennial. Like other sorghum

types, sweet sorghum probably originated from East

Africa and spread to other African regions, Southern

Asia, Europe, Australia, and the USA. Plants grow in

clumps and height of stalks ranges from 0.8 to 4 m

(Fig. 2b). The thickness of stalks also varies, ranging

between 1.25 cm and 3.75 cm. Prop roots regularly

grow from the lower nodes. Seeds are produced by

self-pollination from a panicle that emerges at the top

of the plant and contains both the male and female

inflorescences. Seeds are small, round, and may be

white, yellow, brown, or red in color. Each panicle can

produce up to 4,000 starch-containing grains.

Although native to the tropics, sweet sorghum is well

adapted to temperate climates. Like its close relative

sugar cane (Saccharum spp.), sweet sorghum has been

selected to accumulate high levels of edible sugars in

the stem. Sweet sorghums are tall and produce high

biomass in addition to sugar. In all varieties, the pri-

mary carbohydrate is sucrose, with variable amounts of

reducing sugars and starch [33].

Cultivation: Sweet sorghum is very drought resis-

tant and shows good adaptability to poor soil types

including saline soils. It has a very short vegetation

period and thus is ideal for double cropping, either

three crops of sweet sorghum or with an alternative

crop [13]. Propagation is accomplished through seeds.

It is easily grown in areas that are too dry for maize.

Seeds are typically sown in widely spaced rows (75–100

cm)manually or using a corn planter in spring after the

rainy season and as soon as the soil temperature
remains above 15–18�C. The ideal seeding rate for

most sweet sorghum varieties is 3–4 seeds per foot of

row with a final stand of 2–3 plants per foot of row. If

plant populations are too high, the canes will be spindly

and contain less juice than an equal tonnage of larger

diameter canes. Seed germination takes place within

24 h in warm and moist soils, and the time to maturity

lies between 90 and 120 days. The plant grows to a

height of from about 1.2 to above 4 m, depending on

the varieties and growing conditions. Even though

sweet sorghum is predominately self-pollinating,

hybrids and crosses can be produced using male-sterile

maternal parents. Sugar content in the juice increases

with maturity, and is low prior to seed development.

Controlling nitrogen fertilizer and its application time

promotes sucrose content and growth rate in sweet

sorghum. Application of adequate amounts of

K fertilizer increases yield responses more than high

levels of nitrogen fertilizer alone [34]. Currently, the

only commercially viable harvest method for sweet

sorghum is removing the entire crop with a forage

harvester and transporting it to a mill/pretreatment/

ethanol facility. Bennett and Anex [12] indicate that

fermentable carbohydrates can be produced at less

expense from sweet sorghum than from corn grain.

Further results on costs associated with off-farm trans-

portation, storage, or capital costs associated with mill-

ing and energy recovery equipment reevaluates sweet

sorghum as a biocommodity feedstock [12].

Breeding: Roughly 4,000 cultivars of sweet sorghum

are distributed throughout the world [35] providing

a diverse genetic base from which to develop regionally

specific, highly productive cultivars. In addition to

producing large amounts of sugar-rich biomass,

hybrids can be developed from crosses between grain-

type seed parents and sweet-type pollen parents [36].

The product of these crosses typically increases biomass

yields and sugar content when compared to the original

grain-type seed parents. Such hybrids can co-produce

grain at levels approaching the yields of the grain-type

seed parent [37]. The co-produced, protein-rich grain

can be consumed as food, animal feed, or converted to

bioproducts like ethanol [13, 36]. Proper variety selec-

tion will play a large role in the success of sweet sor-

ghum production for ethanol. The ideal variety for

a particular location should produce high yields with

minimal inputs, have a high percentage of high quality
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Feed (%) Seed (%) Waste (%) Food manufacture (%) Food (%) Other uses (%)

Africa 6.90 2.01 13.02 5.21 72.76 0.11

Asia 32.29 2.21 4.94 0.00 60.52 0.04

Europe 98.76 0.53 0.71 0.00 0.00 0.00

North America 86.80 0.30 0.00 0.00 3.03 0.00

Central America 94.85 0.38 2.19 0.00 2.58 0.00

Oceania 97.71 0.39 0.04 0.11 1.75 0.00

South America 95.09 0.69 4.21 0.00 0.00 0.00

World 49.10 1.39 6.11 3.20 40.15 0.05
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and easily extractable juice, be disease and insect toler-

ant, and tolerate both drought and wet conditions.

Yields: Sweet sorghum yields vary considerably

depending on the varieties/hybrids that are used, the

location (soil, water, climate, pests and diseases),

inputs, and production practices. The annual global

production of dry sorghum is about 53 Tg with the

an average yield of 1.2 Mg ha�1. The USA is the

largest producer of sweet sorghum (23%) at a yield of

3.7 Mg ha�1. The highest yield occurs in Israel and

Jordan, which produce more than 10 Mg of dry

sorghum per hectare [23]. When considering sweet

sorghum for ethanol production, the most important

yield components are biomass yield, juice yield, and

sugar production per hectare. The concentration of

soluble sugars in sorghum ranges widely depending

upon variety. Biomass yields of sweet sorghums are

also variable ranging from 20 to 120 Mg ha�1 and

juice content from 65% to 80% of biomass. The com-

bined sugar content of the juice varies between 9% and

15%. Sugar yields vary from 4 to 17 Mg ha�1. The

bagasse (crushed stalks) and leaves make up the

remainder of the wet biomass. The bagasse represents

approximately two-thirds of the dry matter and leaves

represent the remaining portion. Fermentation of the

sugar in the juice yields 600–900 L ha�1 of ethanol [38].

Diseases and pests: Disease and insect problems may

also limit yield potential, suggesting that further

research in this area is essential. Leaf diseases are the

most troublesome for forage producers. These are

anthracnose caused by Colletotrichum graminicola

(which can be overcome by using resistant varieties)
and leaf blight caused by Helminthosporium turcicum.

Charcoal rot (Macrophomina phaseoli) causes plants to

lodge badly. Grain may be affected by covered smut

(Sphacelotheca sorghi) in which the seed is replaced by

a sac of spores; fungicidal seed treatment before plant-

ing prevents this latter malady (FAO, 2009, http://www.

fao.org/ag/agp/agpc/doc/gbase/data/pf000319.htm).

From a forage point of view, grasshoppers appear to be

the worst pest, and feral pigs can damage the crop in

some locations. Grain pests include the sorghum

midge, Contarinia sorghicola, whose larvae feed on the

developing seeds. Bird damage is also important with

the weaver bird, Quelea quelea, causing major losses in

Africa. Damage can be prevented by using awned vari-

eties of sorghum, giving some hope of reducing losses.

The high tannin content of sweet sorghum seed is

another deterrent, and early harvesting for silage avoids

the major problems.

Commercial and industrial use: Worldwide, the

major uses of sweet sorghum are animal feed (49%)

and human food (40%; Table 3). In Africa and Asia,

over 60% of sweet sorghum is used for human food. In

the other regions, most sorghum is used for animal

feed. There is no use of sorghum for human food in

Europe and South America. Although the juice, grain,

and bagasse from sorghum provide many opportuni-

ties, most applications around the world are for syrup

and forage. An average yield of 1,900 L ha�1 of syrup

can be achieved, although yields of 800–1,200 L ha�1

can result if weather conditions are poor. In forage

applications, chickens can be fed with seed heads and

ruminant livestock can use the grains, leaves, and

http://www.fao.org/ag/agp/agpc/doc/gbase/data/pf000319.htm
http://www.fao.org/ag/agp/agpc/doc/gbase/data/pf000319.htm
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Table 4 Attributes of an “ideal” biomass crop [43]

The “ideal”
biomass crop? Corn

Short-rotation
coppicea

Perennial
grass

C4
photosynthesis

⋆ ⋆

Long canopy
duration

⋆ ⋆

Recycles
nutrients to roots

⋆

Clean burning ⋆

Low input ⋆ ⋆

Sterile
(noninvasive)

N/A ⋆ M. giganteus

Winter standing ⋆ ⋆

Easily removed ⋆ ⋆

High water use
efficiency

⋆

No known pests
or disease

M. giganteus

Uses existing
farm equipment

⋆ ⋆

aCoppice is a grove of densely growing small trees pruned to

encourage growth
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stalks. The organic by-product from sweet sorghum

syrup processing is often fed to livestock, left on the

field, or composted. Sweet sorghum bagasse is used

currently to manufacture chemical pulp. The quality

of the pulp obtained is excellent for the paper industry.

Sweet sorghum can be considered as a major raw mate-

rial for the paper industry [39].

Sweet sorghum as a bioenergy crop: Sweet sorghum is

attractive for bioethanol production because of its high

fermentable sugar content and very high yield of green

biomass (20–30 dry Mg ha�1), its low requirement for

fertilizer, high water use efficiency, and short growth

period; and, it is well adapted to varied climate and soil

conditions. These advantageous agricultural character-

istics make sweet sorghum a promising substitute feed-

stock for fuel ethanol production in the southern USA

[32]. Based on a recent economic analysis, sweet sor-

ghum is considered to be one of the most drought-

resistant crops and has higher biomass yield and lower

production costs than many other plants [40]. Sweet

sorghum can produce fermentable sugars (sucrose,

glucose, and fructose) in its juice, starch in its grain,

and lignocellulose, which can be used in both current

starch-based ethanol plants and future cellulosic etha-

nol plants. Of the 20–30 dry Mg ha�1 of biomass,

approximately 40–45% is fermentable sugars and

starch, equivalent to more than 500 bushels ha�1 of

corn yield. If all fermentable sugars in sweet sorghum

are converted to ethanol, potential ethanol yield could

be 5,500–6,100 L ha�1. However, normal pressing can

recover only �50% of the total sugars in the sorghum

stalk [41]. Increasing the juice yield or making proper

use of remaining sugars in the bagasse is crucial for

realizing the high ethanol yield of sweet sorghum and is

of important economical value.

Similar to sugar cane bagasse, sweet sorghum

bagasse is the residue obtained after crushing of sweet

sorghum cane for sugar production and consists on

average of cellulose 34%, hemicelluloses 25%, lignin

18%, and ash 4% on a dry weight basis [42]. Sweet

sorghum bagasse was found to be a remarkable raw

material for the paper industry, yielding high-quality

pulp [39]. The most promising future utilization of

bagasse is cellulose-based ethanol production, while

the residual solids (mainly lignin) can be burned to

provide heat and power. Hydrolysis of the cellulose and

hemicellulose fractions can be catalyzed by acids or
cellulolytic enzymes. Enzymatic processing needs

a pretreatment step to increase the susceptibility of

the cellulose, which can be degraded by cellulolytic

enzymes to glucose.
Miscanthus and Switchgrass – Dedicated Perennial

Energy Crops

Introduction Miscanthus and switchgrass are two

perennial herbaceous crops with attributes generally

considered as ideal for biomass crops, making them

well suited as dedicated energy crops for biofuel pro-

duction (Table 4). They are members of the grass

family, Graminae (Poaceae). The perennial herbaceous

crops have long-lived roots that may establish benefi-

cial interactions with root symbionts, facilitating

acquisition of mineral nutrients from the soil which

may result in lesser amounts of fertilizer needed [44].

This can translate into cost saving on fertilizer and
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minimizing water pollution from leachates and run-

off. A very important physiological characteristic of the

perennial herbaceous crops is the recycling of nutrients

within the plants. Nutrients are moved from roots to

growing shoots at the beginning of each growing season

and from the senescing shoots to the roots at the end of

the growing season [45]. This recycling characteristic

gives the perennial herbaceous crops many advantages

over other plants and at the same time reduces the

amount of fertilizer needed. In spring, when mineral

nutrients are translocated from the roots to the shoots,

the perennial grasses get a rapid start in forming

a photosynthetically active canopy leading to biomass

accumulation when many annuals are still seedlings.

Conversely, in fall, mineral nutrients from the

senescing shoots are transferred to the roots where

they are stored over the winter. This has the positive

effect of lowering the ash content of the shoots,

improving their overall energy content and quality for

biofuel production and at the same time improving the

viability of the roots during the cold winter. Another

advantage of the perennial grasses is the low input cost

in establishing the crops. Once the perennial grasses

are established, they can be harvested annually with-

out replanting and no tillage is needed for the next 15–

20 years. This leads to a substantial saving in labor cost

and at the same time reduces soil erosion and nutrient

loss. Miscanthus and switchgrass are C4 plants [46].

A higher solar energy conversion rate should lead to

a higher total biomass yield per unit of land area.

Perennial grasses are also known to exhibit increased

soil-carbon levels by sequestering portions of

atmospheric carbon in the soil in root biomass and

in root turnover creating soil organic matter. The

perennial herbaceous crops therefore, represent signif-

icant soil carbon sinks [47]. The perennial grasses are

also known to be better adapted than conventional

crops to different types of soils which means they

can also be grown on marginal land not used for

food crops.

Miscanthus Origin and distribution: Miscanthus is

native in many parts of Asia such as China, Japan,

and the Pacific Islands, and can grow up to 4 m tall.

Miscanthus was first introduced into Denmark from

Japan in 1935 as an ornamental plant and is now

cultivated throughout Europe and North America
primarily for energy production with other end uses

being explored. It is estimated that there are about 14

species of Miscanthus [48] and the most common spe-

cies investigated as a biofuel in Europe and North

America is Miscanthus � giganteus, a naturally occur-

ring sterile triploid hybrid that has its origin in Japan

[49]. The genetic origin of M. � giganteus is uncertain

but some evidence suggests that this hybrid is a result of

a cross between M. sinensis (diploid) and M.

sacchariflorus (tetraploid) [50]. In general, M. sinensis

types are well adapted for cooler climates, whereas M.

sacchariflorus can provide genetic resources for warmer

regions [51].

Growing conditions: Extensive studies and evalua-

tion of Miscanthus as a biomass resource for biofuel

and bio-based products have been going on in Europe

for the last 2 decades under the umbrella of the

Miscanthus Productivity Network [52]. These studies

have provided much of the currently available infor-

mation on Miscanthus as a renewable feedstock for

bioenergy. In recent years, similar studies have also

been conducted in the Midwest of North America but

on a smaller scale. The studies in Europe were

conducted in 15 cities from southern Italy (37�

N latitude) to Denmark (56� N latitude) [53].

Although Miscanthus prefers the mild temperatures

and high water availability of its natural habitats in

the tropics and subtropics, the successful establishment

of M. � giganteus in Europe and North America sug-

gests that it is relatively tolerant of temperate temper-

atures and low water availability. In North America,

M. � giganteus has been established successfully in the

Midwest from latitude 38� N to 48� N covering Ohio,

Michigan, Indiana, and Illinois, and expanding into

other areas in the south like Georgia and Florida and

as far north as Quebec, Canada. M. � giganteus has

been demonstrated to be more tolerant of low temper-

atures than most C4 perennials [54, 55]. Nevertheless,

low temperature still limits the growth ofMiscanthus. It

is estimated that Miscanthus requires a minimum of

500 mm of annual rainfall and where the annual rain-

fall is typically below that amount, irrigation is neces-

sary for substantial growth and biomass yields [53].

M. � giganteus can adapt to a wide range of soil, from

sands to high organic matter soils. It is also tolerant to

a wide range of pH, the optimum being between pH 5.5

and 7.5 [56]. Generally, areas with higher rainfall and
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soils with high water-holding capacity will favor pro-

duction of Miscanthus. Limited soil water availability

during the growing season will decrease production.

M. � giganteus being a sterile hybrid is established

from rhizomes. The rhizome pieces, approximately 200

mm in length, are planted directly into the soil at

a depth of 200 mm [56]. Fresh rhizomes are generally

used because rhizomes stored for a period of time are

likely to dry out and exhibit less vigor. Planting takes

place after the risk of the latest spring frost is over,

typically between March andMay. The annual fertilizer

requirement is very low. Results from field trials in

Europe and from reviews of literature showed that

nitrogen has only a modest influence on the yields of

M. � giganteus [43]. It is estimated that the annual

requirement of nitrogen is 50–70 kg ha�1, phosphorus

is 5–10 kg ha�1 and potassium is 70–100 kg ha�1

[56, 57].

Harvesting is carried out after the crop has senesced

with moisture content preferably at its lowest and with

nutrients translocated into the rhizomes. Harvesting is

timed to achieve a balance between attaining lowest

moisture content and minimizing biomass losses

caused by adverse winter conditions. Crops grown in

cooler climates are typically harvested in early spring

when moisture content is lowest. Crops grown in

warmer climates reach their maturity earlier and can

be harvested in late autumn or delayed until early

spring. However, delaying harvest until early spring

will result in yield reduction by as much as 30–50%

due to winter losses of dead and decaying leaves and

upper stem parts. But such loses are tolerated because

the lower moisture content (20%) improves the fuel

quality, permits ease of handling, and requires little

drying.

Yield: Miscanthus takes about 2–3 years to establish

and so the first-year crop does not yield sufficient

biomass to merit harvesting. The crop is normally

harvested from the second year onwards but yields

will continue to improve after year two until they

level off. Ceiling yields can be reached in 2 years

under good growing conditions but may take up to

5 years at some locations. The ceiling yields are attained

more quickly in warmer climates and those total yields

are higher than in cooler climates. The winter yields

reported for Europe following the third growing season

varied with location and ranged between 6.4 and
23.6 Mg ha�1 from northern to southern Europe

[53]. Data on Miscanthus productivity in North

America are still lacking but mathematical productivity

modeling [58] based on the European studies projected

yields ofMiscanthus in the Midwest to far exceed those

of switchgrass [43]. A recent report comparing produc-

tivity of Miscanthus and a locally adapted switchgrass

cultivar (Cave-in-Rock) grown side by side in field

trials in Illinois seems to support the projection [59].

The reported average winter yields of dry matter for the

3 years following the third growing season were

19, 30.3, and 31.4 Mg ha�1 in the northern, central,

and southern plains, respectively [59]. The average

yield per year across the three sites is approximately

27.2 Mg ha�1. This yield is significantly higher than the

yields reported in Europe and almost three times

higher than for switchgrass cv. Cave-in-Rock, grown

side-by-side with Miscanthus in the same field trials

(Table 5). A yield of 27.2 Mg ha�1 would achieve the

projected target of 342 million Mg on 12.6 million

hectares, half the area estimated in the billion-ton-

study projections [1]. No disease has been reported to

date forMiscanthus but the crop has been known to be

susceptible to Fusarium blight and Barley Yellow Dwarf

Luteovirus [52]. Weed control is essential during the

long establishment phase. Fields are typically sprayed

with herbicide before planting followed by at least two

sprayings a year for the first 2–3 years.

Uses: Miscanthus is grown primarily to be used in

the bioenergy industry. It is being tested in Europe as

solid fuel for combustion in farm-heating plants as

well as for co-combustion with coal, straw, and wood

to generate power [53]. Its potential lies in the abun-

dance of raw cellulose biomass that can be converted to

cellulosic ethanol. Nonenergy applications for

Miscanthus include material for thatching [60], paper

pulp production [61], and as a bio-composite in con-

struction/building materials such as panel board and

building block [62] and as a substitute for the plastics

or light metals in the core of light natural sandwich

material (LNS). LNS materials are light building mate-

rials used for plane and molded structural parts with

high form stability at low weight, used for a broad

range of applications. Such substitutions are used in

carrying cases for musical instruments and lab tops,

rotor blades of wind power stations, small boats, and

parts of yachts [63].
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SE), at the time of peak biomass production (Hmax), and after complete plant senescence (H1) from Miscanthus (M) and

switchgrass (S) grown at three locations in the Midwest USA during 2004–2006 (n = 4) [59]

Year Harvest time

North Central South State average

M S M S M S M S

2004 Hmax 38.1 (5.7) ∗ 60.8 (3.9) 26.0 (3.1) 48.5 (1.8) ∗ 48.3 (3.5) 26.0 (3.1)

H1 13.7 (1.6) ∗ 25.1 (2.5) 12.8 (1.2) 37.3 (3.0) ∗ 25.4 (3.2) 12.8 (1.2)

2005 Hmax 25.6 (1.1) 7.8 (0.6) 40.7 (2.3) 11.5 (1.8) 40.4 (4.1) 7.8 (0.6) 33.3 (2.6) 7.9 (0.8)

H1 13.7 (1.6) 7.8 (0.6) 31.1 (3.2) 10.6 (1.3) 27.3 (5.7) 7.8 (0.6) 25.8 (3.8) 7.9 (0.8)

2006 Hmax 29.9 (3.3) 8.4 (0.9) 44.1 (2.6) 22.0 (5.2) 51.3 (2.6) 9.6 (2.9) 39.0 (4.6) 15.6 (2.6)

H1 29.9 (3.3) 7.7 (1.0) 44.1 (2.6) 15.6 (2.6) 39.2 (2.9) 9.1 (2.6) 377 (2.4) 15.6 (2.6)

3-year Hmax 31.2 (3.7) 8.1 (0.5) 45.5 (3.9) 19.8 (2.6) 42.3 (3.6) 8.7 (1.8) 38.2 (2.3) 12.5 (1.8)

average H1 20.9 (2.4) 7.8 (0.6) 33.4 (2.8) 13.0 (1.1) 34.6 (2.6) 6.7 (1.1) 29.6 (1.8) 29.6 (1.8)

∗Data is not available for these points. Bold values highlight geographic and temporal averages of both parameters in both species
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Future directions: One of the drawbacks of using

Miscanthus as a biomass crop is its narrow genetic

base. However, efforts have been undertaken to

broaden the genetic base of Miscanthus and maximize

the productivity and adaptive range of the crop

through traditional breeding as well as modern genetic

engineering by the EuropeanMiscanthus Improvement

(EMI) project (www.biomatnet.org/secure/Fair/F659.

htm) and research institutes across North America.

Even with an unimproved Miscanthus crop, the yields

achieved so far look very promising. Therefore, yield

would be expected to increase dramatically and the cost

of production to fall with breeding improvement

efforts. A potential hybrid ofM. sinensis that combines

winter hardiness with high biomass potential has been

identified through the effort of the EMI project. This

hybrid will result in improved crop quality through

delayed harvest without significant loss in yield [53].

The high cost of establishment is another major

concern associated with cultivating Miscanthus as a

biomass crop. This concern can be addressed with

improvement in farming equipment and farming prac-

tices that will help to reduce loss of harvested material,

time, and labor cost. The development of new machin-

ery to process rhizomes (that includes lifting, cleaning,

splitting, sorting and boxing) and carry out precision

rhizome planting has made commercial rhizome
multiplication farming and commercial production of

Miscanthus feasible. Improvement in the crop together

with improvement in farming technology and

processing of this biomass crop into fuel will undoubt-

edly make Miscanthus a very attractive crop to the

biofuel industries.

Switchgrass Origin and distribution: Switchgrass

(Panicum virgatum) is a warm-season grass indige-

nous to the Central and North American prairie

with its northern limit of adaptation at about 51�

N [64]. In the USA its adaptive range stretches from

the eastern seaboard to as far west as the east side of

the Rocky Mountains and from the Texas Coastal

Plain to as far north as Hudson Bay [65]. This

wide geographic distribution can be seen as

the manifestation of the great genotypic and conse-

quently phenotypic variation seen within the species.

In addition to its broad adaptation, switchgrass

exhibits great adaptability to diverse edaphic condi-

tions. Switchgrass can reach the height of 0.5–3 m or

more in wetter areas of the country. Switchgrass

has been extensively studied and planted in North

America. Historically, switchgrass grown in the USA

has been used as forage but over the last 2 decades it

has been investigated intensively for its potential as

an energy crop. In 1991 switchgrass was identified by

http://www.biomatnet.org/secure/Fair/F659.htm
http://www.biomatnet.org/secure/Fair/F659.htm
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Table 6 Characteristics of Upland and Lowland switch-

grass ecotypes [67]

Upland ecotypes Lowland ecotypes

Developed on higher
“mesic” (moderately moist)
sites

Developed in lower lying,
“hydric” (considerably
moist) sites, more sensitive
to moisture stress

Adapted to mid- to
northern latitudes

Adapted to lower latitudes

Predominantly octaploid
(2n = 7x = 72)

Tetraploid (2n = 4x = 36)

Longer root length and
internodes

Bunch form, larger root
diameter

Shoots: originate from
more active rhizomes and
basal nodes of previous
year culms

Shoots: originate from
buds on rhizomes

Shorter and fine stems Taller, coarser, thick stems,
long, wide
bluish-green leaves with
long ligules, large panicles
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the US Department of Energy for development as

a model herbaceous energy crop because of its

ability to tolerate a wide range of environmental

conditions and at the same time offer high biomass

yield [66].

Ecotypes: A fair amount of genetic variability exists

in the switchgrass populations found across North

America. The environment exerts a selective pressure

on the population’s diverse genotypes. The interaction

between environment and genotype has over time cre-

ated different ecotypes as well as variations within an

ecotype (reproductive phenology, cold, heat, and

drought tolerance) resulting in varieties with specific

genetic and morphological characteristics that provide

a good “fit” to a particular region. Through natural

selection, two genetically and phenotypically distinct

types of switchgrass have emerged, the lowland and the

upland varieties (Table 6) [68]. The lowland varieties

are vigorous, tall, thick-stemmed and generally found

in wetter and more southern habitats. The upland

forms are typically shorter and fine-stemmed and

mainly found in drier mid- and northern latitudes.
The ecotypical differences are generally related to

local soil and climatic characteristics, with eastern and

southern varieties adapted to higher moisture condi-

tions, and western and northern varieties adapted to

drier conditions. The phenotypic and ecotypic varia-

tion between the lowland and the upland ecotypes can

be explained by their cytotypic diversity. Lowland

switchgrass ecotypes are tetraploid, with a base chro-

mosome number of 9 (diploid number 18), leading to

36 chromosomes (2n = 4x = 36). Upland ecotypes with

the exception of the cultivar Summer, which is tetra-

ploid, are octoploid (2n = 8x = 72) and less frequently,

hexaploid (2n = 6x = 54) [69]. Breeding programs

aimed at improving the forage yield have developed

cultivars that adapt to specific locales ensuring the

success of switchgrass in a large variety of conditions,

from arid sites in the shortgrass prairie to brackish

marshes and open woods [70].

Growing conditions: Switchgrass will grow in a wide

range of soil types from fine to coarse textured soils but

prefers soils of finer texture. Loamy and sandy soils will

allow the roots and crown to spread more easily than

do denser clay soils. Sandy soils dry out quickly poten-

tially limiting the establishment success and biomass

yield. Switchgrass can grow in acidic soil with pH as

low as 4.3 [71] but optimum growth occurs at a pH

between 5.0 and 8.0 [72]. Lowland switchgrass fares

better in heavier and wetter soils while the upland types

favor drier soils. Within the species, upland types are

generally considered more drought tolerant [73].

Switchgrass grows best in association with site-adapted

mycorrhizal fungi. The presence of mycorrhizae is

thought to enhance phosphorus uptake by the plants

[74, 75]. Therefore, mycorrhizae play a key role in

moderating switchgrass growth in phosphorus-limited

environments as well as reducing fertilizer inputs

for biofuels production. Warm soil temperature and

moisture are important in the successful establishment

of switchgrass. Once established, switchgrass can sur-

vive extreme periods of drought. Under nonirrigation

conditions switchgrass grows best in areas with greater

than 500 mm of average annual rainfall.

Switchgrass seed germination is temperature and

pH sensitive [72]. The optimum temperature for ger-

mination and growth are cultivar-dependent. Some

cultivars such as the southern uplands germinate at

about 11�C [76] while other cultivars may require as
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high as 35�C to germinate [77]. Planting is typically

done in spring from mid-March to late May. Dormant

seeds require a breaking step for them to germinate.

Dormancy-breaking can be achieved by stratification.

Planting dormant seeds into a cool soil (10–20�C) and
allowing them to stratify in situ has been shown to

increase germination [77] but this may lead to weed

control problems. The cool seasonweeds can germinate

first and choke out the switchgrass seedlings when the

soil warms [78]. Weed control is very important in the

early stages of establishment. Unfortunately, there are

very few herbicide options available to control the

weeds after switchgrass emergence. The herbicides

almost universally used for some time as pre- or post-

emergent herbicides for switchgrass and other warm-

season grasses are triazines [79–82]. However, the types

of herbicides and the rates used will best be determined

by considering the weed species to be controlled and

switchgrass’ tolerance to the chemical.

Most research on switchgrass fertility has focused

on its use as forage and higher nitrogen applications

can ensure high yields and better quality feed. None-

theless, some researchers have considered nitrogen fer-

tilizer recommendations for switchgrass to be higher

than necessary for biomass production. Switchgrass

has a remarkable ability to extract nitrogen from

unfertilized soils and is inherently thrifty in its use of

phosphorus and potassium and often shows little or no

response to additions [83, 84]. Mineral cycling within

the plant and the presence of mycorrhizae in the soil

play an important role in nitrogen and phosphorus

nutrition of switchgrass. Switchgrass as a biomass

crop in general can be grown without fertilizer or

limited addition of fertilizer and still maintain produc-

tivity [67]. The nitrogen, phosphorus, and potassium

recommendations should ideally be specific to a site

or soil.

Harvesting switchgrass for biomass as opposed to

forage should preferably be delayed until shoots have

essentially all senesced and died which may not be until

November or December. This will allow nutrients to be

recycled from shoots to below-ground parts at the end

of the growing season [85]. Harvesting once per year in

late fall or early winter is recommended tomaintain the

highest sustainable biomass yields in the long term

[67]. Harvesting late in the fall or early winter allows

moisture content of the crops to drop to 15% or less
which will facilitate quick baling and ease of transport

as well as improving the quality of the biomass feed-

stock. For co-firing in coal plants the moisture content

should preferably be around 12% to 13% [86].

Harvesting can be carried out with conventional haying

equipment.

Yield: Switchgrass becomes fully productive only

upon the third year after planting. Unlike other crops

where yield data have been available for many years,

data for switchgrass as a biomass crop are rather lim-

ited and are based mainly on small-plot research.

A search across the literature provides switchgrass

yield estimates that vary considerably, from less than

0.9 Mg ha�1 to almost 36.3 Mg ha�1. Nonetheless, the

most frequently observed yield class across all ecotypes,

cultivars, soils, and management practices is between

9 and 10.9 Mg ha�1. This great variability in yields is

explained by the wide range of ecotypes as well as the

strong interactions between genotypes and the envi-

ronment. Gunderson et al. [70] observed higher yields

on average within the lowland cultivars, 11.9 Mg ha�1

versus 8.4 Mg ha�1 in upland cultivars. Among the

lowland varieties Alamo and Kanlow give the highest

yield while Cave-in-Rock gives the highest yield for the

upland varieties [87].

With newer varieties of switchgrass, yields in

excess of 18.2 Mg ha�1 have been reported for test

plots. Sanderson et al. [88] have reported yields of

13.6–18.2 Mg ha�1 in field trials in Texas and

Thomason et al. [89] have reported yields in excess of

27.2 Mg ha�1 from field work in central Oklahoma.

These yields are relatively high and site-specific. In

a larger scale study, Parrish and Fike [67] reported

average biomass yield in a 10-year study of 12.9 Mg

ha�1. Schmer et al. [90] reported on-farm yields rang-

ing from 4.7 to 10.1 Mg ha�1 for field trials in the USA.

According to the US Agricultural Research Service,

growers can expect yields from 15.4 to 36.2 Mg ha�1

in the southeast, 10.9–13.6 Mg ha�1 in the western

Corn Belt, and 2.3–9.1 Mg ha�1 in the northern

plains [91].

Uses: Switchgrass was originally used as forage,

either grazed [92, 93] or for making hay [94, 95]. The

use of switchgrass has since been expanded to include

nonforage purposes such as for bioenergy, soil stabili-

zation and erosion control in critical areas like strip-

mine soils, sand dunes, and dike, and soil improvement
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in areas degraded by overcropping. “Alamo” switch-

grass has also been tested for its ability to remediate

soils contaminated with cesium-137 and strontium-90,

two radionuclides released during nuclear testing,

nuclear reactor accidents, and weapons production.

The level of cesium and strontium removed over

a 5 months period was reported at 36% and 44%,

respectively [96].

Benefits: Benefits associated with switchgrass are

numerous. Planting switchgrass, even as a monocul-

ture, is expected to enhance prairie biodiversity by

providing forage, habitat, cover, and nesting areas for

a diverse prairie wildlife that includes mammals, birds,

amphibians, reptiles, invertebrates, and insects.

Hohenstein and Wright [97] estimated a 95% reduc-

tion in soil erosion rates and a 90% reduction in pes-

ticide use for herbaceous energy crops such as

switchgrass relative to annual row crops like corn and

soybean. It is also suitable for short windbreak plant-

ings in truck farm fields [98] and it has been shown to

improve water and soil quality by reducing carbon

emissions through carbon sequestration [99]. Switch-

grass can be easily integrated into existing farming

operations because conventional equipment for

seeding, crop management, and harvesting can be

used [100].

Future directions: A significant amount of knowl-

edge of the biology and agronomy of switchgrass has

accumulated over the years through research on

switchgrass as forage and recently as a biomass feed-

stock. There is now an understanding of the adapta-

tion of existing cultivars and the development of new

cultivars with improved yield and adaptation ability

for different agro-ecoregions. However, there are still

constraints that limit the use of switchgrass as

a bioenergy crop. Problems with seed dormancy,

improper or nonuniform planting depth, lack of

weed control options at establishment, and variable

weather and soil conditions precluded the develop-

ment of reliable and economic establishment methods

[101]. A better understanding of how nitrogen is used

and recycled in switchgrass under different growing

conditions will help to develop fertilizer guidance and

nutrient management specific to sites and soils [102].

Current research on the genetics, breeding, and molec-

ular biology of switchgrass will result in new switch-

grass cultivars with improved yield, greater
establishment ability, and altered cell-wall properties

for more efficient conversion.

Woody Biomass Crops

Introduction

Biomass, especially woody biomass and energy crops,

already contribute substantially to cover energy

demands around the world. Dedicated woody crops

for biofuels have the potential to be an important

energy source and will contribute to the substitution

for fossil fuel energy [103]. In fact, the US Department

of Energy has a vision to replace 30% of the liquid

petroleum fuel for transportation with biofuels and

similarly, the European Union Directive 2003/30/EC

has targeted 5.75% of all petrol and diesel transport

fuels to be derived from biomass by December 2010

[104]. Clearly, a multifaceted approach that includes

both agricultural crops and dedicated woody crops will

be necessary to attain these goals.

The principal challenge for biomass production is

to develop and grow crops with improved physical and

chemical traits while increasing biomass yields. Woody

perennial plants like trees and shrubs grown for

biofuels have the potential to play a central role in

providing a renewable source of biomass for conversion

to fuels while also providing a wide array of conserva-

tion benefits and ecological services, such as favorable

habitat for wildlife, clean surface and ground water,

conservation of soil and species diversity, that will

exceed those associated with conventional annual

crops [105].

Poplar

Origin and distribution: Hybrid poplars (Populus spp.)

are among the fastest-growing trees in North America

and among the oldest types of dicotyledonous plants.

The genus Populus consists of close to 35 species of

deciduous flowering plants in the family Salicaceae,

native to most of the Northern Hemisphere. It includes

the cottonwoods, poplars, and aspens, all of which are

sometimes termed poplars. The hybrids themselves

represent crosses among various cottonwood species

[106].

Cottonwood (Populus deltoides) was first intro-

duced by early French explorers in North America,
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Figure 3

Hybrid poplar grove
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which crossed naturally with Black Poplar (Populus

nigra), creating what is referred to as Populus �
euramericana hybrids (http://www.ag.ndsu.edu). They

were first cultivated around fields as windbreaks and

were selected for fast-growing characteristics. In 1912,

hand-pollinated poplar hybrids were produced in

Britain. The shortage of timber after World War II

spurred an increase in hybrid poplar plantations in

Europe. Even though some of these European varieties

were reintroduced to North America in the early

1920s, it was not until the 1970s that commercial

planting of hybrid poplar started in the USA. Since

then, a national consortium involving government

researchers from several agencies, universities, and

the private sector has been working on improving

hybrid poplar. Research in this area is targeting reduc-

tion of production costs by targeting pest and disease

resistance, increasing yields and improving manage-

ment systems. Also, studies are being performed to

establish the environmental impact of producing

hybrid poplar [107] (http://bioenergy.ornl.gov/

main.aspx).

Physiology: Poplars are deciduous trees with alter-

nate leaves, furnished with the appendages known as

“stipules.” Their flowers are dioecious; the calyx and

corolla are replaced by simple scales. The female

flower consists of a solitary one-chambered ovary,

containing many ovules. Flowers are borne in long,

sessile (attached directly to the stem) or pedunculated

(growing from a stalk) aments, which are produced

from buds formed in the axils of the leaves of the

previous year. Leaves are green to dark green and

measure 5–12 cm. The fruit is a two- to four-valved

capsule, ripening before the full development of the

leaf. The seed is light brown and surrounded by a tuft

of long, soft, white hairs. Poplars can grow from

anywhere between 15 to 50 m, with trunks of up to

2.5 m in diameter They grow upright, with spreading

branches and their root system is shallow and wide-

spreading, equal or greater than the height of the tree

(Fig. 3). Populus species are somewhat susceptible to

insects and diseases. Common diseases may include

Melampsora leaf rust, Septoria leaf spot and canker,

Cytospora canker, wetwood, and stem decay. Common

insect pests include poplar borer, aphids, poplar bud

gall mite, poplar vagabond aphid, and poplar leaf bee-

tles (http://www.2020site.org/trees/poplar.html).
Culture: Hybrid poplar is a short-rotation woody

crop (SRWC). SRWC’s are species that usually are

planted and harvested in less than 15 years [108].

Hybrid poplar stands are typically planted at

750–1,700 trees ha�1 and allowed to grow for

6–12 years before harvest. Hybrid poplars are capable

of resprouting from their rootstocks after harvest but it

is recommended to reestablish the cultures to reduce

the potential of diseases and also to exploit the new

improved hybrid varieties. For the production of

hybrid poplars, clay loams or sandy-loam, slightly alka-

line (pH 5 to 7.5) and medium-textured soils are

recommended. They require a moist site and will not

tolerate drought on upland sites. The use of herbicides

or manual weed removal must be used in the first

3 years, but this is no longer necessary when the canopy

closes, creating its own weed control. Furthermore,

fertilizer applications are only necessary if the nitrogen

level in leaves falls below 3% on a dry weight basis

(http://www.ag.ndsu.edu, [107]).

http://www.ag.ndsu.edu
http://bioenergy.ornl.gov/main.aspx
http://bioenergy.ornl.gov/main.aspx
http://www.2020site.org/trees/poplar.html
http://www.ag.ndsu.edu
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Table 7 Hybrid poplar yields in regions of the USA [109]

Region

Hybrid poplar yields

Average
Mg ha�1 per year

Range
Mg ha�1 per year

Lake States 9.9 7.9–11.8

Corn Belt 10.4 8.4–11.7

Southeast 10.1 8.6–11.7

Appalachia 8.0 9.0–11.7

North Plains 8.6 7.3–9.7

South Plains 8.4 7.3–9.0

Northeast 9.0 7.7–10.0

Pacific
Northwest

12.9 12.4–13.5
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Yield: Hybrid poplars, when grown under short-

rotation silviculture, can produce between 8 and

22 Mg ha�1 per year and achieve a height of 20 m in

as little as 6 years. Average yields in the USA and range

of yields by geographic region on hectares currently

planted are shown in Table 7 [109].

Hybrid poplar growth and biomass yield could vary

greatly depending on the site, the soil properties and

weather conditions, as well as the species genotype. The

above-ground biomass yield of 4-year-old hybrid

poplar stands in Europe (in short-rotation coppice

culture) and north central USA averaged between

2 and 11 Mg ha�1 per year. In comparison, a recent

study at the University of Saskatchewan reported

growth and yield data in western Canada of 4-year-

old Walker hybrid poplar stands from five locations to

average from 0.17 to 0.19Mg ha�1 per year [110]. It has

been suggested that once the crop is established, the

combination of precipitation and temperature and its

influence on soil moisture becomes the most limiting

factor for maximizing biomass production [111].

Advantages: Many advantages can be linked to

growing hybrid poplars, from its positive effect on the

environment to the fact that they are expected to be

grown on agricultural cropland using standard produc-

tion methods, thus reducing the need for new technol-

ogy. Environmental benefits are linked to hybrid

poplar’s perennial nature. Chemical and fertilizer
applications are considerably lower and these trees

can intercept run-off nutrients to rivers and wetlands

close by. Also, wind and water erosion over the life of

the rotation is inferior to the erosion caused by annual

crops and there is a clear ecological benefit of year-

round trees for birds and habitat for small mammals.

Their buds provide a source of food for birds, and their

twigs and young branches make good forage for wild-

life (http://www.ag.ndsu.edu, [107]).

The use of SRWCs for bioenergy production could

substantially decrease the overall use of fossil fuels for

energy. It would reduce CO2 emissions into the atmo-

sphere, increase soil organic carbon sequestration, and

improve soil erosion control. Additionally, growing

woody species like poplar on waste disposal sites and

agriculturally marginal lands would definitely benefit

rural communities [110].

Uses: Hybrid poplars are grown on plantations

mainly for pulpwood used in the manufacture of

paper. This wood is also sold as inexpensive hardwood

timber, used for pallets and cheap plywood [106].

Wood and wood-derived fuels are a primary energy

source in developing countries’ domestic households

as well as industrial facilities. From a medical point of

view, Populus species can be a source of salicin, used

for fevers and headaches. (http://www.ag.ndsu.edu,

[107, 112]). More importantly, they are well suited

for the production of bioenergy (e.g., heat, power,

transportation fuels) and other bio-based products

(e.g., organic chemicals, adhesives).

Poplar as a source of biofuels: Bioethanol is tradi-

tionally produced by converting either starch from

grains such as corn, or sugar from sugarcane into

ethanol. A second technology is based on the hydrolysis

of cellulose or lignocelluloses into sugars, followed by

fermentation to produce fuel ethanol [113]. The cellu-

lose comes from woody parts of plants or trees, such as

hybrid poplar and other short rotation woody crops.

The main objective in the production of ethanol from

cellulose is to obtain a maximum biomass output with

a minimum input. Developing new poplar varieties

could expand the biofuel production without incurring

the type of environmental problems that intensive agri-

culture can generate [114]. Major improvements have

been achieved through breeding and genetic selection.

Poplars are the first tree for which the entire

genome has been sequenced. Its 45,000 genes are

http://www.ag.ndsu.edu
http://www.ag.ndsu.edu
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being investigated to find ways to improve this tree,

from genes that regulate its root system, improving

water and nitrogen absorption, to cell wall modifica-

tion for more extractable cellulose [115, 116]. New

varieties focusing on more efficient roots not only

would result in higher tolerance to drought but also

in bigger trees and thus more biomass for the biofuels

industry [115]. Alternatively, modification of cell wall

polymers, such as lignin, which interfere with the

enzymes needed to degrade cellulose, can benefit the

extraction of cellulose from poplar trees for the pro-

duction of ethanol [116].

To increase vigor and yield of poplar species, new

crosses are being performed and examples of studies on

new varieties are easy to find. Among these, a cross is

found between Populus trichocarpa and Populus

deltoides which has achieved a hybrid with leaves

about four times as large as the leaves of either parent

at a similar age, expanding their photosynthetic surface

area. Other projects are looking at the biochemical

indicators for drought tolerance in these hybrids,

by growing them with or without irrigation and

characterizing biochemical changes. All efforts are

focused on fast-growing highly adapted poplar

clones [106].

Up to now, traditional row crops like corn have

been utilized for ethanol production. Several corn-to-

ethanol plants are commercially in use around the

world and it is known that they offer an alternative

green energy source while minimizing greenhouse gas

(GHG) emissions [117]. Nonetheless, poplar trees

might have several additional benefits. In fact, corn

ethanol reduces GHG emissions by about 13%, while

cellulosic ethanol could greatly reduce GHG by

88% [118]. Even though wood from hybrid poplar

can produce roughly the same ethanol production per

unit biomass (Fig. 4), hybrid poplar generates 40%

more excess electrical energy than corn. In addition,

fast-growing cellulosic energy crops such as hybrid

poplar can be grown on a variety of land types, without

having to compete with cropland for food and feed

needs, as it is necessary for crops such as corn [117].

Poplar plantations do not require intensive inputs and

are not harvested every year. There is a wide range of

varieties and they could be grown in an equally wide

range of climates, from subtropics in Florida to sub-

alpine areas in Alaska. It should not be forgotten that
the machinery necessary for poplar growth already

exists and the infrastructure to handle the trees is

already available [116].

The use of dedicated energy crops, such as hybrid

poplars will not only address energy security issues, but

will also inevitably be beneficial for the environment

while addressing global climate change and economic

development.
Eucalyptus

Origin and distribution: Eucalyptus is indigenous to

Australia, Indonesia, and Papua New Guinea. There

are more than 700 species of Eucalyptus, almost all

(except for two) are native to Australia [119]. Species

of Eucalyptus, prized globally for excellence in paper

and energy production, are cultivated throughout

the tropics and subtropics in more than 90 countries

worldwide representing 8% of all planted forests (FAO,

ftp://ftp.fao.org/docrep/fao/008/A0400E/A0400400.pdf).

A few cold-tolerant species and their hybrids grow in

the temperate regions of Europe, New Zealand, and

South and North America. The global land area under

Eucalyptus cultivation is estimated at over 20 million

hectares and Brazil has emerged as the major global

producer and exporter of Eucalyptus wood with

approximately 4.2 million hectares on plantations

followed by India and China with�3.5million hectares

and 2.9 million hectares, respectively [120]. Eucalyptus

was first introduced to California as an ornamental

plant in 1853. Soon after, it was widely planted

throughout the state because it was fast growing and

a renewable source of timber and fuel [121]. Its popu-

larity was later replaced with the criticism that Euca-

lyptus forests compete with native plants and do not

support native animals. Eucalypt forests in some parts

of California were eventually removed [122]. The fuel

crisis in the 1970s brought back Eucalyptus species as

prime candidates for woody biomass cultivated on

experimental farms mainly in central California. Two

other places in the USA where Eucalyptus short-

rotation research projects are conducted are located in

Hawaii and Florida [123, 124]. Other regions in the

USA considered highly suitable for growing Eucalyptus

are in Texas, Louisiana, and Georgia. Only four

Eucalyptus species, E. grandis (EG), E. urophylla (EU),

E. camaldulensis, and E. globulus, and their hybrids

http://dx.doi.org/ftp://ftp.fao.org/docrep/fao/008/A0400E/A0400400.pdf
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account for nearly 80% of the eucalypt plantations

worldwide with E. grandis being the most widely used

species in tropical and subtropical areas while

E. globulus is the premier species for temperate zone

plantations [125]. E. grandis is also used as a parental

species in hybrid breeding and is rated worldwide as

one of the fastest growing species and has the widest

adaptability of all Eucalyptus species [125]. The greatest

area of plantations of EG and its hybrids with other

species are in Brazil and several other Central and

South American countries.

Importance: Eucalyptus species are fast-growing

woody perennials with many uses making them eco-

nomically important trees. Eucalypts are commonly

cultivated for the paper and pulp industries because

of their high fiber yields and use as fuelwoods. In many

poor countries in Africa [126], South America [127],

and Asia [128] eucalypts are grown as a cash crop.

Eucalyptus woods are used as mine props, poles, fire-

wood, and charcoal [119]. The nonwood products

derived from eucalypts include essential oils, honey

made by bees from its flowers, and tannin [129]. The

potential of Eucalyptus as a biomass feedstock for cel-

lulosic ethanol has drawn attention to this species of
woody perennial. The US Department of Energy

(DOE) identified Eucalyptus as one of the crops with

the potential to contribute to the biomass needed for

biofuel to reduce the nation’s dependence on imported

fossil fuels [1]. Eucalyptus has many attributes and

advantages that make it suitable as a dedicated energy

crop. As a perennial, Eucalyptus can be cultivated under

the coppice system. The cut stumps resprout to provide

another crop. The retained roots with stored carbohy-

drates and access to soil water and nutrients help sus-

tain rapid regrowth rates [130]. The tree withdraws the

mineral nutrients into its roots at the end of a growing

season, thus reducing the amount of fertilizer needed

and thereby reducing the fertilizer costs and minimiz-

ing water pollution caused by run-off. The fact that

harvesting only once every few years over a period of

15–20 years reduces the environmental impact created

by disturbances at harvesting and planting (soil erosion

and nutrient loss) and saves on the cost of establish-

ment (site preparation, seedling, and planting costs).

Eucalyptus is one of the fastest growing hardwoods

which grows well even on environmentally harsh

lands (infertile soils, arid lands) [131]. It is a low

input crop requiring minimum fertilizer and
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precipitation. Eucalyptus is also the world’s most widely

planted hardwood species that has multiple end uses,

including feedstock for traditional forest products and

energy products such as cellulosic ethanol and power

generation through direct firing, co-firing or wood

pellets in short rotation. In regions of the USA where

Eucalyptus will most likely be cultivated, infrastructure

already exists for planting, harvesting, handling, and

processing wood for pulp that could also support the

production, processing, and distribution of Eucalyptus

crops. Last but not least, Eucalyptus species have been

grown in the USA for many decades and have not

demonstrated any invasive characteristics.

Growing conditions: Eucalypts are hardy trees and

the majority of Eucalyptus species will grow in a range

of soils from pH 4.5 to 8.5. They do not require fertile

soils and many species naturally occur in shallow, low

fertility soils. When grown on deeper more fertile soils

they generally grow faster, bigger, and more luxuriant.

Some species do require good drainage while others

will grow on heavy clay and even on boggy, partially

waterlogged sites. Several species grow well on high

pH soils, and most species adapt to higher pH soils,

although usually with reduced growth rates. Eucalyptus

will tolerate an annual rainfall of 500–5,000 mm and an

annual temperature of 12.3–27.9�C (Table 8). Eucalyp-

tus is considered one of the most adaptable plant

genuses, and the trees are remarkably hardy in all

kinds of weather conditions. Once established the

mature trees adapt to the local growing conditions

and become very tolerant to drought and prolonged

dry periods. However, the young trees of most Euca-

lyptus species do not tolerate frost very well and will

succumb to extreme fluctuation of temperatures [132].

Fertilization and nutritional studies of Eucalyptus spp.

in Australia, Brazil, and Hawaii pointed to a general

need for supplementary nitrogen, and sometimes

phosphorus, especially at planting and soon thereafter

[133, 134]. Fertilizer (N-P-K) is generally applied at

planting and again about 6 months later. Subsequently,

only nitrogen is needed onmost sites. The total amount

required depends on the nitrogen status of the topsoil

and may range from 224–673 kg ha�1 in four to eight

applications (depending on the site quality and rota-

tion length) [123]. The application of nitrogen may

be eliminated or reduced with the practice of

intercropping with nitrogen-fixing species such as
Leucena or Albizia. Such practices were studied in

Hawaii [135], Brazil [136], and India [137] and have

shown that it is possible tomaintain both the yields and

nitrogen status of the soils without using nitrogen

fertilizers, or withmuch reduced fertilizer inputs. Euca-

lyptus can be planted at any time of the year in tropical

and subtropical areas but spring time is recommended

for colder regions. Young Eucalyptus trees do not com-

pete well with weeds; therefore, weed control in the

early stages of establishment is very important in the

management of Eucalyptus cultivation. Weed control is

carried out before planting the trees and during the first

2 years of establishment. Pre-emergence and post-

emergence herbicides found safe and efficacious for

Eucalyptus are listed in a report by Elmore [138]. The

projected rotation age for bioenergy production is

5 years under optimum growing conditions and

a year or two longer under less favorable conditions

[125]. However, new and high-yielding varieties

have the potential to reduce rotation length to 4 years

or less [139].

Yield: The yield of Eucalyptus biomass varies widely

from species to species and also with provenances

(place of seed origin), sites, and management systems

around the world. Small plot studies conducted at the

University of Massey, New Zealand, comparing the

yields of 19 Eucalyptus species grown under similar

conditions and managed under a coppice regime

highlighted the differences in survival rates, the num-

ber of shoots per tree, the shoot/tree sizes and ulti-

mately the yields between different species. The yields

obtained vary from 4 to 20 Mg ha�1 per year and only

six species: E.brookerana, E. botryoides, E. botryoides

� saligna, E. ovata, E. elata, and E. oblique had yields

averaging 16 Mg ha�1 per year [140]. The yield evalu-

ation of Eucalyptus species in small plot trials in Hawaii

emphasized the suitability of sites and species (Table 9).

E. grandis and E. urophylla are relatively highly produc-

tive at a higher elevation with moderate to high pre-

cipitation but not at a lower elevation. E. camaldulnesis

performed poorly at low elevation even with irrigation.

E. urophylla has the highest annual yield with �35 Mg

ha�1 per year at the moderately upland site [141]. The

importance of provenance selection for different sites

was brought out in the data for E. camaldulensis

planted in Afaka, Nigeria. Five-year-old trees had

a mean annual increment (MAI) that ranged from
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Biomass Crops for Biofuels and Bio-based Products. Table 8 Growth requirements of Eucalyptus species in USA

Growth requirements E. grandis E. saligna E. camaldulensis E. globulus

Adapted to coarse textured soils Yes Yes Yes Yes

Adapted to fine textured soils Yes No Yes Yes

Adapted to medium Textured soils Yes Yes Yes Yes

Drought tolerance Low Medium Medium Low

Fertility requirement Medium Low Low Medium

Frost free days, minimum 340 340 180 240

Moisture USE Medium Medium High High

pH, minimum 4.0 4.0 5.0 5.0

pH, maximum 6.0 6.0 8.5 6.8

Planting density per acre, minimum 170 170 170 170

Planting density per acre, maximum 1,200 1,200 1,200 1,200

Precipitation, minimum, (mm) 1,016 1,524 508 553.4

Precipitation, maximum, (mm) 1,778 5,080 2,540 1,524

Temperature, minimum (�C) 2–2.2 �6.1�C �8.3�C �8.3�C

Coppice potential Yes Yes Yes Yes

Resprout ability Yes Yes Yes Yes

(Source: http://www.plants.usda.gov)
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17.3 to 5.1 Mg ha per year depending on where in

Australia the seed had come from. This demonstrates

a possible threefold increase in yield achieved simply by

selecting a seed source location [131].

A well-managed Eucalyptus plantation will improve

the performance of the crop and will maintain a rela-

tively high level of yield throughout the coppice regime.

Eucalyptus cultivated with irrigation and fertilizer gives

a higher yield over Eucalyptus grown without these

additions. This was demonstrated in a pilot experiment

in Brazil under the Brazil Eucalyptus Potential Produc-

tivity Project (BEPP). The yields of Eucalyptus culti-

vated with no fertilization were 28% lower than yields

achieved with fertilization, and the response to irriga-

tion was found to be far larger than that of fertilization.

The growth increase from irrigation ranged from a low

of 7% at the cooler, higher elevation site to 67% at the

driest site [142]. The stand uniformity also has an

influence on the yield. Stands with uniform structure

(trees in plots planted in a single day) showed 13%
greater growth than stands with higher heterogeneity of

tree sizes (owing to staggered planting). The yields

reported 2 decades ago in field trials in California,

Florida, and Hawaii were typically 20–24 Mg ha�1 per

year [124, 141]. Over the last 10–20 years of intensive

research, improved silviculture (site preparation, fertil-

ization and weed control) and superior clones have

improved yields, exceeding 37 Mg ha�1 per year with

the potential to reach �66 Mg ha�1 per year [124]. In

Brazil, commonly planted Eucalyptus hybrids such as E.

grandis� E. urophylla routinely yield�24–30 Mg ha�1

per year [142]. Large gains in yield can be achieved by

the careful selection of species, sites, provenances, and

management system to suit the local conditions.

Economics: Growing biomass and producing

bioenergy require a substantial financial investment.

Hard numbers on the economics of growing Eucalyptus

for bioenergy on a commercial scale are unavailable.

However, the cost projection from small plot trials in

Hawaii for producing and delivering biomass feedstock

http://www.plants.usda.gov


Biomass Crops for Biofuels and Bio-based Products. Table 9 Eucalyptus biomass yields at five Hawaiian sites

after 5 years [141]

Site/Island Tree species
Elevation
(m)

Annual
rainfall
(mm)

Average
temperature
(�C)

Agronomic
conditions

Planted
density
(trees/ha)

Annual yield
(Mg ha�1 per
year)

Mountain
View,
Hawaii

E. grandis 296.3 4,623 21.1 Wet, upland 405 20.16

E. saligna 405 11.2

E. urophylla 405 20.16

Honokaa,
Hawaii

E. grandis 232.3 2,057 21.1 Moderately dry,
upland

405 29.12

E. saligna 405 20.60

E. urophylla 405 31.80

Puunene,
Maui

E. grandis 7.6 483 25.0 Dry, irrigated,
lowland

485 16.57

Kilohana,
Kauai

E. grandis 256.6 3,023 20.6 Wet, intermediate
elevation

405 16.35

E. urophylla 405 17.47

Hoolehua,
Molokai

E.
calmaldulensis

76.2 711 22.8 Dry, irrigated,
intermediate
elevation

405 9.85

273Biomass Crops for Biofuels and Bio-based Products
to the central facility, excluding storage, processing,

and biomass conversion ranges from US$30 to US

$100 per dry Mg [143]. The estimated cost of produc-

ing and delivering Eucalyptus in the southern USA

ranges from US$50 to US$60 per dry Mg, based on

a yield of 28–16.8 Mg ha�1 and on a delivery range

within 48 Km of the processing site [144]. Factors that

contribute to the cost of production are establishment,

maintenance, harvesting, transportation, rotation

length, and productivity. The cost can be greatly

reduced by growing highly productive species, having

higher tree stand density and a shorter rotation length.

The economic feasibility of growing Eucalyptus for

biomass can be improved by increasing productivity

through improved germplasm, an efficient manage-

ment system, and improvements in biotechnology.

Introducing traits such as improved growth, stress

tolerance, reduced lignin composition for easier

processing of the biomass, and improved wood quality

through increasing cellulose composition will increase

productivity and add value to the crop.
Conclusions and Future Directions

Agricultural residues: Residues can contribute as much

as 428 million dry Mg per year to biomass harvests for

conversion to transportation fuels. Nevertheless, it is

clear that although there is a positive energy balance

from residue utilization, many factors other than eth-

anol output have an impact on the use of these residues.

Maintenance of soil fertility is paramount to the sus-

tainability of this biomass source. Compensation for

the farmer is highly important as well, with potential of

their participation in farmer cooperatives (co-op’s) to

capture part of the value chain and ensure their con-

tinued involvement. Additionally, harvest and storage

logistics must be explored and resolved. Handling large

quantities of loosely packed biomass, transporting it

over long distances and storing it in bales or wet stacks

are only a few of the logistics issues. Harvesting activ-

ities must be coordinated so that the process of grain

collection and storage is not slowed with resultant loss

in their valuable revenues. However, the potential of
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Table 10 Comparison of sugar cane and sweet sorghum

[146]

Sugar cane Sweet sorghum

Crop duration About 7
months

About 4 months

Growing
season

Only one
season

One season in
temperate and two or
three seasons in
tropical area

Soil
requirement

Grows well in
drain soil

All types of drained soil

Water
management

36,000 m3 h�1 12,000 m3 h�1

Crop
management

Requires
good
management

Little fertilizer
required; less pest and
disease complex; easy
management

Yield (ha�1) 70–80 Mg 54–69 Mg

Sugar content
on weight basis

10–12% 7–12%.

Sugar yield 7–8 Mg ha�1 6–8 Mg ha�1

Ethanol
production
directly from
juice

3,000–5,000
L ha�1

3,000 L ha�1

Harvesting Mechanical
harvested

Very simple; both
manual and through
mechanical harvested
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this biomass source is important enough for the invest-

ments necessary to make these residues a feasible

feedstock.

Sweet sorghum and sugar cane: Sugar cane and sweet

sorghum are members of same family and share phys-

iological characteristics. Their use as bioenergy crops

is almost identical. For the last 40 years, sugar cane has

been used as a bioenergy crop in Brazil, which is

a successful example of a country that has reduced its

gasoline usage by producing bioenergy. Sweet sor-

ghum is considered to be one of the most drought-

resistant agricultural crops as it has the ability of

remaining dormant during the drought period. de

Vries et al. [145] analyzed different biofuel production

systems in geographical regions where they are cur-

rently important for ethanol. Among the six “first

generation” biomass crops, e.g., maize (USA), wheat

(Northwest Europe), sugar beet (Northwest Europe),

cassava (Thailand), sweet sorghum (China), and sugar

cane (Brazil), biofuel production from sugar cane and

sweet sorghum delivers substantially more energy per

unit energy spent than from the other crops. These

two C4 sugar-producing plants appeared to be most

sustainable andmost efficient in the use of land, water,

nitrogen, and energy resources, while pesticide

applications were relatively low in relation to the net

energy produced. An agronomic and yield compari-

son of sugar cane and sweet sorghum is presented in

Table 10.

Both sugar cane and sweet sorghum are excellent

feed stock for first-generation bioethanol production.

However, in order to reduce the usage of fossil fuel and

attain the goal of sustainability, utilization of lignocel-

lulosic biomass for the production of cellulosic ethanol

plays a vital role. Lignocellulosic-rich bagasse from

sugar cane and sweet sorghum has the most positive

net energy balance among the common feedstocks

potentially used for bioethanol production. Sugar

cane and sweet sorghum have comparable energy bal-

ance, with 8.3 and 8 units of energy produced for every

unit of energy invested in their cultivation and produc-

tion, respectively, especially when compared with 1.8

units for corn grain. On the other hand, only 0.8 unit of

energy is produced in fossil fuel production for every

unit invested [147]. Currently eight times more energy

is produced from sugar cane than what is used in its

creation. When bagasse is included in the equation, it is
estimated that the number may increase to as much as

16 times. Bagasse is the feedstock with the most posi-

tive energy balance available in the near term. Sugar

cane bagasse shows significant potential for making the

biomass-based ethanol an economically viable

solution.

Switchgrass and Miscanthus: Perennial grasses are

nonfood crops which can yield high-quality materials

for both energy and fiber production. Switchgrass and

Miscanthus are immense biomass producers and show

great potential as bioenergy crops. They can be grown

over a wide range of conditions and with minimal

agricultural inputs. Switchgrass has deep roots that

makes it less susceptible to drought stress and enables
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it to adapt better in areas where the water precipitation

is lower than that required by M. � giganteus. An

analysis of published yields indicates M. � giganteus

produces more biomass per unit area and per unit

input than switchgrass but the yields ofM.� giganteus

are more strongly influenced by water, while those of

switchgrass are more strongly controlled by nitrogen

[43]. Therefore, in locations with ample rainfall but

with concern over nitrogen contamination of water

supplies, it may be better to grow M. � giganteus

while conversely, in arid areas without contamination

concerns, greater yields may be obtained growing

switchgrass as long as adequate nitrogen fertilization

is provided.

Woody crops: Woody crops such as Poplar and Euca-

lyptus represent a critical component of the bioenergy

future. They have the potential to be a significant part

of the bioenergy solution in the USA and in many other

parts of the world. In the USA, perennial woody crops

are expected to account for part of the 377 million dry

Mg of the 1.37 billion dry Mg total biomass resource

potential. The projected yield for the long-term feasi-

bility of renewable energy production defined by DOE

is 20 Mg ha�1 per year [1]. The projected yield is not

only achievable but can be exceeded with improved

silviculture, the use of superior clones, and genetic

improvement. Investments in research and technology

are needed to improve productivity and bring down the

cost of production. Recent advances in genetically

modified Eucalyptus include a freeze-tolerant variety

and a low-lignin and high-cellulose variety. The

freeze-tolerant variety was developed using a highly

productive tropical hybrid, E. grandis � E. urophylla

[139]. A field test of the freeze-tolerant variety demon-

strated its ability to maintain its productivity even at

temperature as low as �9�C. This has made possible

commercial plantings of tropical Eucalyptus species in

the Southeastern USA where cold winter temperatures

would normally restrict such cultivation. The low-

lignin and high-cellulose variety with 18% less lignin

and 4.5% more cellulose developed by a team of Tai-

wanese and US scientists (China Post, 2007, http://

www.chinapost.com.tw/taiwan/2007/09/14/122524/

Gene-modified-eucalyptus.htm) would add value to

the crop by improving efficiency in the pretreatment

step utilized in fermentation systems for biofuels pro-

duction from lignocellulosic raw materials. The
authors estimated that an output of 0.9 million Mg of

this new variety could generate extra revenues of about

US$36 million every year. Advances in research and

technology in growing Eucalyptus in Brazil over the

last 40 years have paid off significantly. Productivity

of Eucalyptus biomass has increased twofold to fivefold

depending on the site quality [148, 149]. Improved new

varieties of poplar trees are currently being obtained

through genetic engineering and breeding. Varieties

with larger leaves, improved root system, and modified

lignin are associated not only with higher biomass

yields and better net energy balance but they

would definitely have a lower environmental impact

[115, 116].

Growing Eucalyptus and hybrid poplar for biomass

is sustainable and will be economically feasible with

improved varieties and technology. The use of woody

crops for bioenergy offers many benefits with no antic-

ipated long-term environmental impact and may be

part of a long-term solution to the nation’s energy

security.

In order to ensure feedstock availability whether

from dedicated crops or from residues, changes in

farm and energy policies will need to be made, making

sure they are connected to incentivize this new

industry.
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Glossary

Antinutrients Substances that interfere with the

absorption of nutrients.

Bioavailability The amount of a nutrient in food that

can be absorbed and utilized.

Biofortification Any fortification strategy that improves

nutritional content at source (before harvest).

Conventional breeding Any process used to create

new plant varieties without recombinant DNA

technology (e.g., introgression, mutagenesis, and

hybridization).

Gene silencing Prevention of gene expression, usually

through epigenetic means such as antisense RNA,

RNA interference, or de novo DNA methylation.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Genotype The total genetic constitution of an organism.

Inbred Progeny produced as a result of breeding

between genetically similar parents.

Introgression The introduction of a new allele from

one species into the gene pool of another by

repeated backcrossing of an interspecific hybrid

with one of its parents.

Locus The position of a gene or other genetic marker

on a chromosome.

Macronutrient A nutrient required at levels exceed-

ing 100 mg/day (includes carbohydrates, fats,

proteins, water, and fiber as well as certain

minerals).

Malnutrition The situation resulting from a nutrient

imbalance in the diet, usually referring to a lack of

one or more nutrients but equally applicable to

nutrient excess.

Micronutrient A nutrient required in minute

amounts (typically less than 10 mg/day); includes

vitamins and many minerals.

Mineral An inorganic nutrient, usually represented by

a soluble ion.

Phenotype The sum of observable characteristics of an

organism.

Phytate (phytic acid) A phosphorus-containing com-

pound in the outer husks of cereal grains that, in

addition to limiting the bioavailability of phospho-

rous itself, binds to other minerals and inhibits

their absorption.

Promoter The DNA sequence upstream of a gene that

regulates transcription.

Quality protein maize (QPM) A variety of maize

(corn) developed by CIMMYT that contains

70–100% higher levels of lysine and tryptophan in

the grain compared to normal varieties.

Transgene A gene from one species that has been

incorporated into the genome of another organism

using recombinant DNA technology.

Transgenic plant A plant that carries integrated exog-

enous DNA in the nuclear genome.

Vitamin An organic micronutrient.
Definition of the Subject and Its Importance

Food insecurity is one of the most important social

issues faced today, with nearly one billion people
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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enduring chronic hunger and an additional two billion

people suffering from nutrient deficiencies, mostly in

the developing world. Strategies to address food

insecurity must ultimately address underlying

problems such as poverty and poor governance/

infrastructure, but the improvement of agricultural

productivity in the developing world is an important

goal, and biotechnology is one of a raft of measures

being considered to achieve it. Genetically engineered

plants provide one route to sustainable higher

yields, which will increase the quantity of food available.

However, genetic engineering can also increase the

nutritional quality of crops, and this is the definition

elaborated in this article. In particular, the focus is

on biotechnology-based methods to increase the

availability of essential nutrients, which are often limit-

ing in human diets and lead to specific deficiency

diseases.

Introduction

Food security is taken for granted in the industrialized

world, where stable political and social structures

ensure that everyone has access to enough safe and

nutritious food. In contrast, almost one billion people

are chronically undernourished in the developing

world, regularly consuming less than 2,000 calories

per day [1]. There are also a further two billion people

who, despite having access to an adequate source of

calories, nevertheless lack essential nutrients; perhaps

surprisingly, a significant number of these people are

citizens of industrialized countries. This means that up

to half the world’s population at any one time may

suffer from malnutrition [1].

The underlying causes of food insecurity in the

developing world are complex but poverty is one of

the main factors, reflecting the fact that more than one

billion people live on less than US $1 per day and

another two billion are only marginally better off. The

world’s poorest people tend to be rural farmers in

developing countries, depending entirely on subsis-

tence agriculture, whereas less than 1% of the popula-

tion in the industrialized world are farmers and they

tend to farm for profit. Because of limited purchasing

power, the poorest farmers cannot irrigate their crops

or buy fertilizers, herbicides, and pesticides. This leads

to soil exhaustion, falling yields and quality, and the

crops become susceptible to pests, diseases, and natural
disasters such as drought. In the industrialized world,

malnutrition can reflect poverty on the fringes of soci-

ety, but is also an educational/lifestyle issue that needs

to be approached differently [1].

Any long-term strategy to address food insecurity

in the developing world must tackle the underlying

problem of poverty by providing rural employment–

based income through increased agricultural produc-

tivity. Given projected increases in the world’s

population, the higher cost of oil, falling reserves of

fresh water, and greater urbanization, it will certainly

be necessary to increase the quality, quantity, and

diversity of major food crops. A variety of strategies

have been proposed, including the efficient use

of organic and inorganic fertilizers, irrigation strate-

gies, soil and water conservation, pest and disease

management, and the production of improved plant

varieties with higher yields or novel products. Bio-

technology provides a range of tools that can be used

to improve agriculture in the developing world by

lifting yields or increasing food quality, and the latter

aspect of biotechnology is considered in this article –

the use of biotechnology for nutritional improvement

[2, 3].

Overview of Essential Nutrition in Humans

Nutrients and Their Roles in Human Health

Nutrients are chemical substances in food that are

necessary for humans to have healthy and active lives.

Humans require at least 49 defined nutrients to meet

their metabolic needs (Table 1), some highly specific

and some represented by families of related molecules.

Inadequate consumption of even one of these nutrients

will result in adverse metabolic effects leading to poor

health, impaired development in children, and (if this

is a population-wide problem) an economic impact on

society. Table 2 lists the daily guideline amounts in

adults for some of these nutrients, as reported by the

Food and Agricultural Organization (FAO) of the

United Nations and the World Health Organization

(WHO) [4]. Table 3 shows some common dietary

sources of different nutrients. Generally, nutrients are

divided into two broad categories: macronutrients

(needed in gram or hundred milligram quantities per

day, mainly for energy, structural components of body

tissues, and bulk composition of body fluids) and
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Water and
energy Protein (amino acids) Lipids-fat (fatty acids) Macro-elements

Micro-
elements Vitamins

Water Isoleucine Linoleic acid Na Fe A

Carbohydrates Leucine a-Linolenic acid K Zn D

Lysine Ca Cu E

Methionine Mg Mn K

Phenylalanine S I C (ascorbic acid)

Threonine P F B1 (thiamine)

Tryptophan Cl B B2 (riboflavin)

Valine Se B3 (Niacin)

Mo B5 (pantothenic acid)

Ni B6

Cr B9 (folate)

V Biotin

Si B12 (cobalamin)

As Choline

Sn

Co

Source: [37]
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micronutrients (needed in microgram or milligram

quantities per day, for many diverse functions).

Macronutrients include carbohydrates, fats, proteins,

certain mineral ions, water, and fiber, whereas

micronutrients include a range of inorganic ions

(minerals) and organic molecules (vitamins) [4].
Macronutrients

Carbohydrates and fats consist only of carbon, hydro-

gen, and oxygen. They are primarily used to derive

energy, although they also contribute to some struc-

tures in the body, such as the carbohydrates heparan

sulfate, chrondoitin sulfate, and hyaluronic acid in the

extracellular matrix, and various lipid components of

cell membranes. Carbohydrates range from simple

monosaccharides (e.g., glucose, fructose, and galac-

tose) to complex polysaccharides (e.g., starch, glyco-

gen, the matrix carbohydrates listed above, and
cellulose, the predominant component of plant cell

walls). All polysaccharides are polymers of monosac-

charide units. Therefore, carbohydrates that can be

digested by humans are broken down into monosac-

charides and metabolized for energy, used as substrates

to synthesize other molecules, or reassembled into

energy-storing or structural polymers. Many carbohy-

drates cannot be broken down in the human digestive

system because the corresponding enzymes are not

present (e.g., cellulose, inulin) and these are collectively

known as dietary fiber. Insoluble fibers such as cellulose

help the digestive system function properly (preventing

constipation and diarrhea), but there are also many

soluble forms of fiber such as inulin which have posi-

tive roles in digestion, slowing the movement of food

through the gut and facilitating nutrient absorption.

Both insoluble and soluble fibers are thought to help

prevent colon cancer and cardiovascular disease.

Although carbohydrates as a general class of
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between the ages of 25 and 50 years [37]

Nutrient Assessment Male Female

Energy (kcal) AEAa 2,900 2,200

Protein (g) AEA 63 50

Vitamin A (mg retinol equivalent) RDAb 1,000 800

Vitamin D (mg) RDA 5 5

Vitamin E (mg a-tocopherol equivalent) RDA 10 8

Vitamin K (mg) RDA 80 65

Riboflavin (mg) RDA 1.7 1.3

Niacin (mg niacin equivalent) RDA 19 15

Thiamine (mg) RDA 1.5 1.1

Pantothenic acid (mg day�1) ESADDIc 4–7 4–7

Vitamin B6 (mg) RDA 2 1.6

Vitamin B12 (mg) RDA 2 2

Biotin (mg day�1) ESADDI 30–100 30–100

Folate (mg) RDA 200 180

Vitamin C (mg) RDA 90 60

Ca (mg) RDA 800 800

P (mg) RDA 800 800

Mg (mg) RDA 350 280

Na (mg) MRd 500 500

K (mg) MR 2,000 2,000

Cl (mg) MR 750 750

Fe (mg) RDA 10 15

Zn (mg) RDA 15 12

Cu (mg) ESADDIC 1.5–3 1.5–3

Se (mg) RDA 70 55

I (mg) RDA 150 150

Mn (mg) ESADDI 2 � 5 2 � 5

Mo (mg) ESADDI 75 � 250 75 � 250

Cr (mg) ESADDI 50 � 200 50 � 200

F (mg) ESADDI 1.5 � 4 1.5 � 4

Source: [37]
aAEA, average energy allowance
bRDA, recommended dietary allowances
cESADDI, estimated safe and adequate daily dietary intakes
dMR, minimum requirement
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Biotechnology and Nutritional Improvement of Crops. Table 3 Sources of some essential nutrients [4, 5]

Component Examples of sources

Carbohydrates Cereal grains and potato

Insoluble fiber Whole grain barley and vegetable peels

Soluble fiber Fruits, vegetables, and legumes

Essential fatty
acids

Fish, flax seed oils, soybeans, pumpkin seeds, sunflower seeds, walnuts, most vegetables, nuts, seeds,
and marine oils

Dietary protein Tofu and other soy-products, eggs, grains, legumes, and dairy products such as milk and cheese, meat,
fish

Vitamin A Carrots, yams, pumpkins, yellow or orange fruits, fish, eggs, and tuna

Vitamin B1 Whole grains, rice bran, lean meats, legumes, wheat germ, oranges, poultry, fish, and enriched pastas

Vitamin B2 Fortified grains and cereals, leafy green vegetables, poultry, fish, yogurt, milk, and cheese

Vitamin B3 Fortified breads and cereals, brewer’s yeast, broccoli, carrots, cheese, dandelion greens, eggs, fish, milk,
peanuts, potatoes, tomatoes, tuna, beef liver, and chicken breast

Vitamin B6 Whole grain breads and cereals, fish, chicken, and bananas

Vitamin B9 Pinto beans, navy beans, green leafy vegetables, beef, brown rice, bran, cheese, lamb, liver, milk,
mushrooms, oranges, pork, and tuna

Vitamin B12 Ham, clams, cooked oysters, king crab, herring, salmon, tuna, lean beef, liver, and low fat dairy products

Vitamin C Citrus fruits, strawberries, broccoli, melons, peppers, collards, dandelion greens, onions, radishes, and
watercress

Vitamin D Sun exposure, sardines, salmon, fortified milk, fortified cereals, herring, liver, tuna, margarine, and cod
liver oil

Vitamin E Whole grains, wheat germ, nuts, spinach, and sunflower seeds

Vitamin K Dark-green leafy vegetables and the skins of fruit and vegetables

Calcium Dairy products and green leafy vegetables

Magnesium Fish, dairy products, nuts, soybeans, and cocoa

Phosphorus Milk, cheese, meats, fish, and eggs

Sulfur Meats, fish, dairy products, eggs, and garlic

Potassium Legumes, whole grains, and bananas

Sodium Table salt (sodium chloride, the main source), milk, and spinach

Chlorine Table salt and unprocessed foods

Iron Red meat, and leafy vegetables (especially spinach)

Zinc Wheat germ, pine nuts, sesame seeds, sunflower seeds, and beefsteak

Manganese Avocados, berries, nuts, egg yolks, whole grains, green leafy vegetables, and legumes

Iodine Seafood, dairy products, and iodized salt (table salt)

Fluorine Drinking water, seafood, teas, and toothpaste

Selenium Nuts, lamb’s kidney, mushrooms, and sunflower seeds

Molybdenum Legumes, dark green leafy vegetables, and grains

Nickel Chocolate, nuts, fruits, and vegetables

Chromium Whole grain breads, brown rice, cheese, and lean meats
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Component Examples of sources

Vanadium Seafood, mushrooms, olives, whole grain breads, carrots, and vegetable oils

Cobalt Vitamin B12, red meat, fish, eggs, cheese, and milk

Silicon Whole grain breads and cereals, beets, bell peppers, and legumes

Copper Beans, almonds, broccoli, garlic, soybeans, peas, and seafood

Source: Revised and updated from [4, 5]
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compounds are essential nutrients, no specific carbo-

hydrate is essential because the human body can syn-

thesize all the carbohydrates it needs from simple

sugars.

In contrast, fats in the diet include both essential

and nonessential molecules. The majority of dietary fat

is in the form of triacylglycerides (fatty acid esters of

glycerol) and the fatty acids can be interconverted or

converted into more specialized phospholipids and

sphingolipids that have numerous roles in the body,

such as cell membrane components and signaling mol-

ecules. Other lipids are derived from cholesterol, which

is synthesized in the liver. There are several essential

fatty acids as well as fat-soluble vitamins that the body

cannot synthesize de novo, and these are discussed in

detail below.

Proteins are the third major class of macronutrients

and these contain nitrogen in addition to carbon, oxy-

gen, and hydrogen. Many proteins also contain sulfur

(see below). Fibrous proteins form the structural and

mechanical components of tissues (e.g., muscles owe

their contractile ability to the proteins actin and myo-

sin, hair and nails are comprised predominantly of

keratin, and skin contains large amounts of collagen

and elastin). In contrast, most globular proteins are

enzymes, the biological catalysts that ensure chemical

reactions can take place at the body’s ambient

temperature. Other proteins fulfill a range of biological

functions – signaling molecules and receptors, trans-

membrane conduits such as ion channels, components

of the immune system, effectors of blood clotting,

transport and storage of other molecules (e.g., hemo-

globin, oxygen, ferritin, and iron), and the control of

gene expression. Proteins are linear polypeptides

derived from a panel of 20 “standard” amino acids
specified by the genetic code (as well as two specialized

variants encoded through unique mechanisms), plus

a range of posttranslational forms that are generated by

chemical modification after protein synthesis. Many of

the standard amino acids can be synthesized de novo by

humans but some cannot, and these are known as

essential amino acids (see below). Proteins are

described as “complete” in the sense of nutritional

completeness if they provide a source of all the essential

amino acids but this designation refers to the sum of all

proteins in a meal, not an individual protein molecule.

Essential Amino Acids

Of the 20 standard amino acids, eight (isoleucine, leu-

cine, lysine, methionine, phenylalanine, threonine,

tryptophan, and valine) (Table 1) are described as

essential because the human body cannot synthesize

sufficient amounts de novo so they must be obtained

from food [5]. A diet that contains adequate amounts

of essential amino acids is particularly important dur-

ing pregnancy, lactation, early development, and fol-

lowing injury. Most plants are deficient in at least one

essential amino acid but a balanced diet provides ade-

quate quantities of all. For example, cereal storage pro-

teins are generally deficient in lysine and threonine

whereas legumes lack the sulfur-containing amino

acids methionine and cysteine. A diet solely comprising

one of these protein sources will therefore be deficient

for one or more essential amino acids, but it is possible

to combine two incomplete protein sources (e.g., rice

and beans) to make a complete protein meal, and such

characteristic combinations are the basis of distinct

cultural cooking traditions. Food from animals, such

as meat, eggs, fish, milk, and cheese, provide all the

essential amino acids.
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Essential Fatty Acids

Fats are more correctly described as triglycerides (three

fatty acids attached to one glycerol backbone), and most

fatty acids are nonessential in that the body can synthe-

size them by interconverting other fatty acids. The

exceptions are the omega-3 and omega-6 polyunsatu-

rated fatty acids (PUFAs), so named because the first

double-bond is found at the third (or sixth) carbon

from the terminal CH3 group. These cannot be synthe-

sized de novo from saturated fats, nor interconverted,

and must be obtained from the diet [6]. There are

several essential fatty acids in each category, but the

body can synthesize any omega-3 fatty acid given a

source of one of them (ditto for the omega-6 fatty

acids) and therefore only the group is defined as essen-

tial. The simplest source of omega-3 is a-linolenic acid
and the simplest source of omega-6 is linoleic acid.

Good sources of both these molecules include fish,

shellfish, seeds, nuts, and leafy vegetables.

Macrominerals

Minerals are inorganic molecules, and those required at

levels exceeding 100–200 mg/day (calcium, chlorine,

magnesium, phosphorus, potassium, sodium, and sul-

fur; see Table 2) are known as macrominerals [4]. Their

function is generally structural and/or electrolytic/

osmotic, although they may also perform additional

specialized roles. For example, calcium is an important

electrolyte in muscles and in the digestive system, but is

also a structural component of bones and teeth, and

furthermore acts as a signaling molecule and as

a trigger for the transmission of nerve impulses.

Sodium, potassium, and chlorine are key electrolytes

that maintain osmotic balance in cells. Magnesium is

an important buffer and stabilizer for organic phos-

phates including nucleic acids, and is absolutely

required for the activity of adenosine triphosphate

(ATP). It is also part of the active site of many enzymes.

Phosphorus is the key energy currency in cells (as part

of ATP). It is also an important structural component

of nucleic acids and some proteins, the basis of a key

regulatory mechanism in signal transduction pathways,

a component of membrane lipids, and (along with

calcium) forms the mineral structure of bones and

teeth. Finally, sulfur is found in two essential amino

acids (methionine and cysteine) as well as two
posttranslational variants with central roles in core

metabolism (homocysteine and taurine). The ability

of cysteine residues to form disulfide bridges is critical

to the structural integrity of many proteins. Sulfur is

also found in coenzyme A, which is needed for carbo-

hydrate and fatty acid metabolism, as well as providing

the thiol group in many other reactions.
Micronutrients

Micronutrients are required in small quantities (gener-

ally less than 100 mg/day) and are divided into organic

molecules (vitamins) and inorganic molecules

(microminerals). Vitamins are organic substances that

(a) are not carbohydrates, amino acids, or fats, and

(b) cannot be manufactured by the body in sufficient

amounts in all circumstances and must therefore be

obtained from the diet. There are 13 human vitamins,

although some are represented by a small family of

interconvertible molecules rather than a single sub-

stance. Most are required because humans lack the

metabolic capability to produce them, although vita-

min D is an exception because it is produced in the skin

during exposure to UVB irradiation albeit not always in

sufficient quantities to make dietary sources unneces-

sary. Vitamins are classified as either water soluble or

fat soluble. In humans, there are four fat-soluble vita-

mins (A, D, E, and K), which are transported through-

out the body in fat globules and stored in the liver and

other fatty tissues, and nine water-soluble vitamins

(eight B vitamins and vitamin C) that are not stored

in the body and must be replaced every day.

Minerals that are required at levels below 100–200

mg/day are known as microminerals or trace minerals

(Table 2) and these are required in minute amounts

usually because they are required for the catalytic activ-

ity of a small number of specific enzymes. However,

certain microminerals have more significant roles [4].

For example, iron can act as both an electron donor

and acceptor, and in this context forms the functional

core of the heme complex, which is found in the oxy-

gen-binding molecules hemoglobin and myoglobin,

and in the catalytic center of cytochromes (enzymes

that carry out redox reactions). Iron is therefore

required for oxygen transport in the body and for

energy metabolism, also contributing to the catalytic

activity of a range of nonheme enzymes such as
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ribonuclease reductase. Zinc also has multiple

functions – it is an essential component of hundreds of

enzymes (e.g., carboxypeptidase, liver alcohol dehydro-

genase, and carbonic anhydrase) as well as transcription

factors (zinc fingers and relatedmolecules) and signaling

proteins. The roles of other microminerals are more

specialized and are discussed below.

Facultative Nutrients

The eight essential amino acids are needed by everyone.

In addition, cysteine, tyrosine, histidine, and arginine

are essential for infants and children because they are

required in large amounts for growth and develop-

ment, and that demand cannot be satisfied without

a dietary source [5]. For the same reason, children

have greater requirements for the essential fatty acids

than adults, although these are not facultative because

they are also essential nutrients in adults despite being

required in lower quantities. The amino acids arginine,

cysteine, glycine, glutamine, histidine, proline, serine,

and tyrosine are also considered conditionally essential,

meaning they are not normally required in the diet, but

must be supplied to specific populations that do not

synthesize them in adequate amounts [7].

It is sometimes more convenient to define the

essentialness of amino acids on a group basis in the

same way as the essential fatty acids, since interconver-

sion is possible within a group but no member of that

group can be synthesized de novo. This applies to the

sulfur-containing amino acids methionine, homocys-

teine, and cysteine, and to the aromatic amino acids

phenylalanine and tyrosine. Likewise, arginine, orni-

thine, and citrulline, which are interconvertible within

the urea cycle, can be considered as a group for nutri-

tional purposes.

Nutrient Deficiencies

The lack of essential nutrients causes widespread mal-

nutrition, a hidden problem in many communities

because its effects are often subclinical or affect physical

and cognitive development in a cumulative manner.

Micronutrient deficiencies in particular have been

referred to as “hidden hunger”; such deficiencies

occur on a population-wide basis when the diet lacks

diversity or is overly dependent on a single staple food

[4], but in individual cases may reflect a genetic
abnormality that prevents nutrient absorption or

metabolism. Some important nutrient deficiencies

and disorders are discussed below.
Macronutrient Deficiencies and Disorders

A lack of carbohydrates in the diet leads to a calorie

deficit and results in hunger, then eventually

catabolysis and atrophy as the body uses its own tissues

as a source of energy to maintain essential functions.

These are the early signs of starvation, and can result in

permanent organ damage and ultimately death. Besides

this general process, there are several specific disorders

of carbohydrate metabolism such as galactosemia and

glycogen storage diseases, which reflect an inability to

break down or synthesize particular carbohydrates. As

in the case for carbohydrates, a general deficiency in

fats results in a calorie deficit, which if prolonged

results in the symptoms of starvation. Deficiencies for

essential fatty acids occur rarely, and mostly in infants.

The symptoms include scaly dermatitis, alopecia, hair

loss, thrombocytopenia, and stunted growth. The

symptoms can be reversed by supplying adequate

quantities of omega-3 and omega-6 fatty acids in

the diet.

The essential amino acids are components of many

proteins, so the symptoms associated with deficiency

are often quite general. In adulthood, amino acid defi-

ciencies may result in tiredness, inability to concen-

trate, irritability, bloodshot eyes, and in the longer term

stunted growth, hair loss, anemia, connective tissue

defects, inefficient wound healing, and reproductive

problems. Acute amino acid deficiencies in childhood

are more severe and result in a disease called kwashior-

kor which involves swelling of the feet and abdomen,

anorexia, ulcerating dermatoses, loss of hair, nails, and

teeth, an enlarged fatty liver, and irritable behavior. It is

possible that the symptoms of kwashiorkor may also be

caused in part by concomitant micronutrient deficien-

cies and in some cases by poisoning. The disease also

affects the immune system, often rendering children

incapable of producing antibodies against vaccines.

As well as deficiency diseases, there are also several

disorders of amino acid metabolism that need special

dietary provisions. These include phenylketonuria

(PKU), inwhich the enzyme phenylalanine hydroxylase

is missing so phenylalanine cannot be converted into
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tyrosine, and maple syrup urine disease (MSUD), in

which the body is unable to use the amino acids iso-

leucine, leucine, and valine.

Vitamin A Deficiency

Vitamin A in its reduced form (retinal) is required for

the production of rhodopsin in the eyes, and helps to

maintain epithelial and immune cells (making it nec-

essary for a healthy immune system). In its acidic form

(retinoic acid), it is a morphogen in development.

Although many foods are said to be good sources of

vitamin A, it should be noted that these generally do

not contain retinal itself but derivatives that can be

converted into retinol and then into either retinal or

retinoic acid. Meat and dairy sources of vitamin

A primarily contain an esterified form called retinyl

palmitate, whereas plants produce pro-vitamin

A carotenoids such as b-carotene that are cleaved to

produce retinol. These are abundant in a wide variety

of dark green, yellow, and orange fruits; and vegetables

such as oranges, broccoli, spinach, carrots, squash,

sweet potatoes, and pumpkins [8].

Vitamin A deficiency (VAD) causes night blindness,

i.e., the deterioration of light sensitive cells (rods) essen-

tial for vision in low light intensity and it can also

damage the cornea resulting in a total form of blindness

called xerophthalmia. The lack of vitamin A has

a particularly severe effect on the immune system leav-

ing individuals susceptible to infections [4]. More than

four million children worldwide exhibit signs of severe

VAD, including 250,000–500,000 per year that become

partially or totally blind [9]. During pregnancy, women

have a higher demand for vitamin A, and VAD in

pregnancy causes nearly 600,000 deaths every year [9].

Vitamin B Group Deficiencies

The vitamin B complex comprises eight distinct

molecules with different properties and functions.

Vitamin B1 (thiamine) is a coenzyme in carbohydrate

metabolism, with the triphosphate derivative particu-

larly active in neurons. Deficiency causes beriberi,

a nervous system disorder resulting in weight loss,

various degrees of amnesia and psychosis (in its sever-

est form known as Korsakoff ’s syndrome), impaired

perception, limb weakness, arrhythmia, and swelling,

possibly leading to heart failure and death.
Vitamin B2 (riboflavin) is the central component of

the important enzyme cofactors flavin adenine dinu-

cleotide (FAD) and flavin mononucleotide (FMN),

whereas vitamin B3 (niacin) is converted into the cofac-

tors nicotinamide adenine dinucleotide (NAD) and its

phosphate derivative NADP. Therefore, both vitamins

are required in many enzymes that take part in carbo-

hydrate, fat, and protein metabolism as well as other

functions. Riboflavin deficiency causes ariboflavinosis,

which is characterized by sensitivity to light, cracked

lips, dermatitis, and swelling of the tongue, pharyngeal

and oral mucosa, and genitals. Niacin deficiency causes

pellagra, which has varied symptoms including diar-

rhea, dermatitis, insomnia, fatigue, and mental confu-

sion leading in severe cases to dementia. Vitamin B5
(pantothenic acid) is needed for the synthesis of coen-

zyme A (CoA), and is therefore critical in the metabo-

lism and synthesis of carbohydrates, proteins, and fats.

Deficiency is rare and complete deficiency in humans

has not been observed. Vitamin B6 (pyridoxal, pyri-

doxine, or pyridoxamine) helps to balance sodium and

potassium levels; it is also the precursor of pyridoxal

phosphate, a cofactor required for the synthesis of

heme and several important neurotransmitters. Defi-

ciency may therefore lead to anemia due to the lack of

heme, depression due to its impact on neurotransmit-

ter production, high blood pressure and water reten-

tion due to the impact on electrolyte balance, and also

elevated levels of homocysteine. Vitamin B7 (biotin) is

a coenzyme in the metabolism of fatty acids and leu-

cine, and it plays a role in gluconeogenesis. Deficiency

may lead to stunted growth and neurological disorders

in infants. Vitamin B9 (folic acid) is the source of

tetrahydrofolate which is essential in DNA synthesis

and many other core metabolic reactions. Deficiency

in adults causes macrocytic anemia and elevated levels

of homocysteine, but the impact in pregnant women is

much more severe, leading to neural tube defects in the

fetus. Spina bifida, in which bones of the spine do not

completely enclose the spinal cord, is the most com-

mon congenital abnormality associated with folate

deficiency [10]. Vitamin B12 (cobalamin) is involved

in the regeneration of folate, which means that defi-

ciency in many cases mimics folic acid deficiency and

can be alleviated by folate in the diet. However, it is also

the cofactor for two specific (non-folate-dependent)

enzymes, methylmalonyl coenzyme A mutase
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(MUT), and 5-methyltetrahydrofolate-homocysteine

methyltransferase (MTR). Therefore, even in the pres-

ence of adequate folate, cobalamin deficiency can result

in the failure of these reactions, leading to the accumu-

lation of metabolites that weaken and destabilize mye-

lin, resulting in neurological symptoms associated with

demyelination. Finally, choline is a B vitamin that has

three primary roles: structural integrity and signaling

in cell membranes, cholinergic neurotransmission

(acetylcholine synthesis), and the provision of methyl

groups via its metabolite, trimethylglycine (betaine), for

the synthesisofS-adenosylmethionine.Cholinedeficiency

is rare because, like vitamin D, humans can synthesize

some choline although not always adequate amounts.

Vitamin C Deficiency

Vitamin C (ascorbic acid) is a powerful electron donor

(antioxidant) and a cofactor in several metabolic path-

ways, including those forming the mature form of

collagen. It plays an important role in the synthesis

and stabilization of neurotransmitters, and also

reduces iron compounds, enhancing the gastrointesti-

nal absorption of dietary nonheme iron [11]. Insuffi-

cient vitamin C in the diet causes scurvy, which

involves the breakdown of connective tissue fibers and

muscular weakness [11]. High levels of vitamin C are

found in citrus fruits and green vegetables [4].

Vitamin D Deficiency

Vitamin D is required for normal calcium and phos-

phorus homeostasis. It is a ligand that, when bound to

its receptor, acts as a transcription factor controlling

genes that affect calcium and phosphorus absorption; it

is therefore particularly important for bone growth and

maintenance. Deficiency results in impaired bone min-

eralization, which leads to bone-softening diseases such

as rickets, a childhood disease characterized by stunted

growth and deformity of the long bones, and osteoma-

lacia, an adult bone-thinning disorder characterized by

proximal muscle weakness and bone fragility, with

chronic musculoskeletal pain.

Vitamin E Deficiency

Vitamin E is a group of compounds with powerful

antioxidant activity. It protects fatty acids, low-density

lipoproteins (LDLs), and other components of cell
membranes from oxidation by free radicals [4].

Although it protects all cells, vitamin E is particularly

important in red blood cells and neurons, so severe

vitamin E deficiency results in anemia and neurological

problems associated with nerve degeneration in the

hands and feet. Vegetable oils, nuts, and green leafy

vegetables are the major sources of vitamin E, and the

consumption of foods rich in vitamin E is thought to

reduce the risk of cancer, cardiovascular disease, and

cataracts [4].

Vitamin K Deficiency

Vitamin K is a group of fat-soluble vitamins derived

from 2-methyl-1,4-naphthoquinone that are needed

for g-carboxylation, a form of protein posttranslational

modification. This is particularly important for the

formation of the calcium-binding Gla domain, which

is present in several blood-clotting proteins and

osteocalcin. Vitamin K deficiency therefore affects

blood coagulation as well as bone mineralization.

Vitamin K1 (phylloquinone) needs to be sourced

from the diet whereas vitamin K2 (menaquinone) is

produced by bacteria in the large intestine and defi-

ciency is rare except in maladsorption disorders or in

patients with reduced gut flora (e.g., after treatment

with broad-spectrum antibiotics). There are also

several synthetic forms of the vitamin.

Iron Deficiency and Toxicity

Iron is the component of heme that binds oxygen,

allowing oxygen to be transported from the lungs to

peripheral tissues as part of oxyhemoglobin and carbon

dioxide to be transported in the opposite direction.

Iron also acts as an intracellular electron transporter

to transfer energy (especially to the mitochondria) and

it is a part of enzyme systems involved in the synthesis

of hormones and neurotransmitters [4]. Iron defi-

ciency is the most widespread nutritional disorder in

the world, affecting an estimated 1.2 billion people

[12]. In children, low iron intake is associated with

cognitive dysfunction whereas in adults it causes iron

deficiency anemia (IDA), oxidative DNA damage,

reduced immunity, and (in pregnant women) prema-

ture births/low birth weight [12]. The true prevalence

of iron deficiency in a population is greater than the

level of clinically detectable IDA because most
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individuals are likely to be iron deficient long before

a detectable drop in hemoglobin levels [12]. Iron defi-

ciency is often caused by inadequate intake, but it can

also result from the consumption of antinutritional

molecules such as phytic acid/phytate which inhibit

the uptake of bioavailable iron even if sufficient

amounts are present in the diet. Foods rich in phytate

include many cereal grains, so people with cereal-rich

diets are particularly susceptible to iron-deficiency

diseases.

The upper limit for iron consumption is 25–50

mg/day. Symptoms of iron toxicity include fatigue,

anorexia, dizziness, nausea, vomiting, headache,

weight loss, shortness of breath, and possibly a grayish

color to the skin [13]. Chronic excess iron intake results

in symptoms such as liver cirrhosis, diabetes, and heart

failure, and can promote some cancers. Acute overdose

(e.g., iron supplements) is toxic and may induce gas-

trointestinal side effects as well as causing secondary

hemochromatosis [13].
Zinc Deficiency and Toxicity

Zinc is a key functional component of over 300 enzymes

and also coordinates the functional domains of numer-

ous transcription factors. Zinc deficiency therefore

affects many aspects of metabolism and gene expres-

sion, and has notable detrimental effects on the

immune system, basal metabolism, and development,

particularly spermatogenesis and testosterone ste-

roidogenesis [14]. Severe and prolonged zinc deficiency

in humans reduces appetite and bone growth, delays

sexual maturation, causes skin lesions, diarrhea, and

alopecia (hair loss), and reduces the ability of the cel-

lular immune system to fight infections [14]. Zinc, like

iron, is affected by the amount of phytate in the diet, so

deficiency is particularly prevalent in populations that

subsist on cereal-rich diets.

The upper level of Zn intake in adults is 45 mg/day,

although tolerance is lower inwomen, children, and the

elderly. Excessive long-term zinc intake interferes with

iron and copper metabolism, so the symptoms of zinc

toxicity overlap with those of iron and copper defi-

ciency, e.g., anemia, neurological symptoms, and

lower immunity [14]. Excessive levels of zinc also affect

the relative levels of LDL and HDL cholesterol and

increase the risk of cardiovascular disease [14].
Iodine Deficiency and Toxicity

Iodine is an essential component of the thyroid hor-

mones thyroxine (T4) and triiodothyronine (T3),

whose function is to increase the basal metabolic rate

(therefore affecting carbohydrate, fat, and protein

metabolism), stimulate protein synthesis, regulate long

bone growth in concert with growth hormone, stimulate

neuronal maturation, and regulate how cells respond to

catecholamines [15, 16]. For some of these functions,

iodine acts in concert with iron, zinc, and selenium

[16]. Iodine deficiency disorder (IDD) generally

reflects a lack of iodine in the soil, which places more

than 1.5 billion people in the world at risk, particularly

children and pregnant or lactating women [4, 15]. The

initial effects of IDD are to suppress the synthesis of

thyroid hormones, which leads the pituitary gland to

produce more thyroid-stimulating hormone and

causes the thyroid to enlarge in an attempt to capture

more iodine from the blood. This condition, known as

goiter, can be reversed by iodine supplementation

(see below). The effects of long-term iodine deficiency

in pregnancy and childhood cannot be reversed – these

include stunted physical and mental development,

resulting in a condition known as cretinism [16].

Iodine toxicity is unusual because a daily intake of

1 mg or more appears to be safe. However, where there

is prolonged excessive consumption or an underlying

disease that prevents iodine metabolism, the excess

iodine can inhibit thyroid hormone synthesis,

a phenomenon known as the Wolff–Chaikoff effect [4].

Selenium Deficiency and Toxicity

Selenium is a component of the nonstandard amino

acids selenocysteine and selenomethionine, which are

required for the activity of a number of enzymes

(selenoenzymes) such as glutathione peroxidase,

tetraiodothyronine 50 deiodinase, thioredoxin reduc-

tase, formate dehydrogenase, and glycine reductase.

Its presence in thyroid hormone deiodinase means

that selenium is necessary for the normal function of

the thyroid gland. Many of the other selenoenzymes act

as antioxidants with a range of protective roles in the

body, helping to prevent cancer and cardiovascular

disease, often in concert with vitamin E [4, 16, 17].

Seleniummay also play a role in the regulation of other

micronutrients, such as iron and zinc [16].
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Selenium deficiency can lead to Keshan disease,

a potentially fatal cardiomyopathy associated with

increased susceptibility to infectious diseases, and also

Kashin–Beck disease (usually if selenium and iodine

deficiency occur concurrently) which is characterized

by cartilage atrophy and necrosis leading to damaged

joints [4, 18]. Selenium deficiency is unusual, but

occurs where the mineral is particularly scarce in the

soil, as in some parts of China. Interestingly, in

other parts of China, the soil is so rich in selenium

(>9% selenium content) that eating corn grown on this

soil can result in acute selenium toxicity (selenosis). The

maximum safe dietary intake of selenium is thought to

be 400–800 mg/day, and most people consume only

10% of this amount, but in villages surrounding this

selenium-rich area, a typical diet yields 3,200–6,690 mg
of selenium per day, which is 100-fold the normal level.

In these villages, morbidity can approach 50% with

typical symptoms including a garlic-like odor to the

breath, gastrointestinal disorders, loss of hair and nails,

fatigue, irritability, and progressive neurological dam-

age, leading eventually to liver cirrhosis anddeath [4, 18].
Other Microminerals

Whereas iron, zinc, iodine, and selenium are the “big

four” micronutrients with diverse functions in the

body, a variety of additional mineral ions are required

for specific purposes. Copper is an essential component

of several enzymes including cytochrome c oxidase,

cobalt is a component of vitamin B12, manganese is

an essential cofactor for enzymes such as the antioxi-

dant superoxide dismutase, molybdenum is a compo-

nent of several redox enzymes, and nickel is present in

urease. Fluorine is a special case in that it is not essential

for life, but the addition of fluoride to drinking water

helps to prevent dental caries, so it certainly contributes

to human health and well-being. Other minerals, such

as boron, vanadium, silicon, and arsenic, are thought to

have biological roles although this has yet to be dem-

onstrated in humans. Many of these microminerals

are known to cause rare deficiency disorders as well

as toxicity effects. Chronic copper deficiency, e.g.,

has multiple effects on metabolism because the

corresponding enzymes cannot function, and also

leads to anemia because copper is required for efficient

iron absorption. Excess copper competes with zinc so
the symptoms overlap with zinc deficiency, but acute

copper toxicity is rare other than in individuals with

metabolic disorders due to the efficiency of copper

secretion.

Responses to Malnutrition

The most effective intervention to alleviate micronu-

trient malnutrition is the implementation of a varied

diet including fresh fruit, vegetables, fish, and meat.

This is impractical in many countries because food is

not widely available, but even where fresh food is abun-

dant, there can be compliance issues that result in

persistent low-level malnutrition. Where infrastructure

allows, micronutrient nutrition can be improved using

supplements (usually in tablet/sachet form) or conven-

tional fortification (where micronutrients are added to

processed foods, such as packaged cereals). Unfortu-

nately, such strategies have been largely unsuccessful in

developing countries because of insufficient funding,

poor governance, and a poor distribution network.

There has been some success in a limited number of

cases discussed later, including mineral fortification

(iodized salt) and vitamin supplementation (vitamin

A), although coverage has been incomplete. Develop-

ing country governments must address the risk of

micronutrient malnutrition and should actively partic-

ipate in the establishment of intervention programs,

seeking international expertise and assistance where

necessary. A more recent development is bioforti-

fication, where intervention takes place before plants

are harvested. Different strategies to alleviate micronu-

trient malnutrition have been ranked according to their

cost-effectiveness by the Copenhagen Consensus,

a panel of expert economists that decide the most

cost-effective strategies for addressing global challenges

(Table 4). In this section, the different interventions for

improving micronutrient nutrition are summarized,

mainly in the context of developing countries where

malnutrition has the greatest impact.

Emergency Measures (Short-Term Relief):

Supplementation Programs

Supplementation is the distribution of pills or mineral

solutions for immediate consumption and is the most

effective short-term intervention to improve nutri-

tional health. Supplementation helps to alleviate acute
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Table 4 Copenhagen Consensus Center strategies [23].

The Copenhagen Consensus Center is a think-tank based in

Denmark that advises governments and philanthropists

about the best ways aid and development money can be

used to address the world’s greatest challenges. Currently,

strategies to address malnutrition represent five of the top

ten strategies providing the best value

Rank Solution

World’s
greatest
challenges

1 Micronutrient supplements for
children (vitamin A and zinc)

Malnutrition

2 The Doha development agenda Trade

3 Micronutrient fortification (iron
and salt iodization)

Malnutrition

4 Expanded immunization
coverage for children

Diseases

5 Biofortification Malnutrition

6 Deworming and other nutrition
programs at school

Malnutrition
and Education

7 Lowering the price of schooling Education

8 Increase and improve girls’
schooling

Gender equality

9 Community-based nutrition
promotion

Malnutrition

10 Provide support for women’s
reproductive role

Gender equality
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mineral shortages but is unsustainable for large

populations and should be replaced with fortification

at the earliest opportunity [19]. In developed countries,

where mineral malnutrition is rare, supplementation is

focused on a small subset of the population with spe-

cific deficiencies resulting from medical conditions. In

developing countries, where acute and chronic defi-

ciencies are commonplace, supplementation is highly

recommended as a complement to the diet (fortified or

otherwise) for the entire population. Supplementation

has also been recommended by WHO, the World Food

Program (WFP), and UNICEF [20] for extreme situa-

tions such as refugee camps, where it can also help to

address diseases such as acute diarrhea.
The distribution of vitamin A supplements has

been one of the most cost-effective and successful

acute intervention programs in the developing world

[19], but this is a rarity. Like fortification, successful

supplementation strategies require a robust infrastruc-

ture and a government determined to improve the

nutritional health of its population [19]. Supplemen-

tation requires compliance monitoring because people

often neglect to take regular supplements at prescribed

intervals. For example, in some communities with both

chronic iodine deficiencies and no access to iodized

salt, the distribution of iodine capsules to women is

a short-term but more expensive measure to avoid IDD

[21]. Many studies have shown that zinc supplements

are beneficial, particularly in areas with zinc-depleted

soil [4, 22]. Zinc supplementation has been adopted by

WHO and UNICEF in their guidelines for the treat-

ment of acute diarrhea [20]. Zinc supplements are

normally formulated as tablets or as oral rehydrated

solutions, requiring the active compliance of families

and communities. The supplements must be adminis-

tered frequently, and may be more efficient when other

micronutrients such as vitamin A are administered

simultaneously [14, 19].
Long-Term Measures (Sustainable Relief):

Fortification Programs

Food fortification is one of the most cost-effective

long-term strategies for micronutrient nutrition [23]

and ranks third in terms of cost-benefit balance

according to the Copenhagen Consensus (Table 4).

Fortification takes place during food processing and

increases the product price. These factors make forti-

fied products unaffordable to the most impoverished

people living in remote rural areas. Even in more

accessible areas, fortification requires government

awareness and policies for implementation and com-

pliance monitoring. The Flour Fortification Initiative

(FFI) claims that food fortification must be

implemented at a national level to be successful, and

must involve the public, private business and govern-

ment sectors. The FFI supports mandatory fortification

based on scale, equity, business, cost, and sustainability.

The creation of partnerships among countries with

established fortification policies would help other

countries to establish their own infrastructure.
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Although the implementation of mandatory fortifica-

tion would take time, there are enormous benefits for

the country and its population [24].

Before considering case studies, it is important to

note that food fortification targets must be selected

carefully. Research must be carried out to identify the

best vehicles to deliver micronutrients, i.e., those with

the widest and most frequent consumption reflecting

the staple diet of individual countries and/or regions.

Also, a suitable fortification agent must be identified –

one that is stable but easily mobilized in the gut, one

that does not alter the quality of the food to which it is

added, and one that can be stored and distributed

easily. Since many parts of the world suffer from

multiple deficiencies, strategies must also be developed

to fortify foods simultaneously with several

micronutrients, without adverse interactions among

them. The addition of a single micronutrient would

have approximately the same cost implications as the

addition of several, but more research is needed to

determine the most cost-effective way to make nutri-

tionally complete foods [23, 24].

Iodization of Salt Iodine fortification of salt is one of

the nutrition success stories of the twentieth century,

helping to eliminate IDD in many parts of the world.

Even though alternative food vehicles have been pro-

posed, salt is thus far the most economical and sustain-

able fortification target. In 1990, 20% of households in

the developing world consumed iodized salt. In 1994,

WHO and UNICEF recommended mandatory salt

iodization in all countries to ensure consumption and

prevent access to unfortified salt. By the year 2000,

iodized salt had reached 70% of households in the

developing world. Although some countries still lack

access to iodized salt, the reach is improving all the

time, with many countries becoming self-sufficient and

no longer needing donations to support their fortifica-

tion programs [25]. Countries with no nutrition poli-

cies or monitoring are the main challenges for

intervention strategists, because fortification requires

external funding and IDD reappears if salt iodization is

discontinued.

Organizations such as WHO, UNICEF, and The

International Council for the Control of Iodine Defi-

ciency Disorders (ICCIDD) have created and distrib-

uted guidelines for the implementation of iodine
fortification. They work together to eliminate iodine

deficiency through the Universal Salt Iodization (USI)

in partnership with the Micronutrient Initiative (MI),

the World Bank, Kiwanis International, and with pub-

lic and private sector involvement including consumer

organizations, schools, and medical authorities around

the world.
Iron and Folate Fortification of Wheat Flour

Another successful fortification approach is the

inclusion of minerals in wheat flour, so that widely

consumed products such as bread become nutrition-

ally beneficial as well as providing calories. Indeed,

bread is often double fortified with iron and folate,

most recently in Iran [26]. The mandatory fortifica-

tion of wheat flour has been established in several

developing countries in Latin America, leading

to a reduction in IDA [19]. The FFI has created

a network that involves the participation of public,

private, and government sectors, resulting in an

increase in the global prevalence of iron-fortified

wheat flour from 18% in 2004 to 27% in 2007, helping

540 million people to avoid IDA [26]. The MI also

supports this strategy and works with FFI in developing

countries.

Iron fortification can be technically challenging

because iron compounds that are easily absorbed by

the gut tend to leach easily and also change the taste of

food, whereas those with less impact on taste are the

most difficult to absorb [27, 28]. Encapsulation has

been investigated as a potential solution and this is an

active area of current research [29].
Other Examples Zinc fortification has been

implemented in the industrialized world but rarely in

developing countries. One exception is zinc-fortified

wheat and corn flour in Mexico, which is used to make

bread and tortillas, the two principal staples [30].

Organizations such as the Zinc Task Force (ZTF) and

the International Zinc Nutrition Consultative Group

(IZINCG) are fighting zinc deficiency by promoting

diverse strategies to eliminate it. As zinc and iron defi-

ciency tend to go hand in hand, it has been suggested

that double fortification would be effective with little

additional cost, particularly if iron fortification were

already in place.



294 Biotechnology and Nutritional Improvement of Crops
Selenium-fortified products such as salt, margarine,

cereals, and soft drinks have been produced although

not widely distributed [18]. Salt fortified with selenium

has been used in parts of China where the soil is

naturally depleted but it has not been supported to

the same degree as iodized salt [17]. The multi-

micronutrient fortification of biscuits with iron, zinc,

iodine, and vitamin A has been implemented with

Vietnamese schoolchildren, reducing the risk of IDA,

IDD, and VDA, and increasing the effectiveness of

deworming [31].
Long-Term Measures (Sustainable Relief):

Biofortification

Conventional interventions have a limited impact, so

biofortification has been proposed as an alternative

long-term approach for improving nutrition [23, 32].

Biofortification focuses on enhancing the micronutri-

ent qualities of crops at source, encompassing processes

that increase both micronutrient levels and their

bioavailability in the edible parts of staple crops.

The former can be achieved by agronomic intervention

(in the case of minerals), plant breeding or genetic

engineering, whereas only plant breeding and genetic

engineering can influence nutrient bioavailability.

Plant breeding and genetic engineering are often

regarded as similar means to achieve a common goal

because, in contrast to agronomic interventions, both

involve changing the genotype of a target crop. The two

processes are similar in aim, albeit different in scope.

Both attempt to create plant lines carrying genes that

encourage the efficient accumulation of bioavailable

micronutrients – plant breeding achieves this by crossing

the best-performing plants and selecting those with favor-

able traits over many generations, whereas genetic engi-

neering accesses genes from any source and introduces

them directly into the crop. Plant breeding is restricted to

genes that can be sourced from sexually compatible plants

and the limited amount of genetic variability therein,

whereas genetic engineering has no taxonomic con-

straints and even synthetic genes can be used.

Themain advantage of genetic engineering and plant

breeding approaches for mineral enhancement is that

investment is only required at the research and develop-

ment stage, and thereafter the nutritionally enhanced

crops are entirely sustainable. Furthermore, as stated
above, mineral-rich plants tend to be more vigorous

and more tolerant of biotic stress, so the overall yields

are likely to improve in line with mineral content [27].

Unlike conventional intervention strategies, genetic

engineering and plant breeding are both economically

and environmentally sustainable. A combination of

both strategies has also been proposed [33] and can

produce significant synergic improvements compared

to each strategy applied individually [34]. Although

there are no commercial nutritionally enhanced plants

derived from either method at the current time, this

approach has the greatest cost-effectiveness in the long

term and is likely to have the most important impact

over the next few decades.

Biofortification is also likely to be more accessible

than conventional interventions in the long term

because it removes hurdles such as the reliance on infra-

structure and compliance. Moreover, plants assimilate

minerals into organic forms that are naturally bioavail-

able and contribute to the natural taste and texture of

the food. Economic studies have shown the many

potential health benefits of biofortification, especially

in combination with conventional strategies [35].

Nutritional Improvement Through Agronomic

Approaches Farmers have applied mineral fertilizers

to soil for hundreds of years in order to improve the

health of their plants, but within certain limits the same

strategy can also be used to increase mineral accumu-

lation within cereal grains for nutritional purposes.

This strategy only works if the mineral deficiency in

the grain reflects the absence of that mineral in the soil,

and if the mineral fertilizer contains minerals that can

be mobilized rapidly and easily. Also, even if plants can

absorbminerals efficiently from the soil, they may store

themineral in inedible organs (e.g., leaves but not fruits

or seeds), or they may accumulate the mineral in

a form that is not bioavailable, thus having no impact

on nutrition [27].

In industrialized countries such as Finland and

New Zealand, this strategy has been applied success-

fully to increase the amount of selenium in the diet

[18]. It is difficult to apply to iron, because most of the

inorganic iron in the soil is inaccessible to plants. Like

supplements and fortification, agronomic intervention

is probably best applied in niche situations or in com-

bination with other strategies [36].
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One drawback of agronomic intervention in devel-

oping countries is the cost and impact of fertilizers.

Fertilizer use increases the cost of food, thus reducing

its availability to the most impoverished people. To be

effective, fertilizers must be applied regularly, but

impoverished farmers would be under financial pres-

sure to “cut corners” to save costs, even though seeds

produced from mineral-rich soil tend to germinate

more vigorously than those in poor soils, thus increas-

ing yields [36].

Iodine fertilizers have received comparatively little

attention due to the success of fortification programs,

but they have been used in regions of China where the

soil has low iodine levels. The addition of iodine to

irrigation water (fertigation) in China has successfully

increased the level of iodine in rice, but despite the

technical success such projects have not addressed IDD

due to poor infrastructure [16]. Iron has a very low

mobility in soil because it binds rapidly to soil particles

when applied as fertilizer in the form of FeSO4. It is

converted rapidly from Fe2+ to Fe3+ under these

circumstances, rendering it unavailable for absorption

[27]. In poor soils lacking the macronutrients nitrogen,

phosphorus, and potassium, the application of NPK

fertilizers can promote the capture of iron, although

this also depends on the soil pH. Alkaline conditions in

the rhizosphere prevent the uptake of iron and zinc,

whereas slightly acidic soil promotes the absorption of

these minerals [27]. Foliar sprays of FeSO4 or chelates

allow the direct uptake of iron.

Unlike iron, zinc is very mobile in soil and is easily

absorbed, especially under slightly acidic conditions.

Zinc fertilizers such as ZnSO4 can increase the yield

of cereals and legumes in zinc-deficient soils, and can

also increase zinc levels in the grain (although this is

dependent on genotype). Zinc fertilization has been

used in Turkey, where NPK fertilizers are enriched

with zinc and applied normally for crop production.

Soils in Turkey are extremely deficient in zinc and this

program has successfully increased plant growth and

yield. Although it is likely that the population has

benefited from the nutritional properties of crops

grown with zinc fertilizers, no population studies

have yet been carried out to determine the impact on

human health [36].

Finally, selenium provides probably the most suc-

cessful example of agronomic intervention by mineral
fertilization because it fulfills the three major require-

ments for such a strategy to work: (1) sodium selenate

is highly mobile in many soil types; (2) it is absorbed

easily by plants and, in the case of cereals, accumulates

in the grain; and (3) it accumulates in a readily bio-

available form, selenomethionine [17]. As is the case

for zinc, selenium added to NPK fertilizers has been

used successfully in Finland and New Zealand to

increase the selenium content of grains, with

a positive impact on the general health and well-being

in the population [18].

Nutritional Improvement Through Conventional

Breeding Plant breeding programs focus on improv-

ing the level and bioavailability of nutrients in staple

crops using their natural genetic variation [37]. The

HarvestPlus program was established by the Consulta-

tive Group on International Agricultural Research

(CGIAR) to improve human nutrition by breeding

new varieties of the staple food crops consumed by

the poor. It is a global alliance of institutions such

as the International Rice Research Institute (IRRI),

the Centro Internacional de Mejoramiento de Maı́z y

Trigo (CIMMYT), the Centro Internacional de

Agricultura Tropical (CIAT) and the International

Institute of Tropical Agriculture (IITA) and other aca-

demic institutions world-wide. Its aims include the

discovery of genetic variation affecting heritable min-

eral traits, verification of its stability under different

conditions and the feasibility of breeding to increase

mineral content in edible tissues without affecting

yields or other quality traits. Feasibility data, mainly

for iron and zinc, has been collected and a summary has

been published [38].

Although breeding for increased mineral levels is

more sustainable than conventional interventions, no

high-mineral varieties have been introduced to the

market thus far. This reflects the long development

times, particularly if the mineral trait needs to be

introgressed from a wild relative. Breeders utilize

molecular biology techniques such as quantitative

trait locus (QTL) maps and marker-assisted selection

(MAS) to accelerate the identification of high-mineral

varieties, but they have to take into account differences

in soil properties (e.g., pH, organic composition) that

may interfere with mineral uptake and accumulation.

For example, the mineral pool available to plant roots
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may be extremely low in dry, alkaline soils with a low

content of organic matter [36].

Conventional breeding could also be useful for the

enhancement of organic nutrients, although there

has been no coordinated international effort to

achieve progress in this area. Even so, crosses between

inbred lines have been used to identify QTLs

affecting carotenoid and tocopherol levels in corn

[39], as well as carotenoid levels in carrot and tomato

[40], and these could be used in the future for nutri-

tional improvement programs. Recently, natural

genetic variation at several loci in corn has been

exploited to generate lines with increased levels of

specific carotenoids [41, 42].

Although some variation in iodine content has been

found in staple crops [43], the focus remains onmanual

intervention strategies because salt iodization has been

so successful. However, the HarvestPlus initiative has

proposed the inclusion of iodine in its program because

of widespread iodine deficiency in some countries and

the interaction between iodine and othermicronutrients

(mainly iron, zinc, and vitamin A [16]). Iron and zinc

levels vary significantly in many crops, and CGIAR is

looking into the possibility of breeding high-mineral vari-

eties of cereals using this genetic diversity. The amount of

iron in rice grains varies between 6 and 22 mg kg�1,

whereas in corn it varies between 10 and 160 mg

kg�1, and in wheat the range is 15–360 mg kg�1 [44].

Zinc levels are similarly broad – between 14 and 61 mg

kg�1 in rice, 14 and 190 mg kg�1 in wheat, and between

12 and 96 mg kg�1 in corn [43, 44]. Despite this natural

variation, commercial varieties of wheat still have low

mineral levels compared to wild wheat, where the grain

may contain up to tenfold the normal amount of

zinc. Furthermore, wild emmer wheat accessions

have been identified in which the seeds contain up to

139 mg kg�1 zinc, up to 88 mg kg�1 iron, and up to

380 g kg�1 protein, as well as showing strong tolerance

of drought stress and low zinc levels in the soil [44].

There also appears to be moderate genetic variation in

the selenium content of modern cereals although wild

wheat varieties, with higher selenium levels, are poten-

tial sources of additional diversity [43, 44].

Nutritional Improvement Using Biotechnology

The major advantages of genetic engineering over con-

ventional breeding are the diversity of the potential
sources of genetic information, the speed with which

improved elite varieties can be generated and, perhaps

most important, the fact that nutritional traits for

different vitamins and minerals can be stacked in the

same plant without highly complex breeding programs

[32]. Genetic engineering currently offers the only

opportunity to produce nutritionally complete staple

foods.

Despite these advantages, there are no high-micro-

nutrient, genetically engineered crops on the market

thus far. Whereas with conventional breeding this

reflects the long development phase, in the case of

genetic engineering this reflects the current uncertain

regulatory environment, particularly trade barriers and

differences in national regulatory systems that inhibit

the production, transport, and use of transgenic prod-

ucts. Trade barriers for transgenic crops have been

established de facto in the EU because of the precau-

tionary approach to regulatory oversight, so develop-

ing countries (such as China and India) are pressured

not to grow such products for export even though they

may still benefit the domestic population by improving

health and wealth [2, 3].
Biotechnology Strategies to Increase Nutritional

Content

Many biotechnology strategies can be used to enhance

the nutritional value of crops and these offer a rapid

way to introduce such traits into elite varieties. The best

approach for a given nutrient depends predominantly

on whether the plant synthesizes the nutritional com-

pound de novo or obtains it from the environment.

Organic molecules such as amino acids, fatty acids, and

vitamins are synthesized by the plant, and increasing

the nutritional content therefore requires some form of

metabolic engineering with the aim of increasing the

amount of the desirable compound, decreasing

the amount of a competitive compound (e.g., one

that uses the same precursors but diverts them into

a different pathway) or even extending an existing

metabolic pathway to generate a product that is not

usually made in that species [32]. In contrast, mineral

nutrients are obtained from the environment and min-

eral enhancement therefore involves strategies to

increase uptake, transport and/or to increase accumu-

lation in harvestable tissues [23].
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Increasing the Availability of Essential Amino Acids

Among the eight essential amino acids discussed above,

methionine, lysine, and tryptophan are the most lim-

iting in legumes and cereals, and since these are the

major types of staple crops they are also the primary

targets for nutritional enhancement. Generally, four

strategies have been applied to increase the content of

essential amino acids in plants: (1) mimicking natural

mutants, (2) the expression of recombinant storage

proteins with desirable amino acid profiles, (3) genetic

engineering to enhance the free amino acid pool, and

(4) combination approaches.

Mimicking Natural Mutants The naturally occur-

ring opaque2 mutant in corn has higher lysine and

tryptophan levels than wild-type corn but has a soft,

chalky kernel which is unsatisfactory for cooking. The

higher content of essential amino acids in the mutant

results from lower levels of certain storage proteins

(e.g. a- and b-zeins) allowing other proteins (e.g. 27-

kDa g-zein) to replace them and increase the

prevalence of the two limiting amino acids. Breeding

programs have resulted in the development of quality

protein maize (QPM) which benefits from the higher

lysine and tryptophan levels of the opaque2mutant but

combines this with a hard kernel for superior cooking

qualities [45]. AlthoughQPMhas lower levels of a- and
b-zeins compared to wild-type corn, it has higher levels

of g-zein. Zarkadas et al. [46] showed that QPM may

provide up to 73% of human protein requirements,

compared to 28–50% for common corn. Success with

opaque2 corn has stimulated extensive research to iden-

tify similar mutants in other cereals such as barley

(Hordeum vulgare) and sorghum (Sorghum bicolor).

The opaque2 corn mutants have inferior agronomic

traits that cannot be overcome easily, but the laborious

breeding program that gave rise toQPMcan be replicated

much more rapidly by genetic engineering. The transfor-

mation of cornwith an RNAi construct to suppress target

storage protein genes resulted in a phenocopy of the

opaque2 phenotype; transgenic seeds contained less

a-zein than normal but higher levels of lysine [47, 48].

Expression of Recombinant Storage Proteins The

main source of essential amino acids in sink tissues

such as developing seeds is the storage proteins;
therefore, one reason for the lack of certain amino

acids in some staple crops is the absence of major

storage proteins containing them. Thus, one of the

main strategies for improving the levels of limiting

amino acids is to express heterologous storage proteins

that are rich in these specific amino acids.

One of the earliest attempts using this approachwas

the expression of pea legumin, which is rich in lysine, in

rice endosperm, where lysine is limiting; in the best

lines, heterologous legumin represented up to 4.2% of

the total protein content [49]. Similarly, Stöger et al.

[50] generated transgenic wheat plants expressing pea

legumin using the low molecular weight (LMW)

glutenin promoter, with legumin representing 1.5% of

total soluble protein in the best transgenic lines. More

significant increases in lysine content have been

achieved by modifying cereal storage protein genes

before deployment to increase the number of lysine

codons. For example, Jung and Carl [51] modified the

barley hordothionine protein to include 12 lysine res-

idues (hordothione-12, HT12) and the barley high

lysine protein to include eight lysine residues (barley

high lysine-8, BHL8) and expressed them in corn along

with the bacterial enzyme dihydrodipicolinate synthase

(DHPS, see below). This resulted in a total lysine con-

tent of nearly 0.8%, about four times the level in wild-

type seeds. The expression of HT12 in sorghum

increased the lysine content by 50% compared to

wild-type grain, and the expression of sb401, encoding

another high-lysine storage protein, increased lysine

levels in corn by 54.8% and total protein content by

up to 39% [52].

Lysine levels can also be increased by expressing the

animal equivalent of storage proteins, such as the nutri-

tional proteins found in milk. The principle was

established when porcine a-lactalbumin was expressed

in corn and either targeted for secretion to the apoplast

or for retention in the endoplasmic reticulum (ER), but

individual amino acid levels were not reported [53].

More recently, Bicar et al. [54] repeated the experiment

and showed that a-lactalbumin expression in corn

increased the lysine content up to 47%. The lysine

content of transgenic corn has also been increased up

to 26% by expressing a heterotypical Arabidopsis lysyl

tRNA synthetase, which inserts lysine residues in place

of other amino acids during the synthesis of seed-

storage proteins [55].
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The expression of heterologous storage proteins has

also been used as a strategy to increase the levels of

methionine in transgenic crops, focusing on the 2S

storage proteins which are unusually methionine rich.

For example, expression of Brazil nut 2S albumin in

soybean and narbon bean doubled the methionine

content of the seeds, and increased methionine content

by 33% in canola [56]. Similarly, the expression of

sunflower 2S albumin increased total methionine

content by up to sevenfold in potato tubers [57]. This

approach does not always work well, e.g., the expres-

sion of the sunflower albumin SFA8 in rice and chick-

pea [58] merely redistributed the sulfur-containing

amino acids (more methionine, less cysteine) with no

net improvement in nutritional properties. The 2S

sulfur-rich albumins are allergenic in some human

populations, reducing their usefulness for improving

nutritional quality [59].

Ideally, a single protein would provide nutritional

completeness in terms of essential amino acids. Grain

from the pseudo-cereal amaranth (Amaranthus

hypochondriacus) not only has a high protein content

compared to traditional crops (17–19% of seed dry

weight (DW) compared to �10%), but that protein is

rich in essential amino acids such as lysine (5%, more

than twice the amount in wheat flour), threonine

(2.9%), tyrosine (3.4%), and the sulfur-containing

amino acids cysteine andmethionine (4.4%). This pro-

vides a nutritional composition fairly close to the ideal

as recommended by WHO, and the protein is not

allergenic [5]. The cDNA for this protein has therefore

been expressed in a number of crops with nutritionally

incomplete proteins to increase overall protein levels

and provide greater amounts of limiting amino acids.

Rascón-Cruz et al. [60] expressed amaranthin in corn

using the rice glutelin-1 promoter and increased the

amount of protein by up to 32% while simultaneously

boosting the levels of the three most limiting amino

acids, lysine, tryptophan, and isoleucine. Chakraborty

et al. [57] expressed the protein in potato tubers using

the granule-bound starch synthase (GBSS) promoter,

and increased total protein levels by up to 45%. Most

recently, the protein was expressed in wheat using the

LMW glutenin promoter with the amaranthin protein

representing nearly 2.5% of total seed protein in some

lines, increasing the levels of lysine to 6.4%, and tyro-

sine to 3.8% [61].
As well as natural heterologous storage proteins,

completely synthetic proteins (i.e., proteins designed

from first principles) can also be expressed to boost the

levels of particular amino acids. For example,

a synthetic protein matched to human amino acid

requirements was expressed in cassava [62]. Even in

these ideal cases, however, the levels of essential amino

acids in the resulting transgenic crops tend to fall below

expectations given the composition of the heterologous

proteins. The inability of heterologous proteins to

change the essential amino acid content of target

crops abruptly and predictably often reflects the limited

free amino acid pool, which provides the substrates for

protein synthesis.
Engineering the Free Amino Acid Pool

In higher plants, lysine, threonine, and methionine are

synthesized from aspartic acid via a pathway that is

highly branched and under complex feedback control

(Fig. 1) [63]. Two key enzymes are aspartate kinase

(AK), which functions early in the pathway and is

inhibited by both lysine and threonine, and dihydrodi-

picolinate synthase (DHPS), which is the first enzyme

specifically committed to lysine biosynthesis and is

inhibited by lysine alone. Feedback-insensitive versions

of the bacterial enzymes have been expressed in model

plants with encouraging results, e.g., the free lysine

content in tobacco and Arabidopsis seeds was increased

by expressing feedback-insensitive DHPS [63]. Simi-

larly, the expression of feedback-insensitive DHPS in

corn embryos increased the levels of free lysine from

<2% to almost 30% of the free amino acid pool, with

concomitant increases in threonine [64]. Analogous

approaches have increased the lysine levels in canola

and soybean [65, 66]. However, high levels of lysine in

all plant tissues can cause abnormal vegetative growth

and flower development that reduce seed yield [63].

The increased accumulation of lysine in tobacco

seeds correlated with the enhanced activity of

a bifunctional enzyme, lysine-ketoglutarate reductase/

saccharopine dehydrogenase (LKR/SDH), which con-

trols the first two reactions of the a-amino adipic acid

pathway of lysine catabolism (Fig. 2) [67, 68]. To deter-

mine the impact of lysine catabolism on the levels of

free lysine in the amino acid pool, a feedback-

insensitive DHPS was expressed in wild-type
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Figure 2

Lysine catabolism in plants, showing the production of

three glutamate molecules for every molecule of lysine

[63]. Enzyme abbreviations: LKR, lysine-ketoglutarate

reductase; SDH, saccharopine dehydrogenase. Multiple

arrows indicate several unspecified reactions
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Figure 1

Synthesis of the essential amino acids lysine, threonine,

and methionine [63]. The three key enzymes (gray circles)

are aspartokinase (AK), dihydrodipicolinate synthase

(DHPS), and homoserine dehydrogenase (HSD), all of

which are subject to end-product feedback inhibition (red

arrows). Abbreviations for substrates: 3-AP, aspartyl-3-

phosphate; 3-ASA, aspartate semialdehyde; OPHS,

O-phosphohomoserine; 2,3-DHP, 2,3- dihydrodipicolinate.

Abbreviations for other enzymes: HSK, homoserine

kinase; TS, threonine synthase; CGS, cystathionine-g-

synthase; CBL, cystathionine b-lyase; MS, methionine

synthase. Multiple arrows indicate several unspecified

reactions
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Arabidopsis seeds and those of a LKR/SDH knockout

mutant [69]. Whereas transgenic seeds without the

mutation contained 12 times the normal levels of

lysine, transgenic mutant seeds contained 80 times

normal lysine levels, showing the importance of lysine

catabolism in strategies to increase the accumulation of

this amino acid. Similarly, it has been possible to cross

transgenic corn lines where one parent expresses

a feedback-insensitive enzyme for lysine synthesis that

doubles the amount of free lysine [70] and the other

expresses an RNAi construct against LKR/SDH thus
inhibiting lysine catabolism [71]. In the double trans-

genic progeny, the amount of lysine was 40 times the

level present in wild-type corn [64].

The major enzyme-controlling methionine synthe-

sis is cystathionine g-synthase (CGS), and its activity in
Arabidopsis is under feedback control reflecting the

abundance of the important metabolic intermediate

S-adenosylmethionine (SAM) [72]. Mutations in the

N-terminal portion of CGS that affect this feedback

regulation result in methionine overproduction [72, 73],

and this can be combined with the expression of

a feedback-insensitive AK to increase methionine levels

even further [74].

The expression of feedback-insensitive AK also

increases the abundance of threonine. In some cases,

the increases in threonine levels were matched by

smaller, although still significant, increases in the levels

of isoleucine, methionine, and lysine, indicating that

AK activity is more important for threonine synthesis

than it is for lysine synthesis [63].
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Tryptophan synthesis in plants is strongly regulated

by high levels of tryptophan inhibiting the enzyme

anthranilate synthase, which catalyzes the conversion

of chorismate to anthranilate. As is the case for other

amino acids, a preferred strategy to overcome this

limitation is the expression of a feedback-insensitive

version of this key enzyme, as has been achieved in

tobacco leaves and the roots of the forage legume

Astragalus sinicus [75]. A mutant anthranilate synthase

from rice has been shown to increase the amount of free

tryptophan in transgenic rice seeds by over 400-fold

[76], in potato tubers by approximately 30-fold [77],

and in soybean seeds by approximately 20-fold [78].

A similar mutant gene from tobacco increased free

tryptophan levels by sixfold in transgenic soybean

leaves and twofold in seeds [79].

Tabe et al. [80] have recently shown that cysteine

levels can be increased by up to 26-fold in developing

lupin seeds by expressing a feedback-insensitive serine

acetyltransferase (SAT). The levels of glutathione were

also higher in developing seeds, but methionine levels

were unaffected. Interestingly, the overall levels of cys-

teine and methionine in mature seeds did not change,

suggesting feedback to counter the accumulation of

cysteine later in development. The above strategy was

also combined with the overexpression of a seed stor-

age protein by crossing transgenic lines expressing the

SATenzyme with those expressing a sunflower albumin

gene. Again, this resulted in higher levels of cysteine

during development but no change in the amount of

methionine; there was no significant change in either

amino acid in mature seeds [80].
Increasing the Availability of Essential Fatty Acids

Polyunsaturated fatty acids (PUFAs) are synthesized

from saturated fats through an alternating sequence

of desaturation and elongation reactions, each requir-

ing a different class of enzymes (Fig. 3). Humans are

unable to synthesize PUFAs because they lack the nec-

essary D12 and D16 desaturases to convert oleic acid

into a-linolenic acid (omega-3) and linoleic acid

(omega-6). However, they do possess D6 and D5
desaturases, so if adequate amounts of a-linolenic
acid and linoleic acid can be sourced in the diet they

can be converted into longer-chain molecules in the

liver, yielding the very-long-chain (VLC) PUFAs
eicosapentaenoic acid (EPA), docosahexaenoic acid

(DHA), and arachidonic acid (ARA) [81]. Even so,

this is a slow process because theD6 andD5 desaturases
are inefficient, and these molecules can become

limiting. Strategies to increase the availability of

essential fatty acids in plants therefore not only

concentrate on the accumulation of a-linolenic acid

and linoleic acid but also on the VLC-PUFAs EPA,

DHA, and ARA.

As shown in Fig. 3, the synthesis of EPA and ARA

requires three enzyme activities: D6-desaturase,
D6-elongase, and D5-desaturase; DHA synthesis

requires an additional b-oxidation step which occurs

in peroxisomes [82]. The elongation steps require an

acyl-CoA substrate, whereas the desaturations require

the presence of phosphatidylcholine. The switching of

fatty acids between the phosphatidylcholine and CoA

pools is facilitated by acyltransferases and these are

often the limiting step in VLC-PUFA synthesis [83]

(Fig. 4). However, this bottleneck can be alleviated

using the alternative D8-pathway, in which the

elongation and saturation steps are realized by a

D9-elongase, D8-desaturase, and D5-desaturase [84]

(Fig. 3). This pathway is more efficient for ARA and

EPA synthesis because there is less reliance on acyl

exchange [82].

Four main strategies have been used to enhance

VLC-PUFA biosynthesis in plants: expressing enzymes

that increase the availability of precursors for a-linolenic
acid and linoleic acid synthesis, enhancing the typical

D6-pathway, introducing the alternative D8-pathway
and importing the microbial D4-pathway (Fig. 3).

Thus far, enhancing the D6-pathway has been most

successful (Table 5), increasing the levels of ARA,

EPA, and DHA by up to 25%, 15%, and 0.5%, respec-

tively [85, 86]. However, Kinney et al. [87] showed

that the levels of EPA and DHA could be increased

by 19.5% and 3%, respectively, in soybean by enhanc-

ing the D4- and D6-pathways simultaneously, and

Qi et al. [88] increased EPA levels to 3% and ARA levels

by 6.6% in Arabidopsis by importing the D8-pathway
and removing the acyl exchange bottleneck.
Increasing Vitamin Levels

Vitamin A In plants, carotenoids such as b-carotene
(pro-vitamin A) are synthesized in the plastids via the
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Overview of very-long-chain polyunsaturated fatty acid synthesis focusing on the strategies that have been used in

transgenic plants either by enhancing the standard D6-pathway or importing enzymes from the alternative D8-pathway

and microbial D4-pathway [82]. Enzymes identified by “D” and “E” are desaturases and elongases, respectively. Humans

lack the D12 desaturase that converts oleic acid into linoleic acid
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methylerythritol-4-phosphate (MEP) pathway, also

known as the non-MVA pathway. Initially, pyruvate

and D-glyceraldehyde-3-phosphate are converted into

1-deoxy-D-xylulose-5-phosphate (DXP) by DXP

synthase (DXS), and DXP is then converted into the

isomeric C5 precursors isopentenyl diphosphate (IPP)

and dimethylallyl pyrophosphate (DMAPP). Three

molecules of IPP condense with one molecule of

DMAPP to form the C20 precursor geranylgeranyl

diphosphate (GGPP), which is used for the synthesis

of carotenoids, tocopherols, chlorophylls, plastoqui-

nones, and gibberellins [89]. The first committed reac-

tion in carotenoid biosynthesis is the conversion of

GGPP to phytoene by phytoene synthase (PSY). In

plants, phytoene then undergoes four desaturation
steps catalyzed by phytoene desaturase (PDS) and

z–carotene desaturase (ZDS) to generate the first col-

ored carotene, cis-lycopene, which is converted to all-

trans-lycopene by carotene isomerase (CRTISO) [90].

Lycopene is the substrate for two different enzymes –

lycopene b-cyclase (LYCB), which adds b-ionone rings
to both ends generating b-carotene; and lycopene

e-cyclase (LYCE), which adds an e-ionone ring to one

end, the other being cyclized by LYCB to generate

a-carotene [90]. Both molecules can be hydroxylated

to produce xanthophylls such as lutein, zeaxanthin,

and violaxanthin (Fig. 5) although these do not have

pro-vitamin A activity [90].

The amount of b-carotene produced by plants can

be enhanced by increasing the availability of carotenoid
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Figure 4

Fatty acid desaturation in plants requires glycerolipid

substrates, whereas elongation requires acyl-CoA

substrates. Successive desaturation and elongation steps

therefore require substrates to be shuttled between

phosphatidylcholine and coenzyme A (CoA) using

enzymes known as acyltransferases. Enzymes identified by

“D” and “E” are desaturases and elongases, respectively.

Abbreviations: 18:2 D9, 12, linoleic acid; 18:3 D6, 9,12,

g-linolenic acid; 20:3 D8, 11,14, dihomo-g-linolenic acid; 20:4

D5, 8, 11,14, arachidonic acid; LPCAT,

lysophosphatidylcholine acetyltransferase; LPAAT,

lysophosphatidic acid acyltransferase
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precursors, by expressing enzymes in the common part

of the pathway (between GGPP and lycopene), by bias-

ing the pathway toward the b-branch through the

expression of LYCB at the expense of LYCE, or by

increasing the storage capacity for carotenoids

(Table 6) [90].

The first approach has been successful in produc-

ing plants that synthesize high levels of GGPP, but

because this is used in several pathways not all of the

flux is directed toward carotenoid synthesis. For
example, the overexpression of DXP synthase in

tomato and potato increased the total carotenoid con-

tent by up to 1.6-fold compared to wild type, but the

levels of tocopherols and plastoquinones were also

affected [91].

The expression of enzymes in the committed part

of carotenoid pathway is a more targeted approach,

and is particularly necessary in cereal grains where the

pathway is blocked at the first committed step. In rice

endosperm, the carotenoid pathway terminates at

GGPP because there is very limited PSY activity.

“Golden Rice” is a transgenic variety expressing daf-

fodil PSY and LYCB as well as the multifunctional

bacterial enzyme CrtI, which carries out all the

desaturation steps between phytoene and lycopene.

The b-carotene content of the original Golden Rice

was 1.6 mg/g DW [92], but the replacement of daffodil

PSY with the more active corn enzyme resulted in

Golden Rice 2, in which the b-carotene levels reached
31 mg/g DW [93]. Similar results have been achieved in

corn endosperm. For example, Aluru et al. [94]

expressed the bacterial enzymes CrtB (PSY) and CrtI

under the control of an enhanced seed-specific promoter,

increasing the total carotenoid level to 33.6 mg/g DW

and the b-carotene level to 9.8 mg/g DW. More recently,

Zhu et al. [95] used a combinatorial transformation

strategy to introduce up to five carotenogenic

transgenes into corn, with the best-performing line

(Ph-3, expressing PSY and CrtI), producing over 60

mg/g DW of b-carotene. Another recent breakthrough
in this area was the creation of transgenic corn plants

transformed with four genes enabling the simultaneous

modulation of three metabolic pathways [96]. As

above, the carotenoid pathway was engineered with

the genes encoding PSY and CrtI, resulting in a 169-

fold increase in b-carotene levels to 57 mg/g DW. These

combinatorial and stacked transgene approaches are

discussed later in detail.

Similar progress has been made in the brassicas.

The expression of bacterial CrtB (PSY) in canola

resulted in a 50-fold increase in total carotene levels

compared to wild-type seeds (1,617 mg/g fresh weight

(FW)), with a b-carotene content of 949 mg/g FW [97].

Ravanello et al. [98] achieved 1,341 mg/g FW total

carotenoids with the same gene. The combined expres-

sion of CrtB (PSY) and CrtI boosted levels to 1,412 mg/g
FW, but further addition of CrtY (LYCB) reduced total
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fatty acids [82]

Species Genes (source) Promoters % Fatty acids

Arabidopsis (Arabidopsis
thaliana)

D9-elongase (Isochrysis galbana) Constitutive ARA: 6.6

D8-desaturase (Euglena gracilis) CaMV 35S EPA: 3

D5-desaturase (Mortierella alpine)

Arabidopsis D5/D6-desaturase (Danio rerio) Seed-specific ARA: 1.2

D6-elongase (Caenorhabditis elegans) Napin EPA: 2.5

D4-desaturase (Pavlova salina)

D5-elongase (P. salina)

Linseed (Linum usitatissimum) D6-desaturase (Phaeodactylum
tricornutum)

Seed-specific ARA: 1.5

D6-elongase (Physcomitrella patens) USP EPA: 1

Tobacco (Nicotiana tabacum) D5-desaturase (P. tricornutum) ARA: 2

Soybean (Glycine max) D6-desaturase (Saprolegnia diclina) Different seed-
specific promoters

EPA: 19.5

D6-elongase (M. alpina) ARA: 5.3

D5-desaturase (M. alpina)

Fad3 (Arabidopsis)

D17-desaturase (Saprolegnia diclina)

D4-desaturase (Syzygium aggregatum)

Elongase (P. salina)

Mustard (Brassica juncea) D6-desaturase (Pythium irregulare) Seed-specific ARA: 25

D6-elongase (P. patens) Napin EPA: 15

D5-desaturase (Thraustochytrium sp.)

D12-desaturase (Calendula officinalis)

Elongase (Thraustochytrium sp.)

o3-desaturase (Phytophthora infestans)

Marchantia polymorpha D6-desaturase (Marchantia polymorpha) Constitutive ARA: 11.4 (3.6-fold)

D6-elongase (M. polymorpha) CaMV35S EPA: 12.1 (2-fold)

D5-desaturase (M. polymorpha)

Tobacco D6-desaturase (M. polymorpha) Constitutive
modified CaMV35S

ARA: 13.4

D6-elongase (M. polymorpha) EPA: 3.2

D5-desaturase (M. polymorpha)

Soybean D6-desaturase (M. polymorpha) Seed-specific
a’subunit of
b-conglycin

ARA: 3

D6-elongase (M. polymorpha) EPA: 0.3

D5-desaturase (M. polymorpha)

Source: Data updated from [82]
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The extended carotenoid biosynthetic pathway in plants [171]. The precursor for the first committed step in the pathway is

GGPP (geranylgeranyl pyrophosphate), which is converted into phytoene by phytoene synthase (PSY, CrtB). GGPP is

formed by the condensation of IPP (isopentenyl pyrophosphate) and DMAPP (dimethylallyl pyrophosphate), which are

derived predominantly from the plastidial MEP (methylerythritol 4-phosphate) pathway as shown in the upper part of the

figure. The pathway is linear until lycopene, involving three steps catalyzed by separate enzymes in plants but by the

single, multifunctional enzyme CrtI in bacteria. Lycopene is the branch point for the a- and b-carotene pathways, which

usually end at lutein and zeaxanthin, respectively, through the expression of b-carotene hydroxylases (arrowswith circles).

An elaborated ketocarotenoid pathway can be introduced by expressing b-carotene ketolases (arrows with diamonds)

since these compete for substrates with b-carotene hydroxylases and generate diverse products. Other abbreviations:

GA3P, glyceraldehyde 3-phosphate; DXP, 1-deoxy-D-xylulose 5-phosphate; DXS, DXP synthase; DXR, DXP

reductoisomerase; IPI, IPP isomerase; GGPPS, GGPP synthase; PDS, phytoene desaturase; ZDS, z-carotene desaturase;

CRTISO, carotenoid isomerase; LYCB, lycopene b-cyclase; LYCE, lycopene e-cyclase; HydE, carotene e-hydroxylase
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Biotechnology and Nutritional Improvement of Crops. Table 6 Transgenic plants with enhanced carotenoid levels

[171]

Species Genes (source) Promoters
Carotenoid levels in transgenic
plants

Rice (Oryza
sativa)

psy1 (daffodil;
Narcissus
pseudonarcissus)

CaMV35S (constitutive) 0.3 mg/g dry weight (DW) phytoene in
seeds

Gt1 (seed specific) 0.74 mg/g DW phytoene in seeds

psy1 and lycb
(daffodil)

Gt1 (psy1 and lycb) and CaMV35S (crtI) 1.6 mg/g DW total carotenoids in
endosperm

crtI (Pantoea
ananatis)

psy1 (corn) Gt1 37 mg/g DW total carotenoids in seeds

crtI (P. ananatis)

Canola
(Brassica
napus)

crtB (P. ananatis) Napin (seed specific) 1,617 mg/g fresh weight (FW) total
carotenoids in seeds (50-fold)

crtB (P. ananatis) Napin 1,341 mg/g FW total carotenoids in
seeds

crtE and crtB
(P. ananatis)

1,023 mg/g FW total carotenoids in
seeds

crtB (P. ananatis) 1,412 mg/g FW total carotenoids in
seeds

crtI (P. ananatis)

crtB and crtY
(P. ananatis)

935 mg/g FW total carotenoids in seeds

crtB and b-cyclase
(B. napus)

985 mg/g FW total carotenoids in seeds

crtB and crtY
(P. ananatis)

1,229 mg/g FW total carotenoids in
seeds

crtI (P. ananatis)

idi, crtE, crtB, crtI,
and crtY
(P. ananatis)

CaMV35S, napin and Arabidopsis FAE1 (seed
specific)

412–657 mg/g FW total carotenoids in
seeds (30-fold)

crtZ , crtW
(Brevundimonas
sp.)

60–190 mg/g FW total ketocarotenoids
in seeds
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Species Genes (source) Promoters
Carotenoid levels in transgenic
plants

Tomato
(Solanum
lycopersicum)

psy1 (tomato) CaMV35S 3,615 mg/g DW total carotenoids in
vegetative tissue (1.14-fold)

psy1 (tomato) CaMV35S 2,276.7 mg/g DW total carotenoids in
fruit (1.25-fold)

819 mg/g DW b-carotene in fruit
(1.4-fold)

crtI (P. ananatis) CaMV35S 520 mg/g DW (1.9-fold) b-carotene in
fruit

lycb (Arabidopsis)
chyb (pepper;
Capsicum
annuum)

pds 63 mg/g FW b-carotene in fruit (12-fold)

crtB (P. ananatis) Polygalacturonase (fruit specific) 825 mg/g DW b-carotene in ripe fruit
(2.5-fold)

dxs (Escherichia
coli)

Fibrillin 7,200 mg/g DW total carotenoids in
fruit (1.6-fold)

det-1 (tomato,
antisense)

P119, 2A11, and TFM7 (fruit specific) 130 mg/g DW b-carotene (8-fold) in
red-ripe fruit (assuming a water
content of 90%)

CRY2 (tomato) CaMV35S 1,490 mg/g DW total carotenoids ripe
fruit pericarps (1.7-fold)

101 mg/g DW b-carotene ripe fruit
pericarps (1.3-fold)

chrd (cucumber;
Cucumis sativus)

CaMV35S Reduced carotenoid levels in flower

crtY (P. ananatis) aptI 286 mg/g DW b -carotene in fruit
(4-fold)

Fibrillin (pepper) Fibrillin 150 pg/g FW b -carotene in fruit

lycb (Arabidopsis) pds (fruit specific) 546 mg/g DW FW total carotenoids in
fruit (7-fold) (assuming a water content
of 90%)

lycb (tomato) CaMV35S 2,050 mg/g DW total carotenoids in
fruit (31.7-fold) (assuming a water
content of 90%)

lycb (daffodil) Ribosomal RNA 950 mg/g DW b-carotene in fruit

306 Biotechnology and Nutritional Improvement of Crops



Biotechnology and Nutritional Improvement of Crops. Table 6 (Continued)

Species Genes (source) Promoters
Carotenoid levels in transgenic
plants

Potato
(Solanum
tuberosum)

ZEP (Arabidopsis) GBSS (tuber specific) 60.8 mg/g DW total carotenoids in
tubers (5.7-fold)

crtB (P. ananatis) Patatin (tuber specific) 35 mg/g DW total carotenoids in tubers
(6.3-fold)

11 mg/g DW b-carotene in tubers (19-
fold)

lyce (potato,
antisense)

Patatin 12.27 mg/g DW total carotenoids in
tubers (2.5-fold)

0.043 mg/g DW b-carotene in tubers
(14-fold)

crtO
(Synechocystis
sp.)

CaMV35S 39.76 mg/g DW total carotenoids in
tubers

ketocarotenoids represented 10–12%
of total carotenoids in tubers

dxs (E. coli) Patatin 7 mg/g DW total carotenoids in tubers
(2-fold)

crtB (P. ananatis)
bkt1
(Haematococcus
pluvialis)

Patatin 5.2 mg/g DW total carotenoids in
tubers

1.1 mg/g DW total ketocarotenoids in
tubers

bkt1 (H. pluvialis) Patatin 30.4 mg/g DW total carotenoids in
tubers

19.8 mg/g DW total ketocarotenoids in
tubers

or (cauliflower;
Brassica oleracea
var botrytis)

GBSS 25 mg/g DW total carotenoids (6-fold)
in tubers

or (cauliflower) GBSS 31 mg/g DW total carotenoids in tubers
(5.7-fold)

crtB, crtI, and crtY
(P. ananatis)

Patatin 114 mg/g DW total carotenoids in
tubers (20-fold)

47 mg/g DW b-carotene in tubers
(3,600-fold)

bch (potato,
antisense)

Patatin 21.7 mg/g DW total carotenoids in
tubers (4.5-fold)

0.085 mg/g DW b-carotene in tubers
(38-fold)

bch (potato,
antisense)

GBSS and CaMV35S 3.31mg/g DW b-carotene in tubers
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Species Genes (source) Promoters
Carotenoid levels in transgenic
plants

Corn (Zea
mays)

psy1 (corn) Wheat LMW glutelin, barley (Hordeum
vulgare) D-hordein, corn g-zein, rice
prolamin (all endosperm-specific)

146.7 mg/g DW total carotenoids in
seeds

crtI (P. ananatis) 35.85 mg/g DW total ketocarotenoids
in seeds

crtW (Paracoccus
spp.)

lycb (Gentiana
lutea)

crtB and crtI
(P. ananatis)

super g -zein 33.6 mg/g DW total carotenoids in
seeds (34-fold)

psy1 (corn) Wheat LMW glutelin and barley D-hordein 163.2 mg/g DW total carotenoids in
seeds (112-fold)

crtI (P. ananatis) 59.32 mg/g DW b-carotene in seeds
(169-fold)

Lotus
japonicus

crtW
(Agrobacterium
aurantiacum)

CaMV35S 387 mg/g FW total carotenoids in
flower petals (1.5-fold)

89.9 mg/g FW total ketocarotenoids in
flower petals (2.2-fold)

Carrot
(Daucus
carota)

bkt1 (H. pluvialis)
chyB
(Arabidopsis)

CaMV35S and Agrobacterium rhizogenes
rolD (root specific)

345.5 mg/g FW total carotenoids in root

2,400 mg/g root DW novel
ketocarotenoids

psy (Arabidopsis) CaMV35S 858.4 mg/g DW total carotenoids in
roots

Tobacco
(Nicotiana
tabacum)

crtW and crtZ
(Paracoccus sp.)

CaMV35S 1,275 mg/g DW total carotenoids in
leaves

64 mg/g FW total ketocarotenoids in
leaves

crtO
(Synechocystis
sp.)
crtZ (P. ananatis)

CaMV35S 839 mg/g DW total carotenoids in
leaves (2.5-fold)

342.4 mg/g DW total ketocarotenoid in
leaves

crtO
(Synechocystis
sp.)

CaMV35S 429 mg/g DW total carotenoids in
leaves

156.1 mg/g DW total ketocarotenoid in
leaves

crtW and crtZ
(Brevundimonas
sp.)

rrn 7,380 mg/g FW total carotenoids in
leaves (2.1-fold)

7,290 mg/g FW total ketocarotenoids in
leaves

Wheat
(Triticum
aestivium)

psy1 (corn)
crtI (P. ananatis)

CaMV35S and 1D � 5 (constitutive) 4.96 mg/g DW in seeds
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Species Genes (source) Promoters
Carotenoid levels in transgenic
plants

Arabidopsis
(Arabidopsis
thaliana)

bkt1 (H. pluvialis) Napin 4-keto-lutein, canthaxanthin, and
adonirubin seeds up to 13-fold

bch (Arabidopsis) CaMV35S 2,274.8 nmol/g DW total carotenoids

psy (Arabidopsis) Napin 260 mg/g FW b-carotene in seeds

psy (Arabidopsis) CaMV35S 1,600 mg/g DW (10-fold) in seed-
derived calli and 500 mg/g DW (100-
fold) of total carotenoids in roots

chyB
(Arabidopsis)

CaMV35S 285 mmol/chl a(mol) violaxanthin
(2-fold)

728 mmol/chl a(mol) of total
carotenoid

AtB1
(Arabidopsis)

CaMV35S 38.2 mg/g b-carotene leaf tissue

CYP97A3
(Arabidopsis)

CaMV35S 41.7 mg/g b-carotene leaf tissue

CYP97B3
(Arabidopsis)

CaMV35S 36.7 mg/g b-carotene leaf tissue

CYP97C1
(Arabidopsis)

CaMV35S 41.3 mg/g b-carotene leaf tissue

Source: Data updated from [171]
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carotenoid levels to 1,229 mg/g FWalthough it increased

the relative amount of b-carotene to 846 mg/g FW.

Recently, Fujisawa et al. [99] introduced seven bacterial

transgenes into canola encoding the enzymes

isopentenyl pyrophosphate isomerase (which intercon-

verts IPP and DMAPP), CrtE (GGPP synthase), CrtB

(PSY), CrtI (carotene desaturase), CrtY (LYCB), and

two additional enzymes (CrtZ and CrtW) that catalyze

downstream steps converting b-carotene into

ketocarotenoids. Although this resulted in the produc-

tion of several ketocarotenoids, the predominant carot-

enoid was still b-carotene, which accumulated to 214.2

mg/g FW, 1,074-fold higher than in wild-type seeds.

Diretto et al. [100, 101] expressed CrtB, CrtI, and

CrtY in potato tubers, increasing total carotenoid levels

to 114 mg/g DW and b-carotene levels to 47 mg/g DW.

They also silenced the endogenous lyce and bch genes,

thereby eliminating competition at the branch point

between the a- and b-carotene pathways and

preventing the further metabolism of b-carotene.
Ripening tomatoes accumulate low levels of

b-carotene and in order to address this deficiency,

several investigators have attempted to overexpress

either the endogenous lycb gene or equivalent heterol-

ogous genes [102–106]. D’Ambrosio et al. [103] have

been the most successful with this approach, achieving

a 32-fold increase in b-carotene levels and generating

orange-colored tomato fruits. Another successful strat-

egy was the suppression of the endogenous DET1 gene,

which regulates photomorphogenesis. The expression

of a det1 RNAi construct in tomato chromoplasts

increased b-carotene levels eightfold to 130 mg/g
DW [107].

An alternative strategy to achieve b-carotene accu-
mulation in plants is to modify the storage capacity of

chromoplasts, where b-carotene accumulates in spe-

cialized lipoprotein-sequestering structures. A sponta-

neous mutation in the cauliflower Orange (Or) gene

resulted in deep orange cauliflower heads associated

with the hyperaccumulation of carotenoids in
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chromoplasts [108, 109] and the mutant allele has been

cloned and expressed in potato tubers, where it

increased the level of b-carotene tenfold and turned

the tuber flesh orange [110].

Vitamin E Vitamin E is a collection of four tocoph-

erols and four tocotrienols (each as a, b, g, and d
derivatives), collectively known as tocochromanols

[111]. All eight isomers can be absorbed equally

efficiently during digestion but the hepatic

a-tocopherol transfer protein (a-TTP) shows preferen-
tial retention of a-tocopherol, making it the most

important form in terms of vitamin E activity in the

human body [111].

Tocochromanol biosynthesis in higher plants

(Fig. 6) occurs in the plastids and requires precursors

from the cytosolic shikimate pathway and the plastidial

MEP pathway [111]. The tocochromanol head group is

derived from the shikimate pathway, and this involves

the conversion of p-hydroxyphenylpyruvic acid (HPP)

to homogentisic acid (HGA), by HPP dioxygenase

(HPPD); the MEP pathway contributes the side chain

[111]. The first committed step in tocochromanol bio-

synthesis is the prenylation of HGA. There are two

enzymes that carry out this reaction. If prenylation is

carried out by homogentisate phytyltransferase (HPT),

the product is 2-methyl-6-phytylplastoquinol

(MPBQ), which leads to the synthesis of tocopherols.

Alternatively, HGA can be prenylated by homogentisate

geranylgeranyl transferase (HGGT), producing

2-methyl-6-geranylgeranylplastoquinol (MGGBQ),

which leads to the synthesis of tocotrienols [111].

The eight isomers form through a complex series of

reactions involving enzymes with multiple substrates at

each stage. Both MPBQ andMGGBQ are substrates for

tocopherol cyclase (TC), leading to the production of

d-tocopherol and d-tocotreinol, respectively. They are

also substrates for the enzyme MPBQ

methyltransferase (MPBQ-MT), which adds a second

methyl group to form 2,3-dimethyl-5-phytyl-

1,4-benzoquinone (DMPBQ) and 2,3-dimethyl-

5-geranylgeranyl-1,4-benzoquinone (DMGGBQ),

respectively. These methylated derivatives are also sub-

strates for TC, leading to the production of

g-tocopherol and g-tocotreinol, respectively. Finally,
all four of these products (the d- and g-tocopherols,
and the d- and g-tocotrienols) can be methylated by
g-tocopherol methyltransferase (g-TMT) to produce

their b- and a- counterparts [111].
Plants can be engineered to accumulate higher

levels of vitamin E by overexpressing the genes involved

in tocochromanol synthesis, and this can be achieved

either by increasing the total tocochromanol content or

skewing tocochromanol synthesis toward the more

potent vitamers, particularly a-tocopherol (Table 7).

In the first approach, the overexpression of HPT

increased tocopherol levels by up to 1.6-fold in the

seeds and 4.4-fold in the leaves of transgenic

Arabidopsis plants [112]. The overexpression of

HPPD increased tocotrienol levels tenfold in

Arabidopsis leaves [113], twofold in tobacco leaves,

and 1.5-fold in tobacco seeds [114]. In the second

approach, the expression of Arabidopsis g-TMT in

lettuce increased the a/g tocopherol ratio but had no

effect on the total tocopherol content [115]. However,

by crossing the lines expressing HPT and g-TMT, both

the total tocopherol content and the a/g tocopherol

ratio were increased [115]. In canola, total

tocochromanol levels have been doubled by expressing

genes encoding HPT, HPPD, and TC [116].

The impact of HPPD expression can be enhanced

by the simultaneous expression of TyrA, the enzyme

responsible for the synthesis of HPP from prephenate

(Fig. 6). TyrA expression has little effect on its own, but

when combined with HPPD in tobacco,

tocochromanol levels in the leaves increased eightfold

[117]. Similar results have been achieved in

Arabidopsis, canola, and soybean seeds using the

same combination of genes, although the total

tocochromanol content increased only 2–2.5-fold in

these cases [118]. The expression of HPT, HPPD, and

TyrA increased the tocochromanol content of seeds

fivefold, and the further addition of geranylgeranyldi-

phosphate reductase (GGDR), which provides

the precursor phytyldiphosphate, increased the

tocochromanol content by up to 15-fold [118].

The seed-specific expression of Arabidopsis MPBQ-

MTand g-TMT in soybean resulted in a complete con-

version of b-, g-, and d-tocopherols to a-tocopherol,
with a fivefold enhancement in the vitamin E activity

of soybean oil [119]. Similarly, Tavva et al. [120]

achieved a 10.4-fold increase in a-tocopherol levels
and a 14.9-fold increase in b-tocopherol levels in soy-

bean seeds expressing Perilla frutescens g-TMT.
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Vitamin E synthesis in plants [111]. The pathway involves the prenylation of homogentisic acid (HGA), derived from the

shikimate pathway, with phytyldiphosphate (PDP), derived from the methylerythritol phosphate (MEP) pathway.

Prenylation may be carried out by two different enzymes – HPT (homogentisate phytyltransferase) or HGGT

(homogentisate geranylgeranyl transferase) – to generate alternative intermediates that give rise to the tocopherol and

tocotrienol branches of the pathway, respectively. These intermediates are substrates for the same three enzymes,

yielding eight different products. Additional substrate abbreviations: GGPP, geranylgeranyl pyrophosphate; HPP:

r-hydroxyphenylpyruvic acid; MPBQ, 2-methyl-6-phytylbenzoquinol; DMPBQ, 2,3-dimethyl-5-phytylbenzoquinol;

MGGBQ, 2-methyl-6-geranylgeranylplastoquinol; DMGGBQ, 2,3-dimethyl-5-geranylgeranylplastoquinol. Additional

enzyme abbreviations: GGDR, geranylgeranyl diphosphate reductase; HPPD, HPP dioxygenase; MPBQ-MT: MPBQ

methyltransferase; TC, tocopherol cyclase; g–TMT: g-tocopherol methyltransferase
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Vitamin C Most vitamin C (ascorbic acid) in plants

is synthesized through the L-galactose pathway [121],

although other routes through galacturonic acid,

L-glucose, and myo-inositol have been proposed

[122]. Oxidation of ascorbic acid produces the

short-lived radical monodehydroascorbate (MDHA),

which is either converted to ascorbic acid by MDHA
reductase (MDHAR) or undergoes spontaneous

degradation into ascorbic acid and dehydroascorbate

(DHA). DHA is then either recycled to ascorbic

acid by dehydroascorbate reductase (DHAR), using

glutathione as the reductant, or undergoes irrevers-

ible hydrolysis to generate 2,3-diketogulonic acid

(Fig. 7).



Biotechnology and Nutritional Improvement of Crops. Table 7 Transgenic plants with enhanced tocochromanol levels

[111]

Species Genes (source) Promoters Tocochromanol levels in transgenic plants

Tobacco
(Nicotiana
tabacum)

hppd (barley;
Hordeum vulgare)

CaMV 35S 50 mg/g DW in seeds (1.5–2-fold)

tyrA (Erwinia
uredovora)

Arabidopsis
histone gene
H4748

67 mg/g DW in leaf (1.3-fold)

tyrA (E. uredovora),
hppd (Arabidopsis)

14.3 mg/g DW of a-tocotrienols

551 mg/g DW in leaf (10-fold)

Corn (Zea mays) hggt (barley) Embryo-specific >800 nmol/g DW in seeds (6-fold)

hppd and vte3
(Aradidopsis)

CaMV 35S 9.5 mg/g DW (3-fold)

Lettuce (Lactuca
sativa)

vte4 (Arabidopsis) CaMV 35S Improved a-/g –tocopherol ratio up to 0.4–544 as
compared to a/g ratio in wild type, which is 0.6–1.2

Mustard
(Brassica juncea)

vte4 (Arabidopsis) CaMV 35S 62.29 mg/g of a-tocopherol levels in seeds (6-fold)

Canola (Brassica
napus)

hppd (Arabidopsis) DC3O 819 mg/g oil in seeds (1.2-fold)

hppd, hpt1, vte1
(Arabidopsis)

DC3O (hppd),
napin (hpt1, vte1)

1,850 mg/g oil in seeds (2-fold)

tyrA (E. uredovora) Lac 540 mg/g of total tocochromanols in seeds (2.3-fold)

tyrA (E. uredovora),
hppd, hpt1
(Arabidopsis)

Lac 3.7-fold increase in seeds

vte1 (Arabidopsis) Napin 1,018 mg/g oil of total tocochromanols in seeds (20–50%
increase)

vte1 (corn) Napin 1,159 mg/g oil of total tocochromanols in seeds

Soybean
(Glycine max)

tyrA (E. uredovora),
hppd, hpt1 and ggh
(Arabidopsis)

Lac 4,806 mg/g of total tocochromanols in seeds (15-fold)

vte3 (Arabidopsis) 7Sa The majority of the tocopherol accumulated as
g-tocopherol (75–85%) with increased a-tocopherol as well.
By contrast, these seeds had very low levels of b- and
d-tocopherol, only 0.5–1.5% of total tocopherols

vte4 (Arabidopsis) 7Sa 100% of a-tocopherols in seeds

vte3 and vte4
(Arabidopsis)

7Sa 8-fold increase in a-tocopherol in seeds

vte4 (Perilla
frutescens)

Vicilin 390 nmol/g FW of a-tocopherol content in seeds (10.4-fold)

52 nmol/g FW of b-tocopherol content in seed (14.9-fold)
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Species Genes (source) Promoters Tocochromanol levels in transgenic plants

Arabidopsis
(Arabidopsis
thaliana)

vte4 (Arabidopsis) DC3 328 mg/g a-tocopherol in seeds (86-fold)

hppd (Arabidopsis) CaMV 35S, DC3 37% and 28% increase of tocopherol levels in leaf and seed
respectively

hpt1 (Arabidopsis) CaMV 35S 4.4-fold increase in total leaf tocopherol content (mainly
a-tocopherols)

hpt1 (Arabidopsis) Napin 2-fold increase of tocopherols in seed

Source: Data updated from [111]

D-Man-P

GDP-D-Man

GDP-L-Gal

L-Gal -P

L-Gal

L-GalL

L-Ascorbate

GDP-L-Gul

L-Gul-P

L-Gul

L-GulL

GDP-L-Gul

UDP-D-galacturonate

D-galacturonate

L-Galactonate

L-GulLoxidase

D-Glucuronate

L-Gulonate

myo-Inositol

myo -Inositol
oxidase

Monodehydroascorbate

Dehydroascorbate

Dehydroascorbate
reductase

Ascorbate
oxidase

Biotechnology and Nutritional Improvement of Crops. Figure 7

Synthesis of ascorbic acid in plants [96]. Abbreviations: Gal, galactose; GaIL, galactonolactone; GDP guanidine diphophate;

Gul, gulose; GuIL, gulonolactone; Man, mannose; P, phosphate; UDP, uridine diphosphate
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Since at least three separate metabolic pathways are

involved in the biosynthesis of ascorbic acid in plants in

addition to the recycling of oxidation products,

three different strategies have been used to enhance

ascorbate levels: overexpression of enzymes involved

in ascorbate biosynthesis, overexpression of recycling
enzymes (such as DHAR) to enhance regeneration,

and antisense suppression of ascorbate oxidase

(Table 8). Enhancing ascorbate regeneration has

been the most successful approach [122]. The expres-

sion of wheat DHAR increased ascorbate levels by

twofold in transgenic corn seed and fourfold in
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Species Genes (source) Promoters
Ascorbate levels in
transgenic plants

Corn (Zea mays) dhar (wheat; Triticum aestivum) Corn Ubi-1
(constitutive)

�150 nmol/g FW in
kernel (1.9-fold)

dhar (rice; Oryza sativa) Barley (Hordeum
vulgare) D-hordein

607.2 nmol/g FW
(6.1-fold)

Tomato (Solanum
lycopersicum)

mMDH CaMV 35S
(constitutive)

(5–6-fold)

Lettuce (Lactuca
sativa)

GLOase (rat; Rattus norvegicus) CaMV 35S 430–580 nmol/g FW
(4–7-fold)

Tobacco (Nicotiana
tabacum)

GLOase (rat) CaMV 35S 480 nmol/g FW
(7-fold)

dhar (wheat) CaMV 35S 2,800 nmol/g FW
(2.4-fold)

GalLDH (tobacco) CaMV 35S (1.5–2-fold)

GMP (Malpighia glabra) MgGMP 800–1,000 nmol/g FW
(2-fold)

GGT (GDP-L-galactose D- mannose-1-phosphate
guanyltransferase) (Actinidia chinensis)

CaMV 35S 1,000 mg/g FW (3-fold)

PMM (M. glabra) MgGMP 700 mg/g FW (2-fold)

Arabidopsis
(Arabidopsis
thaliana)

GalUR (strawberry; Fragaria � ananassa) CaMV 35S �600 nmol/g (3-fold)

miox4 (Arabidopsis) CaMV 35S �500 nmol/g FW
(2–3-fold)

GGT (GDP-L-galactose guanyltransferase) (Actinidia
eriantha)

CaMV 35S 8.6–12-fold

GME (GDP-L-mannose-30,50-epimerase) (A. eriantha) CaMV 35S

Source: Data updated from [122]
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transgenic tobacco leaves, with concomitant

reductions in the levels of DHA [123], whereas

the expression of rice DHAR in corn increased

the level of ascorbate in the seeds by more than

sixfold [96].

Jain and Nessler [124] achieved a sevenfold increase

in ascorbate levels by expressing L-gulono g-lactone
oxidase (GLOase) in tobacco and lettuce (the lack

of this enzyme accounts for the inability of primates

to synthesize their own ascorbic acid). Transgenic

tobacco plants expressing phosphomannomutase

(PMM) or GDP-D-mannose pyrophosphorylase

(GMP) also accumulated double the normal levels of

ascorbate [125].
Plants of the genus Actinidia are particularly rich in

ascorbic acid, so genes from the ascorbate biosynthesis

pathway in Actinidia species have been expressed in

model plants to ascertain if this can be used to boost

ascorbate levels. Transgenic tobacco plants expressing

Actinidia chinensis GDP-L-galactose guanyltransferase

contained threefold the normal levels of ascorbate in

the leaves [126] whereas Arabidopsis plants expressing

the equivalent enzyme from Actinidia eriantha

contained 4.2-fold more ascorbate than normal.

Expressing this enzyme in concert with GDP-L-man-

nose-30,50-epimerase achieved a 12-fold increase in

ascorbate revealing an important bottleneck in the

L-galactose pathway [127].
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Synthesis of folate in plants [96]. Abbreviations: aminodeoxychorismate (ADC), GTP cyclohydrolase I (GCHI), ADC synthase

(ADCS), DHN, dihydroneopterin; -P/-PP/-PPP, mono/di/triphosphate; DHM, dihydromonopterin; HMDHP,

hydroxymethyldihydropterin

Biotechnology and Nutritional Improvement of Crops. Table 9 Transgenic plants with enhanced folate levels [172]

Species Genes (source) Promoters
Folate levels in
transgenic plants

Tomato (Solanum
lycopersicum)

gtpchI (mammalian) Tomato E8 0.8–2.3 nmol/g FW
(2-fold)

gtpchI (mammalian) and adcs
(Arabidopsis)

Tomato E8 8.4 mg/g DW (25-fold)

Corn (Zea mays) folE (Escherichia coli) Barley (Hordeum vulgare)
D-hordein

1.94 mg/g DW (2-fold)

Arabidopsis (Arabidopsis
thaliana)

folE (E. coli) CaMV 35S 2.27–4.70 nmol/g FW
(2–4-fold)

Rice (Oryza sativa) gtpchI (Arabidopsis) Rice endosperm-specific
globulin (glb-1)

38.3 nmol/g (100-fold)

adcs (Arabidopsis)

Lettuce (Lactuca sativa) gtpchI (chicken; Gallus gallus) CaMV 35S 1.9 mg/g (5.4-fold)

Source: Data updated from [172]
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Folate Folic acid is a tripartite molecule combining

pterin, p-aminobenzoate (PABA), and one or more

glutamate moieties. The three parts of the molecule

are produced separately in different subcellular com-

partments (plastids, cytosol, and mitochondria) and

then joined together. Pterin is formed from guanosine

triphosphate (GTP) in the cytosol and PABA is formed
from chorismate in the plastids. These moieties are

then transported to the mitochondria, where they con-

dense to form dihydropteroate and are converted to

polyglutamates (Fig. 8). Metabolic engineering can be

used to increase folate levels in plants but the compart-

mentalization of the pathway adds a degree of com-

plexity (Table 9).
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Table 10 Some examples of mineral nutritional enhancers

and antinutrients in plant foods [37]

Nutritional enhancers Major dietary source

b-Carotene (pro-vitamin A) Green and orange
vegetables

Certain amino acids
(cysteine, lysine, etc.)

Animal meats

Certain organic acids
(ascorbic acid, citrate, etc.)

Fresh fruit and vegetables

Hemoglobin Animal meats

Inulin Chicory, garlic, onion,
wheat, artichoke

Long-chain fatty acids Human breast milk

Antinutrients Major dietary source

Phytic acid (phytate) Whole legume seeds and
cereal grains

Goitrogens Brassicas and Alliums

Hemagglutinins Most legumes and wheat

Oxalic acid (oxalate) Different vegetables
(spinaches, beet, linseed,
oca)

Tannins and other
polyphenolics

Tea, coffee, beans,
sorghum

Source: Adapted from [37]

316 Biotechnology and Nutritional Improvement of Crops
Initial strategies involvingmodulation of individual

branches of the pathway have been moderately success-

ful. For example, expressing GTP cyclohydrolase 1

(GCH1) enhances the cytosolic (pterin) branch of the

pathway and increases pterin levels, which ensures that

the other two branches become rate limiting. In

tomato, this approach doubled the normal levels of

folate in the fruit [128]. Similar results were achieved

by enhancing the PABA branch of the pathway by

overexpressing aminodeoxychorismate synthase

(ADCS) [129]. Each of these experiments revealed the

limitations of the other pathway branches, but by cross-

ing the two transgenic lines, the enhanced pathways

were combined resulting in complementation between

them and the creation of transgenic tomato fruits

containing 25-fold the normal levels of folate [129].

The strategy has been replicated in other crops with

similarly impressive results: the expression of

Arabidopsis GCH1 and ADCS in rice endosperm, e.g.,

increased folate levels by up to 100-fold [130].

Pantothenate Although most work in the area of

vitamin enhancement in plants has focused on

vitamins A, B9 (folate), C, and E, there have been

a small number of studies addressing other vitamins.

Fouad and Rathinasabapathi [131] expressed the E. coli

panD gene encoding L-aspartate-a-decarboxylase
(ADC) in tobacco and increased the level of pantothe-

nate (vitamin B5) in the leaves by up to 4.1-fold. Sim-

ilarly, Chakauya et al. [132] expressed the E. coli panB

gene encoding ketopantoate hydroxymethyltransferase

(KPHMT) in canola, increasing levels of pantothenate

in leaves, flowers, siliques, and seeds by 1.5–2.5-fold

compared with the wild type.

Increasing Mineral Levels

In contrast to the situation with vitamins and essential

amino acids and fatty acids, the mineral content of

plants cannot be increased by metabolic engineering

because minerals are not synthesized de novo by plants;

instead they are taken up from the environment. There-

fore, increasing the mineral density of plants using

biotechnology involves a different set of strategies,

focusing on the introduction of genes that improve

the efficiency of mineral extraction from the soil

(through improved mobilization and/or improved
uptake), improve the efficiency of transport from the

roots to storage organs such as seeds and fruits, and

increase the capacity of storage organs to store minerals

in a form that is available in the diet and not toxic to the

plant [23, 32]. In addition, these strategies can be

supplemented with those seeking to reduce the abun-

dance of antinutritional compounds such as phytate,

which inhibits mineral absorption in the gut, and/or to

increase the abundance of nutritional enhancer com-

pounds such as inulin, which facilitate mineral absorp-

tion by slowing down the progress of food through the

gut (Table 10).

Mineral Uptake and Transport The efficiency with

which minerals are taken up from the soil depends on

their accessibility, which in turn reflects their solubility
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Strategies for iron acquisition by plants [134]. Strategy I, as used by non-graminaceous plants, involves the acquisition of

Fe2+ after reduction of Fe3+ in the rhizosphere by secreted reductases. Strategy II, as used by graminaceous plants,

involves the secretion of phytosiderophores (PS) which chelate Fe3+, allowing absorption of the chelated complexes
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and interactions with soil particles. Iron is present in

the soil mainly as Fe3+, an insoluble form with the

tendency to bind strongly to inert particles. Therefore,

plants have evolved two distinct strategies to facilitate

iron absorption (Fig. 9). Strategy I is used by non-

graminaceous plants and involves acidifying the rhizo-

sphere through the secretion of protons, reducing Fe3+

to Fe2+ using reductases and then absorbing the

soluble Fe2+ using specific transporters. Strategy II is

used by graminaceous plants and involves the direct

acquisition of Fe3+ by secreting chelating agents

(phytosiderophores) into the rhizosphere, followed by

adsorption of the chelated iron complexes. Specific

root transporters are then required for the uptake of

the soluble Fe3+-phytosiderophore complexes [133].

Zinc is present in soil as Zn2+ and can be directly

absorbed in this form. Many of the genes required for

zinc uptake, sequestration, and redistribution in plants

have been identified [44] and it is thought that
zinc-hyperaccumulating plants sequester large

amounts of zinc in the vacuole, a strategy that

confers zinc tolerance. However, Zn2+ can also form

chelates with phytosiderophores, and the Zn2+-

phytosiderophore complexes share the same channels

as those used for iron chelates. Therefore, some strate-

gies that have been developed to improve the uptake of

iron also improve the uptake of zinc as a beneficial by-

product, and vice versa, although this depends on the

genes involved [134]. Other minerals are taken up

through specific transporters, e.g., plants take up sele-

nium from the soil in the form of selenate (via sulfate

transporters), selenite (via phosphate transporters), or

as organic compounds (selenoproteins), and they take

up calcium via specific Ca2+/ H+ antiporters (CAX).

Once inside the plant, minerals may also share trans-

port mechanisms – e.g. Fe2+, Zn2+, and Ca2+ may all

form complexes with nicotianamine for transport

through the phloem to sink tissues.
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Species Genes (source) Promoters
Mineral content in seeds (and
increase relative to wild type)

Iron

Corn (Zea mays) ferritin (soybean; Glycine max) + phytase
(Aspergillus niger)

Rice glutelin-1 38 mg/g DW (2-fold)

Rice (Oryza sativa) ferritin (soybean), Rice gluB-1 38.1 mg/g DW (3-fold)

Corn Ubi-1 No increase in seeds

Rice GluB-1 34.7 mg/g DW (4.4-fold)

Rice Glb-1 27 mg/g DW (3-fold)

ferritin (pea; Pisum sativum), CaMV-35S 31.3 mg/g DW (4.82-fold)

ferritin (common bean; Phaseolus vulgaris) +
phytase (Aspergillus fumigatus)

Rice glutelin-1 22.07 mg/g DW (2-fold)

nas1 (Arabidopsis; Arabidopsis thaliana) +
ferritin (common bean)

CaMV35S +
rice globulin

7 mg/g DW (6.3-fold) (in polished rice)

Tobacco
(Nicotiana
tabacum)

nas1 (barley; Hordeum vulgare) CaMV35S (2.3-fold in leaves)

nas1 (Arabidopsis) CaMV35S (1.5-fold in leaves)

Calcium

Carrot (Daucus
carota)

sCAX 1 (Arabidopsis) CaMV35S 3.9 mg/g DW (1.6-fold) (in carrot)

Lettuce (Lactuca
sativa)

sCAX 1 (Arabidopsis) Cell division
cycle (cdc2a)

18.9 mg/g DW

Potato (Solanum
tuberosum)

sCAX 1 (Arabidopsis) CaMV35S 1.7 mg/g DW (3-fold) (in tuber)

CAX2B chimeric (Arabidopsis) CaMV35S 2.5 mg/g DW (3-fold) (in tuber)

Rice sCAX 1 (Arabidopsis) CaMV35S not determined

Tomato (Solanum
lycopersicum)

CAX 4 (Arabidopsis) CaMV35S 1.8 mg/g DW (in fruit)

Source: Data updated from [23]
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In order to improve iron uptake from the soil,

transgenic plants have been created expressing heterol-

ogous iron transporters, reductases, and enzymes

involved in phytosiderophore biosynthesis (Table 11).

For strategy I plants, such approaches have usually

involved the expression of iron transport proteins,

whereas for strategy II plants, iron accumulation can

be enhanced by the production of higher levels of

phytosiderophores, with the anticipated collateral

effects on zinc absorption [23]. In rice, e.g., iron and

zinc uptake was improved by the expression of the

barley naat-A and naat-B genes encoding
nicotianamine aminotransferases, which are involved

in phytosiderophore biosynthesis [135]. Similarly, the

overexpression of barley nicotianamine synthase in

tobacco doubled the iron and zinc concentrations

in leaves [136]. Transgenic barley expressing the

Arabidopsis ZIP1 iron/zinc transporter, despite having

smaller seeds, accumulated twice the amount of zinc

and iron as wild-type plants [137]. In contrast, consti-

tutive overexpression of barley ZIP7 increased the zinc

content of the grain by 50%, but had negligible effect

on the iron content regardless of the abundance of zinc

in the soil, showing that iron and zinc are not always
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co-absorbed [138]. Interestingly, expression of the

Arabidopsis putative zinc transporter MTP1 in barley

led to a dramatic short-term increase in the amount of

zinc stored in the roots under high zinc loads, but no

difference in the amount of zinc in the seeds over the

long term [139].

Several different approaches can be envisaged to

enhance the uptake and storage of selenium, based on

the multiple inorganic and organic sources of selenium

in the soil and the manner in which they are

interconverted [140]. ATP-sulfurylase (APS) is rate

limiting for selenate reduction and accumulation in

most plants, so the overexpression of this enzyme can

increase the uptake of selenate [141]. Selenocysteine

methyltransferase (SMT) converts selenocysteine

into selenium-methylselenocysteine (MetSeCys), a

nontoxic form found at high levels in the selenium-

hyperaccumulator, Astragalus bisulcatus, so the

overexpression of this enzyme would be a suitable

approach for increasing the accumulation of organic

selenium.

Pilon-Smits et al. [141] expressed Arabidopsis APS

in Indian mustard, resulting in a threefold increase in

selenium levels in leaves and greater tolerance for high

selenate levels in the soil. The levels of organic selenium

also increased because of the increased capacity for

selenate reduction [141, 142]. Indian mustard plants

overexpressing both APS and SMT accumulated

10-fold more MetSeCys than normal, reflecting the

increased uptake of selenate and its conversion to

MetSeCys as well as the reduction of selenite [143].

More recently, McKenzie et al. [144] expressed Brassica

oleracea APS and Astragalus bisulcatus SMT in tobacco

plants supplied with selenate. The expression of SMT

increased total selenium levels up to 4-fold, and

whereas the expression of APS did not increased total

selenium level, when combined with the SMT, a greater

proportion of selenium was converted into MetSeCys.

The calcium content of crops has been enhanced by

expressing specific Ca2+/ H+ antiporters located in the

vacuolar membrane (Table 11). For example, the

Arabidopsis cation exchanger 1 antiporter (sCAX1)

[145], enhances the level of bioavailable calcium when

expressed in transgenic potato tubers and carrot tap-

roots [33, 146–148]. The same protein has been

expressed in transgenic lettuce, which accumulated

higher levels of calcium than wild-type leaves without
impacting on flavor or crispness [149]. Kim et al. [150]

constructed a chimeric Arabidopsis gene (CAX2B) by

combining a truncated N-terminal portion of CAX2

with the “B” domain from CAX1. Transgenic potatoes

expressing this recombinant construct accumulated

calcium without affecting the levels of related cations

such as Mn2+. Transgenic tomatoes expressing the

Arabidopsis CAX4 gene also accumulated higher levels

of calcium than wild-type fruits [150].

Mineral Storage in Sink Tissues In cereal grains,

minerals are predominantly stored in the bran (embryo

and aleurone layer) rather than the endosperm, which

means that much of the nutritional value of cereals is

lost during polishing [151]. Encouraging plants to

absorb more minerals from the soil is therefore not

sufficient to increase the nutritional value of food. In

addition to improving mineral uptake, cereals must be

engineered to accumulate minerals in the endosperm.

Minerals in plants are found both as free ions in

solution and as complexes with dedicated proteins that

have evolved for the specific function of mineral trans-

port and storage (protecting the plants against both

mineral deficiency and overload). Ferritin, e.g., is

a 450-kDa protein consisting of 24 subunits that

form a shell, enabling the storage of up to 4,500 Fe3+

ions as crystallites with hydroxide and phosphate.

Recombinant soybean ferritin has been expressed in

the endosperm of several cereals allowing the accumu-

lation of iron in the endosperm [152–155] and pea

ferritin has also been constitutively expressed in rice

[156]. In the best cases, the level of bioavailable iron

exceeded 35 mg kg�1.

Combined Strategies to Increase Mineral Density in

Cereal Grains Although increasing the uptake of

iron and the ability of plants to accumulate iron both

work as individual strategies to improve the mineral

content of cereal crops, there are limitations when each

strategy is applied alone. Increasing the uptake of iron

without considering its distribution will result in the

hyperaccumulation of iron in vegetative tissues as well

as the seeds, eventually resulting in overload and tox-

icity. Conversely, the overexpression of ferritin without

compensating for the increased iron storage capacity

results in the sequestration of free iron needed by plant

cells for normal physiological functions, inhibiting
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photosynthesis and causing chlorosis even if plenty of

iron is available in the soil [154]. These issues can be

overcome by combining the strategies, i.e., increasing

both uptake and storage capacity in the same plant. For

example, the combined expression of Arabidopsis

nicotianamine synthase and soybean ferritin in rice

resulted in rice grains with 6.3-fold more iron in the

polished endosperm than wild-type plants (and also

elevated levels of zinc), but no adverse effects [157].

Strategies to Ensure Stored Minerals Are Bioavail-

able Increasing the levels of minerals in plants does

not necessarily increase their bioavailability, i.e., the

proportion of the mineral that can be absorbed in the

human gut [23]. In some cases, bioavailability depends

on the chemical form in which a mineral is presented.

For example, selenomethionine is a more bioavailable

form of selenium than any inorganic source [18], and

heme iron is more bioavailable than nonheme iron

[158]. For cereals in particular, bioavailability reflects

the presence of antinutritional compounds that inhibit

absorption, such as phytate and oxalic acid, which

chelate divalent cations (Table 10). It has been shown

that high levels of such compounds can reduce mineral

bioavailability to the extent of causing marginal defi-

ciency diseases even if absolute mineral levels are ade-

quate [159]. This can easily be overcome with a varied

diet, but is particularly challenging in developing coun-

try settings where a monotonous diet of staple cereals

in commonplace.

Strategies to tackle the presence of antinutritional

compounds include conventional breeding to reduce

the level of phytate in cereals, and biotechnology-based

approaches to either reduce phytate levels or increase

the levels of nutritional enhancers that counteract the

effect of phytate. For example, natural variation in

levels of the nutritional enhancer inulin has been inves-

tigated to increase the bioavailability of zinc [160].

Mutagenesis and conventional breeding have been

used to generate low-phytate corn, barley, rice, and

soybean [161, 162], which have 66%, 95%, 64%, and

80% less phytate, respectively, than corresponding

wild-type lines, as well as beans with a 90% reduction

of the normal levels of phytate but with no adverse

effects on plant growth and development [163].

A Medicago truncatula mutant has also been bred

with low levels of oxalic acid and therefore 22.87%
higher calcium bioavailability [164]. Phytate levels

have also been reduced in transgenic cereals by

expressing a recombinant fungal enzyme (phytase)

that degrades the compound. This strategy has been

used to increase iron bioavailability in wheat (86%

reduction in phytate [165, 166]) and corn (23% reduc-

tion in phytate [167]). The combined expression of

ferritin and phytase was used in rice [168] and corn

[169] (95% reduction of phytate) to increase iron levels

and bioavailability in simulated digestion/absorption

trials.

Stacking Nutritional Enhancement Traits The vast

majority of transgenic plants engineered for nutritional

enhancement have been created with the specific inten-

tion of tackling one particular nutrient (or class

thereof). In many cases, this has involved the transfer

of a single gene. In others, discussed above, two trans-

genic lines have been crossed to combine enhance-

ments in an additive or synergistic manner, e.g.,

enhancing iron uptake and accumulation, or enhanc-

ing two branches of a metabolic pathway to increase

the levels of folate. An alternative approach is

supertransformation (the transformation of transgenic

plants with additional transgenes), which has been

used to produce VLC-PUFAs in Arabidopsis [88].

Both methods have two major drawbacks – the long

and labor-intensive development process involving

several breeding generations, and the fact that the dif-

ferent transgenes are unlinked, leading to segregation

in subsequent generations [170]. Cotransformation

refers to the simultaneous introduction of two or

more transgenes, and its major advantages are that

plants carrying multiple transgenes are produced in

one generation and all the transgenes are likely to

integrate at the same locus, thus preventing segrega-

tion. Cotransformation has been used to introduce up

to seven transgenes simultaneously for the purpose of

nutritional enhancement, in this case, the enhancement

of carotenoid synthesis in canola [99], but even in this

case, the aim was to modulate the levels of a single

nutrient, b-carotene.
It is clear that, regardless of the success of experi-

ments involving individual nutrients, the deployment

of a transgenic plant line enhanced for a single nutri-

ent will only serve to shift the problem of nutrient

deficiency onto a different compound. In order to
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address the challenge of micronutrient deficiency in

a global manner, the next objective must be to enhance

staple crops for all essential nutrients simultaneously.

Zhu et al. [95] reported a unique and surprisingly

straightforward approach to this challenge based on

combinatorial nuclear transformation in corn. They

chose the carotenoid biosynthetic pathway and

transformed corn with a collection of five transgenes

encoding the enzymes phytoene synthase, phytoene

desaturase, lycopene b-cyclase, b-carotene hydroxylase,
and b-carotene ketolase. Unlike other transformation

experiments where the aim is to achieve a defined out-

come, here the aimwas to generate maximum diversity,

i.e., a library of transformants expressing different

combinations of transgenes. Transgenic plants

expressing different enzyme combinations and show-

ing distinct metabolic phenotypes were generated,

allowing the identification and complementation of

rate-limiting steps in the pathway. Individual trans-

genic lines were identified with extraordinarily high

levels of b-carotene (as discussed earlier) and other

carotenoids, providing the mechanism to generate

plants with high levels of different nutrients in the

same experiment. The same group expanded this prin-

ciple by breeding selected transgenic lines with selected

non-transgenic cultivars to generate lines with unprec-

edented levels of zeaxanthin [34] and by repeating the

process with additional transgenes to identify plants

simultaneously enhanced for multiple vitamins. Using

four transgenes encoding enzymes from three meta-

bolic pathways (corn PSY and bacterial CrtI for carot-

enoid synthesis, rice DHAR for ascorbate synthesis,

and E. coli GCH1 for folate synthesis), Naqvi et al.

[96] generated transgenic corn lines with a 407-fold

increase in b-carotene (57 mg/g DW), a 6.1-fold

increase in ascorbate (106.94 mg/g DW), and a 2-fold

increase in folate (200 mg/g DW) compared to the non-

transformed control plants.
Future Directions

Biotechnology has the potential to address some of the

major elements of food insecurity both by increasing

the availability of food and making that food more

nutritious. The nutritional properties of plants can

be improved by increasing the levels of essential

amino acids, PUFAs, and vitamins, and by favoring
the accumulation of minerals in a bioavailable

form. Golden Rice and Multivitamin Corn are key

developments in the history of nutritional enhance-

ment, providing models for the development of crops

that will particularly benefit subsistence farmers in

developing countries. It is imperative that the focus

shifts away from single gene strategies and single

nutrients and toward the introduction of multiple

genes that simultaneously enhance multiple pathways,

leading ultimately toward the creation of transgenic

crops that are in every sense of the word nutritionally

complete.
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Glossary

Beef Improvement Federation (BIF) accuracy Amet-

ric of accuracy that is more conservative than true

accuracy. It is linearly related to prediction error

variance.

Bio-economic index A collection of EPD that are rel-

evant to a breeding objective whereby each EPD is

multiplied by an economic weight.

Composite A crossbred animal. Generally thought of

in terms of a pedigreed seedstock animal that is

a cross of two or more breeds.

Expected progeny difference Equivalent to half of

a breeding value.

Molecular breeding value The sum of marker effects

multiplied by the number of copies of a given

marker.

Definition of the Subject

The beef cattle industry represents a diverse and unique

sector of animal agriculture with varying breeds, pro-

duction climates, and marketing objectives. The indus-

try is not vertically integrated and thus breeding and

selection decisions are controlled by individual farmers

and ranchers. In the United States, the average herd size
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
is less than 30 cows. However, there exists sound tools

from which to make genetic selection decisions to

ultimately make genetic change and improve profit-

ability. These tools, some of which have been utilized

for decades, are available to all beef cattle producers.

The utilization of current genetic selection tools can aid

in the profitability and ultimately the sustainability of

beef enterprises.

Introduction

The beef cattle industry is comprised of seedstock and

commercial producers. In general, genetic improve-

ment, or accumulation of breeding value, occurs in

the seedstock sector and flows to the commercial

industry via the purchase of bulls and/or semen. Less

than 10% of producers in the United States utilize

artificial insemination (AI). Selection decisions can be

made based on a plethora of information, but the most

informative are breeding values or expected progeny

differences (EPDs) in the US and economic index

values. There are several EPD and index values across

multiple breeds.

There have also been an increasing number of com-

mercially available genomic tests made available for

multiple traits. Some of these have undergone indepen-

dent validation, while others have not. This technology

holds the promise to increase the rate of genetic pro-

gress and to allow for selection on those traits that are

expensive or challenging to measure routinely. How-

ever, there still exist several caveats to solve before this is

completely brought to fruition.

Sustainability from a beef perspective will depend

on economics and consumer perception. Genetic selec-

tion will need to focus on tools that aim solely at the

genetic component of phenotypes and tools that apply

economic parameters need to be quantified such that

a return on investment can be determined. Consumer

demand will ultimately be dictated by price and prod-

uct quality suggesting that efficient genetic selection is

needed and that selection tools need to evolve to

improve end-product quality.

Structure of the Beef Industry

In other species, such as swine and poultry, the breed-

ing pyramid is much more clearly defined than in
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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beef cattle given formalized breeding companies.

However, it still exists in beef cattle (Fig. 1) as some

purebred producers have a much larger influence over

the gene pool of a breed compared to others. At the

nucleus level, animals (particularly sires) are produced

for use at the multiplier level although some nucleus

animals are sold directly to commercial herds. The

nucleus herds are the drivers of genetic change. The

multiplier herds, as the name implies, multiply genes

from the nucleus populations to produce animals for

use in the commercial sector. It is possible, and does

occur, for animals from multipliers to enter into

nucleus herds.

There are fourmain pathways fromwhich herds can

influence the rate and direction of genetic change:

producing sires of sires, sires of dams, dams of sires,

and dams of dams. The most influential is sires of sires.

As an example, Marquez et al. [1] characterized the

population structure of the Red Angus breed and

found that indeed it could be divided into nucleus

and multiplier herds and that only 30% of the total

herds produced sires of sires.

Basic Principles of Genetic Improvement

In order to make genetic improvement the target trait

(s), observable or measureable characteristics of an
animal, must display variation. The goal of genetic

improvement is to improve the phenotype, observed

category or measured level of performance for

a trait, by improving the genotype or genetic makeup

of an animal to best fit the system and to make the

best product for consumers. The phenotype (P) of an

animal is comprised of both genetic (G) and

nongenetic factors such as the environment (E) such

that

P ¼ Gþ E

These two primary factors, G and E, can be

further divided into additive (A), dominance (D),

and epistatic (I) genetic effects and both permanent

(EP) and temporary (ET) environmental effects such

that

P ¼ GA þ GD þ GI þ EP þ ET

Temporary genetic effects can be thought of as

differences in feeding regime or climate and are gen-

erally accounted for by contemporary groups whereas

PE are long lasting changes that influence future per-

formance (i.e., the loss of one-quarter of the udder).

Contemporary groups are considered to be a group of

animals that have been subjected to the same environ-

mental effects or managed alike such as being born in

the same year, season, and herd, being of the same sex,

and fed the same diet.
Trait Types

There are two broad categories of traits, simply

inherited and polygenic traits. Simple traits are

expressed qualitatively, controlled by only one or two

genes, and are typically influenced little by environ-

ment. In contrast, polygenic traits are controlled by

many genes, are greatly influenced by the environment,

and are quantitative in nature (i.e., they are expressed

numerically or on a continuous scale).
Simple Traits

In beef cattle, the phenotype of horns is controlled

by dominance wherein the horned allele is recessive.

If a heterozygous male is mated to a heterozygous

female the resulting calf has a 25% chance of being
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horned and a 75% chance of being polled (absence of

horns). This is illustrated in the Punnett Square below

where P denotes the polled allele, and p represents the

horned allele.

P p
B
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Black and red coat color is controlled in the same

manner where black is dominant to red such that

homozygous (BB) and heterozygous (Bb) animals are

black and only homozygous animals for the recessive

allele (bb) are red.

Similarly, many genetic defects in cattle are

also recessive in nature. A list of known genetic

defects in beef cattle can be found in Table 1. Use the

example of Neuropathic Hydrocephalus (NH),

a recessive lethal mutation found in Angus cattle.

If a heterozygous bull (Nn) is mated to a homozygous

normal female (NN) then the resulting offspring

would be 100% normal (i.e., not afflicted) with

50% of them being homozygous and the other 50%

heterozygous.
etic defects currently m

rimary breed(s) of
ncidence

ed Angus
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Coat color in shorthorn cattle is controlled by

co-dominance. There are three possible phenotypes

that can result from the pairing of two alleles, red (R)

and white (W). When two R or two W alleles pair

together the resulting animals is either red (RR) or

white (WW), respectively. However, the heterozygous

animals (RW or WR) or an intermediate color,

a mixture of both red and white called “roan.” The

example below illustrates the genotypes and phenotypes

that would be expected from themating of a roan bull to

a roan cow. In this example there is a 25% chance the

calves will be red, 50% chance they will be roan, and

25% chance the will be white.

R W
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Sex-influenced traits have different expressions in

different sexes given the same genotype. A classic exam-

ple of a sex-influenced trait in beef cattle is the presence
DNA test
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Federation (BIF) standard adjustment factors for birth and

weaning weight

AOD Birth weight Male Female
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or absence of scurs. Here the scured allele (Sc) would

appear to be dominant in males but recessive in

females.

Males Females

2 +8 +60 +54
SS = no scurs
 SS = no scurs

3 +5 +40 +36
SSc = scurs
 SSc = no scurs

4 +2 +20 +18
ScSc = scurs
 ScSc = scurs

5–10 0 0 0
11 and older +3 +20 +18
Polygenic Traits

The number of gametes that an individual can produce

is equal to 2nwhere n is the number of heterozygous loci.

The number of possible genotypes that can be produced

from any one mating is equal to 3n � 2m where n is the

number of loci where both parents are heterozygous and

m is the number of loci where only one parent is het-

erozygous. From this, it is obvious that from a single

mating there can arise numerous possible genotypes.

Individual heterozygous Both individual

at every loci

Number of
heterozygous

Number of
Number of
genes

1

gametes

2 (21)
genotypes

3 (31)
2
 4 (22)
 9 (32)
10
 1,024 (210)
 54,049 (310)
Basics of an EPD

A breeding value (BV) is cumulative additive value of

an animal. A transmitting ability (TA) is the average of

gametes an individual passes to offspring.

TA ¼ 1=2BV

In beef cattle, a TA is referred to as an expected

progeny difference (EPD).

EPDs allow for the comparison of animals within

a breed for their genetic potential as parents for a given

trait. EPDs have existed in the beef industry for decades

and their use has produced intended genetic change in

many traits.

Many traits (e.g., weaning weight, yearling weight

(YW), ultrasound measurements, etc.) must be
recorded within certain age windows (ranges when

it is acceptable to measure animals). Animals measured

outside of defined age windows will not have their

own record incorporated into an EPD calculation.

This allows for a fair comparison of animals. Specific

age windows can be found on the corresponding

breed association Web site. Records are then adjusted

to a constant endpoint, most generally age (Table 2).

Too often, seedstock producers and bull buyers

focus on actual weights and ultrasound data when

selecting sires. Expected progeny differences provide

a measure by which animals within a breed can be

compared to one another for their genetic potential as

parents for specific traits. EPDs incorporate multiple

sources of information, including full pedigree, an ani-

mal’s own record, and progeny information. As addi-

tional sources of information become available, the

accuracy of the EPD value increases. Prior to

a National Cattle Evaluation (NCE), animals are given

interim EPDs. During a genetic evaluation, all pedigree

information would be included.

Pedigree estimate:

Sire EPD ¼ 0:20 DamEPD ¼ 0:10

& .
Progeny EPD ¼ 0:20þ 0:10

2

� �
¼ 0:15

Pedigree estimate + animal record:

EPDI ¼ 0:5 � EPDSð Þ þ 0:5 � EPDDð Þ þ 0:5 � fð Þ
Where EPDI is the EPD for some individual I, EDPS is

the EPD for the sire of animal I, EPDD is the EPD for

the dam of animal I, and f is the Mendelian Sampling
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effect. The phenomena of Mendelian sampling

arises due to the fact that each parent passes a sample

half of its alleles to its offspring and every allele has an

equal likelihood of being passed on. This effect can be

quantified using contemporary group deviations and is

a measure of how much better or worse an animal is

compared to the average of his parents. One could

envision a scenario where an animal could receive

only the most desirable alleles from both parents

resulting in a favorably large Mendelian sampling effect

or the exact opposite which could result in an unfavor-

ably large sampling effect. Perhaps the best example is

a set of flush mates. Although all of them have the same

pedigree estimate, they differ considerably in terms of

performance and consequently their EPD, once they

have a record, differ due to Mendelian sampling.

When using EPD it is important to understand that

the role of EPD is to provide a measure of comparison

within a breed. To compare animals across breeds,

estimates from the US Meat Animal Research Center

(MARC) can aid in determining differences between

EPD of different breeds (Table 3). These across breed

adjustment factors, adjusted to an Angus basis, are

updated annually and can be found at http://www.

beefimprovement.org/proceedings.html.

Example:

If a Hereford bull has a birth weight EPD of 1.5 and

a Simmental bull has a birth weight EPD of 1.0 these
Breeding in Beef Cattle. Table 3 2008 Adjustment factors

for comparison of expected progeny difference (EPD)

across various breeds

Breed
Birth
weight

Weaning
weight

Yearling
weight Milk

Angus 0.0 0.0 0.0 0.0

Charolais 9.6 39.0 47.3 2.9

Gelbvieh 4.4 5.0 �22.4 7.0

Hereford 2.7 �2.9 �12.8 �15.3

Limousin 4.0 �3.8 �27.8 �11.9

Red Angus 2.8 �5.2 0.9 �3.9

Simmental 5.4 23.3 16.9 13.9

Source: Adapted from Kuehn et al. [2]. More breeds andmore traits

are available in the full results from the US Meat Animal Research

Center
adjustment factors can be used to approximate what

these two bulls birth weight EPDwould be on an Angus

basis so that they can be compared. On an Angus basis,

the Hereford bull would have a birth weight EPD of 4.2

(1.5 + 2.7) and the Simmental bull would have a birth

weight EPD of 6.4 (1.0 + 5.4). Therefore, it can be

expected in this scenario that the Hereford bull would

sire calves that are 2.2 lbs. lighter at birth. This table can

be an effective tool to determine differences in weight

and milk potential between major US breeds. This

information can be used to help determine which

breed(s) are better suited to different environments.

For instance, in a low input environment, breeds with

a negative adjustment factor for milk might be more

desirable.

Breed Average and Percentile Ranks

Table 4 illustrates a percentile rank table. These will be

different for every breed and will change yearly with the

addition of new animals with performance information

recorded. The 50th percentile represents breed average. If

an animal is in the top 1% for a given trait then it can be

said that 99 animals in a hundred are “worse” for that

trait. Conversely, if an animal is in the 95th percentile

then it can be said that 94 in 100 animals will be better

than him/her for that trait. Knowledge of percentile table

gives you an idea of how an individual ranks within

a breed for a specific trait or index. However, it may

not be beneficial to choose extreme animals. For

instance, even though a sire might be in the top 1% of
Breeding in Beef Cattle. Table 4 Percentile rank

Top % CED BW WW YW Milk

1 14 �2.5 67 117 34

5 11 �.9 59 105 30

10 10 �.1 55 99 28

20 9 .7 50 92 25

50 6 2.2 42 79 20

75 3 3.4 36 69 16

95 -2 5.2 26 50 10

CED calving ease direct, BW birth weight,WWweaning weight, YW

yearling weight, Milk maternal milk (maternal component of

weaning weight)

http://www.beefimprovement.org/proceedings.html
http://www.beefimprovement.org/proceedings.html
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the breed forMilk, hisMilk valuemay be too extreme for

your production environment.
EPD Definitions

BULL A BULL B
10
 6
Calving ease direct

Birth weight
 +2.0
 +3.5
Weaning weight direct
 20
 +22
Yearling weight
 +40
 +52
Yearling height
 .3
 .6
Milk
 +3
 �2
Maternal weaning weight
 +13
 +9
Gestation length
 �.1
 +1.1
Calving ease maternal
 4
 6
Mature daughter height
 +.5
 +1.0
Mature daughter weight
 0
 +30
Scrotal circumference
 +.1
 �.45
Heifer pregnancy
 6
 9
Carcass weight
 +2.0
 +20
Percent retail cuts
 0
 +.2
Marbling
 0
 �.3
Ribeye area
 +.06
 +1.6
Fat thickness
 �.01
 �.09
Tenderness
 �.1
 .1
Days to finish
 15
 10
Stayability
 10
 6
Maintenance energy
 0
 10
Docility
 6
 2
Calving ease direct – Bull A should have 4% more

unassisted births from first-calf heifers than Bull B.

While birth weight is an indicator of calving ease, it

does not tell the whole story. Calving ease is an eco-

nomically relevant trait. Producers should not use both

birth weight and calving ease EPD together since the

birth weight EPD is already used in the calculation of

calving ease.

Birth weight – Bull B’s calves would be on the aver-

age 1.5 lb heavier at birth. Normally, producers should
select bulls for use on heifers that are at or less than the

breed average for birth weight. Keep in mind that when

crossing breeds, heterosis or hybrid vigor can increase

birth weights 10–15% over a straight-bred average.

Weaning weight direct – Calves from Bull B should

average 2 lb more on adjusted weaning weights because

of additional growth. Because of the low accuracy asso-

ciated with yearling bulls, the amount of emphasis

placed on such a small difference should be limited.

These EPDs are virtually the same even if the accuracies

were high.

Yearling weight – Bull B’s calves should average

12 lb heavier at 1 year of age.

Yearling height – Bull B’s calves should be

0.3 in. taller on average at a year of age compared to

the offspring of Bull A. Height measurements are taken

at the hip. Height (the actual measurement and

not the EPD), along with age, is used to calculate

frame score.

Milk – Daughters from Bull A should produce calves

that are 5 lb (the difference between +3 and�2) heavier

at weaning. This is not a measure of pounds of milk but

rather weaning weight due tomilk production. This 5 lb,

unlike the weaning weight figure attributed to growth

from the bull, is the result of differences in the daughters’

milk production and mothering ability. Excessively high

milk levels in low input environments should be dis-

criminated against due to increased nutrient require-

ments of cows.

Total maternal (maternal weaning weight) –

Daughters from Bull A will produce calves that are

4 lb heavier at weaning because of their combined

genetics for growth and milk. This is a calculated

figure of one-half the bull’s weaning weight direct

EPD plus his milk EPD. For example, Bull A has

a maternal weaning weight value of 13 which is equal

to half of his weaning weight direct EPD (20/2 = 10)

plus his milk EPD [3].

Gestation length – Calves from Bull A should have

a 1-day shorter gestation.

Calving ease maternal – Bull B’s daughters should

calve as first-calf heifers with 2% more unassisted

births (6–4) than the daughters of Bull A.

Mature height – Bull B’s daughters should be.5 in.

taller at maturity.

Mature weight – Bull B’s daughters should be 30 lb

heavier when mature.
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Scrotal circumference – Bull calves from Bull

A should have.55 cm larger adjusted scrotal circumfer-

ences. Scrotal circumference is an indicator of the age

of maturity of a bull’s daughters. Bulls with larger

scrotal circumference should have daughters that

reach puberty earlier.

Heifer pregnancy – Daughters of Bull B are 3%

more likely to become pregnant as heifers.

Carcass weight – Bull B should produce calves that

have 18 lb more adjusted carcass weight.

Percent retail product – The calves from Bull

B should yield 0.2% more closely trimmed, boneless

retail cuts from the round, loin, rib, and chuck. Some

breeds may report a Yield Grade (YG) EPD. The same

factors (back fat, ribeye area, and carcass weight) would

be included but a lower YG is more desirable as

opposed to percent retail product where a higher

value is more desirable. In either percent, retail product

or YG fat thickness contributes the most to these two

calculations. Consequently, selecting for decreased YG

or increased percent retail product will lead to leaner

animals so caution should be used to avoid extremely

lean replacement females.

Marbling – Calves from Bull A should have

a marbling (MARB) score of >0.3. Marbling scores

range from 1.0 which is devoid of marbling and

a utility quality grade to 10.9 which is abundant

marbling and a prime + quality grade. For example, if

calves sired by Bull B had a marbling score of 5.0 then

calves sired by Bull A are expected to have a marbling

score of 5.3. Ultrasound EPDs were calculated for

a number of breeds for traits of ribeye area (REA), fat,

and intramuscular fat (IMF), which is correlated to

marbling, but now the majority of breeds use these

ultrasound measurements in the calculation of carcass

EPDs. Therefore, instead of seeing both an IMF EPD

and a marbling EPD you just see the marbling EPD but

it has ultrasound measurements included in the

calculation.

Ribeye area – At a given end point, calves from Bull

B should have ribeye areas that are 1.54 square inches

larger than Bull A’s calves.

Fat Thickness – At a given end point, calves from

Bull A should be.08 in. fatter when measured at the

12th rib. This would be less desirable on a carcass

animal, but extremely lean females going back into

a cowherd may also be undesirable.
Tenderness – Calves sired by Bull A should produce

meat that is more tender than that of calves sired by

Bull B by 0.2 lbs. of shear force. Tenderness is measured

by Warner Bratzler Shear Force (WBSF) that is

reported in the pounds of force required to cut through

a one inch thick piece of meat. A lower value is more

desirable.

Days to finish – Calves sired by Bull B should spend

5 fewer days on feed to reach a constant fat endpoint.

Stayability – A measure of reproductive longevity.

Daughters of Bull A are 4% more likely to stay produc-

tive in the herd to age 6.

Maintenance energy – The Red Angus Association

of America calculates a Maintenance Energy (ME)

Expected Progeny Difference (EPD) that indicates dif-

ferences in the Mcal/month needed for maintenance

due to mature size (corrected for body condition score)

and milking ability (The Rancher’s Guide to EPD avail-

able at www.redangus.org). A much simpler way to

think of it is that a bull with a ME EPD of +10 com-

pared to one that is +0 will produce daughters that will

require approximately 11 more pounds of average

quality forage per month (assuming average quality

forage =.86 Mcal/lb.).

Docility – Bull A should sire 4% more calves

that have a temperament in the most docile score than

Bull B. The actual measurement of docility is recorded

either at weaning or at yearling (depending on the breed

association) and is categorized as the animals’ behavior

as they enter, are restrained in, and exit the chute.

Beef Improvement Federation (BIF) temperament

scoring system.

1. Docile – Mild disposition – gentle and easily han-

dled. Stands and moves slowly during processing,

undisturbed, settled, and somewhat dull and does

not pull on the headgate when in the chute – exits

the chute calmly.

2. Restless – Quieter than average but slightly restless,

might be stubborn during processing, might try to

back from the chute, pulls back on the headgate,

some tail flicking, exits the chute promptly.

3. Nervous – Typical temperament – manageable but

nervous and impatient with a moderate amount of

struggling, movement, and tail flicking as well as

repeated pushing and pulling on the headgate –

exits the chute briskly.

http://www.redangus.org


Breeding in Beef Cattle. Table 5 Approximate number of

progeny needed to reach accuracy levels (true (r) and the

Beef Improvement Federation standard) for three herita-

bilities (h2)

Accuracy Heritability levels

R BIF h2 (0.1) H2 (0.3) h2 (0.5)

0.1 0.01 1 1 1

0.2 0.02 2 1 1

0.3 0.05 4 2 1

0.4 0.08 8 3 2

0.5 0.13 13 5 3

0.6 0.2 22 7 4

0.7 0.29 38 12 7

0.8 0.4 70 22 13

0.9 0.56 167 53 30

0.999 0.99 3,800 1,225 700
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4. Flighty – Wild, jumpy and out-of-control, quivers

and struggles violently, might bellow and froth at

the mouth, continuous tail flicking, defecates and

urinates during processing, frantically runs the

fence line and might jump when penned individu-

ally, exhibits long flight distance, and exits the chute

nervously.

5. Aggressive – Similar to Score 4 but with added

aggressive behavior, fearful, extreme agitation, con-

tinuous movement that might include jumping and

bellowing while in the chute, exits the chute franti-

cally, and might exhibit attack behavior when han-

dled alone.

6. Very Aggressive – Extremely aggressive tempera-

ment. Thrashes about or attacks wildly when

confined in small, tight places. Pronounced attack

behavior.

Accuracy

The uncertainty surrounding early predictions of

genetic merit are a result of Mendelian sampling.

Every animal is passed a random sample of alleles

from each parent, half coming from the dam and half

from the sire. An estimate of the average effect of what

was passed from parent(s) to offspring in the form of

pedigree estimates can be calculated, but the certainty

of how correct this estimate is (i.e., the accuracy) is low.

As more information is collected, such as an individ-

ual’s own record and data from progeny, accuracy

increases. For lowly heritable traits, like measures of

reproduction, it can take a considerable number of

offspring to reach high BIF accuracy levels, given that

the BIF scale is more conservative than true accuracy

(r) as illustrated in Table 5. To calculate r in the context

of progeny test sires the following equation can be used

where n is the number of progeny:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

nh2

4þ n� 1ð Þh2

s

To convert BIF accuracy to true accuracy (r) the

following equation can be used:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1� BIFð Þ2

q

Theoretically, accuracy is the correlation between

an animal’s predicted EPD and its true EPD. However,
it is much simpler to think of it as a measure of risk

indicating how much an animal’s EPD may change

with the inclusion of additional information. Accuracy

is not an indication of how variable a particular sire’s

calves will be but rather how the estimate of an animal’s

EPD is likely to change. As the accuracy value increases,

the amount by which an EPD is likely to change

decreases. Possible change values differ for every trait

and for every breed (e.g., an Angus bull with an accu-

racy of 0.30 may have a different possible change value

than a Limousin bull with the same accuracy value for

the same trait). Possible change tables are available on

breed association Web sites.

Example: Possible Change in the Marbling EPD of

a Limousin Sire

Assume that a young Limousin sire has a marbling

EPD of 0.10 with an accuracy of 0.20. Using the values

in Table 6, it is expected that 2/3 of the time his true

EPD would fall within +/� 0.20 (one standard devia-

tion) of his printed EPD or between �0.10 and 0.30. If

there is 2 in 3 chance that the true EPD is between

�0.10 and 0.30 then theremust be 1 in 6 chance that his

true EPD is below �0.10 and a 1 in 6 chance that his

true EPD is above 0.30.



Breeding in Beef Cattle. Table 6 Accuracy related to

possible change in Limousin cattle

BIF
accuracy

Ribeye area EPD
possible change

Marbling score EPD
possible change

0.0 0.46 0.24

0.1 0.41 0.22

0.2 0.37 0.20

0.3 0.32 0.17

0.4 0.28 0.14

0.5 0.23 0.12

0.6 0.18 0.10

0.7 0.14 0.07

0.8 0.09 0.05

0.9 0.05 0.02

Source: www.nalf.org
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Multiple-Trait Selection

Through genetic correlations, selection for one trait can

influence other traits. This knowledge is useful when

practicing multiple-trait selection. There are three pri-

mary methods of multiple-trait selection: tandem

selection, independent culling levels (ICLs), and selec-

tion indexes.

Tandem selection. Tandem selection is the process of

placing selection pressure on one trait and once the

desired level of the trait under selection has

been reached. Then selection for a new trait would

begin. This is the simplest form of multiple-trait

selection and the most inefficient. The two (or

more) traits involved are selected for independently

such that progress made in one trait could be

eroded once selection for another trait becomes

the focus of the breeding scheme. This is the poorest

way to select for multiple traits.

Independent culling levels. Independent culling levels

(ICLs) describe the process where threshold criteria

for multiple traits are set and any animal not meet-

ing all criteria (threshold levels for all traits) are

excluded as candidates for selection. Although this

ensures a certain level of superiority across multiple
traits it may cull a particular animal that is just

below the threshold level for one trait.
Economic Index

An economic index is a collection of EPDs that are

weighted by their economic value such that traits with

a greater impact on a production goal have a larger

economic weight associated with them. Assume that

there is an index centered on improving profit potential

of terminal animals sold on a grid. In this particular

index, the traits of economic importance might be

yearling weight (YW), ribeye area (REA), marbling

(MARB), and external fat (BF). Below is an example

of how this index might look.

I ¼ EPDYW � aYW þ EPDREA � aREA þ EPDMARB

� aMARB þ EPDBF � aBF

Where I is the index value, EPDYW is the animal’s EPD

for yearling weight, and aYW is the economic weight

associated with trait yearling weight. The same

approach is used for the other traits in this index,

MARB and BF, where the animal’s EPDs for these traits

are multiplied by an economic weight. The economic

weights are derived by computer simulation work to

determine the economic value of changing particular

traits.

Several breeds publish economic indexes including

Angus, Hereford, Gelbvieh, Charolais, Simmental, and

Limousin. Each index has an intended purpose and is

catered toward particular breeding objectives.

An addition the breeding objective of beef cattle in

the future will likely be somemeasure of environmental

impact, such as green house gas (GHG) emissions.

There are conflicting estimates of how much beef cattle

production contributes to worldwide GHG produc-

tion, but there are convincing estimates that suggest

that per unit of product, beef cattle production is more

environmentally friendly now that at any time point in

the past despite decades of artificial selection to

increase output. Figure 2 illustrates that in 30 years,

from 1977 to 2007, beef production has increased while

the number of cows has decreased. During the same

three decades, the resources needed for beef production

(land, water, feed) decreased along with gas emissions

and the carbon footprint [3].

http://www.nalf.org
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Changes in metrics of beef production from 1997 to 2007 in the United States
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Breed Selection

Correct breed selection is the critical first step to ini-

tializing a crossbreeding system. Choosing a breed(s) is

dependent upon:

1. Production and marketing goals

2. Production environment

3. Available feed and labor resource

Choosing a breed that is best suited to your pro-

duction environment is dependent on several factors

including the availability of feed, and level of stress

(temperature, amount of moisture, etc.). Table 7 out-

lines the biological type of cattle that are best suited for

particular levels of feed resources and stress.

The decision of whether or not to utilize

a particular strategic system of crossbreeding depends

upon individual production goals. In order to take

advantage of breed complementarity, breeds must be

paired such that they excel in different areas that are

critical to the overall production goal(s). For instance,

if the goal were to sell calves at weaning then it would

make sense to use a breed, most likely Continental,

which will maximize direct weaning weights. However,

this purebred system will maximize outputs, but may

require large inputs as well. With that in mind, perhaps

it would make more sense from an economic perspec-

tive to use a British breed as the genetic base for all

dams and use a continental breed for sires thus mini-

mizing the input costs from the female side yet still

capturing added growth in the calves due to the direct
growth provided by the sire breed. This would be a very

simple example of a crossbreeding system.

Matching Biological Type to Environment

Benefits of heterosis make it important for producers to

have a crossbreeding program. It is just as important

that the producer match the type of crossbred cow to

the environment and management system. This can be

viewed as the foundation of a crossbreeding program.

If the biological type does not match the resources, the

system will fail, regardless how perfect the end product

may be.

Cow weight is probably easier to understand than

milk production, but research has shown that cows

with the genetic propensity to milk heavily require

more nutrients year round, not just when they are

milking. The National Research Council (NRC) data

shows that a cow producing 25 lbs. of milk at peak

lactation requires 10% more feed energy than a cow

producing 15 lbs. of milk at peak lactation. To see

a 10% difference in feed energy with regards to mature

weight it would require moving from a 1,000 lb. cow to

a 1,200 lb. cow, or a change of 200 lbs. of body weight.

There are breed differences in lactation yields so breed

selection is critical when matching genetics to your

environment. These breed differences can be found in

literature from research at the Meat Animal Research

Center (MARC). Moderating mature cow size and

selecting for an optimal window of milk production is

beneficial when it comes to cutting costs regardless of



Breeding in Beef Cattle. Table 7 Matching genetic potential for different traits to production environments

Production environment Traits

Feed availability Stressa Milk
Mature
size Ability to store energyb Resistance to stressc

Calving
ease

Lean
yield

High Low M to Hd M to H L to M M M to H H

High M L to H L to H H H M to H

Medium Low M to H M M to H M M to H M to H

High L to M M M to H H H H

Low Low L to M L to M H M M to H M

High L to M L to M H H H L to M

Source: Adapted from Gosey [4]
aHeat, cold, parasites, disease, mud, altitude, etc.
bAbility to store fat and regulate energy requirements with changing (seasonal) availability of feed
cPhysiological tolerance to heat, cold, internal and external parasites, disease, mud, and other factors
dL low, M medium, H High
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your production environment. However, in limited

feed environments females with high maintenance

energy requirements may also have difficulty

maintaining an acceptable body condition score and

rebreeding. Nugent et al. [5] determined that with

limited nutrient availability, breeds with a high genetic

potential for milk production had longer anestrous

periods which lead to lower conception rates during

a fixed breeding season. Other researchers have con-

cluded that selection for increased milk production

past an adequate threshold is not economically or bio-

logically efficient [6]. It can be challenging to deter-

mine if cows within a herd have too much milking

potential. Other than knowledge of the genetics of

sires used in the past, it is important to note the body

condition score of females. Extremely thin females fed

the same as those with an acceptable body condition

score may produce too much milk for their environ-

ment. If a producer is constantly supplementing

females to maintain body condition to ensure they

will successfully breed back, this might be an indication

that bulls you buy in the future should have a more

moderate value of milk genetics.

Another critical aspect of fitting genetics to the

production environment is regional adaptation.

If natural selection is allowed to play a large role in

selecting the parents for the next generation,
indigenous breeds should be well suited to their pro-

duction environment. An example of an indigenous

breed that has thrived in number is the Nelore breed

in Brazil. The Nelore breed makes up roughly 65% of

the world’s bovine population and is well suited to

tropical conditions. With adaptation in mind, indige-

nous breeds can be used as the base and exotic (foreign)

breeds used in strategic crossbreeding systems to

change target traits such as growth or carcass attributes.

A case study [7] in Zimbabwe compared indigenous

breeds of Afrikaner (a breed developed in South

Africa), Tuli, Nkone, and Mashona, to breeds devel-

oped outside of the African Continent such as Brah-

man, Charolais, Hereford, Simmental, Aberdeen

Angus, and Sussex. The results showed that indigenous

breeds excelled in fitness traits (fertility and survivabil-

ity) while the foreign breeds excelled in growth, feed

conversion, and carcass attributes.

Crossbreeding

Heterosis

Too often heterosis (hybrid vigor) is thought to be

the exclusive goal of crossbreeding. Heterosis is

nothing more than an unexpected and often beneficial

deviation from the average of the two parental

lines. Hybrid vigor can also be thought of as the



Breeding in Beef Cattle. Table 8 Individual heterosis:

advantage of the crossbred calf

Trait
Observed
improvement % Heterosis

Calving rate 3.2 4.4

Survival to weaning 1.4 1.9

Birth weight 1.7 2.4

Weaning weight 16.3 3.9

ADG 0.08 2.6

Yearling weight 29.1 3.8

Source: Adapted from Cundiff and Gregory [9]
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“anti-inbreeding.” Inbreeding increases uniformity

by increasing homozygosity but also creates “inbreed-

ing depression” or a general decrease in survival

and reproductive traits that can be caused by

a decrease in heterozygosity. Percent heterosis can be

calculated as:

%Heterosis ¼
crossbred average � straightbred averageð Þ

straight bredaverage

� �
x100

A simple example would be the percent heterosis

realized in the average weaning weight from breeding

a herd of Breed A cows to a group of Breed B bulls. Let

525 lb be the average weaning weight of the F1 calves,

450 lb be the average weaning weight of the Breed

A population, and 550 lb be the average weaning weight

of the sire’s population.

The pounds of heterosis would be:

Pounds of heterosis ¼ 525� 450þ 550ð Þ
2

� �

¼ 25 pounds

and the percent of heterosis would be:

% heterosis ¼ 25

450þ 550ð Þ 2=½ � ¼:05 or 5%

The amount of heterosis that is realized for

a particular trait is inversely related to the heritability

of the trait. This is logical since traits that are

lowly heritable have a small additive component (pro-

portionally speaking) and crossbreeding takes advan-

tage of dominance and epistatic effects. With that in

mind, traits of low heritability (e.g., reproductive

traits) generally benefit from heterosis the most

(Table 8). They generally have a heritability of less

than 10% and can be improved through the adequate

use of crossbreeding systems. End-product traits on the

other hand that benefit from heritability in the moder-

ate to high range benefit less from heterosis. Another

benefit of crossbreeding may be a decrease in methane

production per unit of beef produced. In a comparison

of the methane production per ton of live weight

weaned from a 16,000 ha farm in Australia, changing

from Shorthorns (mean cow weight 422 kg) to com-

posite breed cattle in (mean cow weight 507 kg),

reduced methane production per ton of weight weaned
by 31%. This was largely due to higher weaning rates of

composite breed females (80 vs 55%) [8].

There are three main types of heterosis:

1. Individual

2. Maternal

3. Paternal
Retained Heterosis Unfortunately there exists

a popular misconception that heterosis exists only in

the first generation of crossbreds (F1). Heterosis is

retained in the breeding of crossbred animals and is

related to the probability of alleles from different

parental lines joining together. For instance, if two F1

animals are mated, heterosis in the corresponding off-

spring is called retained heterosis and is equal to the

following:

Heterosisretained¼1� PS1PD1ð Þþ...:þ PSnPDnð Þ�½
Where PS1 is the proportion of the sire from breed 1

and PD1 is the proportion of the time from breed 1 and

n is equal to the total number of breed involved.

Maternal Heterosis The offspring of an F1 female

will benefit from maternal heterosis (Table 9), thought

of as realized heterosis of milk production.

Paternal Heterosis Fewer examples of paternal het-

erosis exist and consequently crossbred sires have often

been ignored. The benefit of crossbred or composite



Breeding in Beef Cattle. Table 9 Maternal heterosis:

Advantage of the crossbred cow

Trait
Observed
improvement

%
Heterosis

Calving rate 3.5 3.7

Survival to weaning 0.8 1.5

Birth weight 1.6 1.8

Weaning weight 18.0 3.9

Longevity 1.36 16.2

Cow lifetime production

No. Calves 0.97 17.0

Cumulative weaning
weight, lb.

600 25.3

Source: Adapted from Cundiff and Gregory [9]

Breeding in Beef Cattle. Table 10 Coefficients of varia-

tion for purebred versus composite steers

Trait Purebreds Composites

Birth weight 0.12 0.13

Wean weight 0.10 0.11

Carcass weight 0.08 0.09

Retail product % 0.04 0.06

Marbling 0.27 0.29

Shear force 0.22 0.21

Source: Adapted from [10]
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sires lies in their ability to inject heterosis and breed

complementarity into a herd with greater ease than the

rotational crossbreeding systems described above.

Composites

Some of the first such animals are the American Breeds,

or Brahman Derivatives. Perhaps there is no greater

example of breed complementarity (breeding animals

to adapt to a specific environment) and consequently

of heterosis.

The American Gelbvieh Association, North

American Limousin Foundation, and American Sim-

mental Association are three breed associations that

have implemented new programs to introduce com-

posites such as the Balancer, Lim-Flex, and SimAngus,

respectively. There is no doubt that some of these pro-

grams have met with opposition from within the

respective associations due to an ignorant stance that

purebred animals are superior. I greatly admire those

who have pushed, pulled, and prodded these programs

through.

Crossbred females have proven to be very profitable

and well accepted from a commercial standpoint.

The use of crossbred bulls has not been accepted so

easily. Some common fears have been the perception of

larger amounts of variation within composite

populations and the lower accuracy of EPDs of
composite animals. In a study of three composite

lines at MARC and their parental purebreds, there

were no statistical significant differences in the coeffi-

cient of variation for reproduction, production, or

carcass traits measured (Table 10).

Breed Complementarity

In addition to heterosis, crossbreeding programs

can increase production efficiency by using additive

(highly heritable) traits through complementarity.

Differing breeds can be matched to complement

traits, more closely fitting the genetic goals for

biological type.

Complementarity is fully exploited under a system

when crossbred cows of lower frame size, and optimum

milk are crossed with a large framed terminal breed,

noted for rapid growth and carcass leanness in order to

produce market animals [11].

Simulation work by Lamb et al. [12] shows that

generally English breeds are more biologically efficient,

while Continental breeds are more economically effi-

cient. The English X Continental cross was the most

biologically and economically efficient. In some envi-

ronments, heat and disease tolerance of the Brahman

(Bos Indicus) may be required to complement the car-

cass traits, disposition, and age at puberty of an English

breed [13].

Crossbreeding Systems

There are many other crossbreeding systems

that vary significantly in terms of difficulty. Items that
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can influence the success of a crossbreeding system

include:

1. Number of cows in the herd

2. Number of available breeding pastures

3. Labor and management

4. Production and marketing system

5. Availability of high-quality bulls of the various

breeds
Terminal Cross All offspring from a terminal cross

are sold. The sire used is usually from a breed noted for

high growth, and desirable carcass end product. Under

this system, genetic differences between maternal and

terminal breeds can be exploited through complemen-

tarity. Individual heterosis is improved an additional

5% from this type of cross [11]. If female replacements

are not generated, little emphasis needs to be placed

upon milking genetics of the sires used. By purchasing

crossbred F1 females, maximummaternal heterosis can

also be achieved.
Two-Breed Terminal In this simple situation, cows

of breed A are bred to bulls of breed B and all offspring

are sold. In this system, the offspring are F1s and will

benefit from 100% of the possible individual heterosis.
Three-Breed Terminal In this situation, cows that

are F1 females comprised of ½ breed A and ½ breed

B are mated to bulls of breed C for the production of

terminal offspring. In this system, calves not only ben-

efit from 100% of the possible individual heterosis, but

maternal heterosis is realized as well. In general, the

females should be a cross of two maternal breeds that

emphasize efficiency and milking ability while the sire

breed should inject growth.
Rotational Systems The three-breed rotation is sim-

ilar to the two-breed rotation. A third breed is added to

this system, thus a third breeding pasture is needed,

unless AI is utilized. Management of this system is

patterned after the two-breed rotation. If the maxi-

mum amount of heterosis is 23.3% (14.8% + 8.5%)

then the expected level of heterosis is higher with

a three-breed than two-breed rotation, 86% versus

67% [14].
Two-Breed Rotation A two-breed rotation is a simple

crossbreeding system requiring two breeds and two

breeding pastures. The two-breed rotational crossbreed-

ing system is initiated by breeding cows of breed A to

bulls of breed B. The resulting progeny (A�B) chosen as

replacement females would then be mated to bulls of

breed A for the duration of their lifetime. The service sire

is the opposite breed of the female’s own sire. These

progeny are then one-quarter breed A and three-

quarters breed B. Since these animals were sired by

breed B bulls, they are mated to breed A bulls. Each

succeeding generation of replacement females is mated

to the opposite breed of their sire. Initially only one

breed of sire is required. Following the second year of

mating, two breeds of sire are required. After several

generations, the amount of retained heterosis stabilizes

at about 67% of the maximum heterosis, resulting in an

expected 16% increase in the pounds of calf weaning

weight per cow exposed above the average of the parent

breeds [14]. In this system, a minimum of two breeding

pastures and 50 cow units are required.

Three-Breed Rotation A three-breed rotational sys-

tem achieves a higher level of retained heterosis than

a two-breed rotational crossbreeding system does.

After several generations, the amount of retained het-

erosis stabilizes at about 86% of the maximum hetero-

sis, resulting in an expected 20% increase in the pounds

of calf weaning weight per cow exposed above the

average of the parent breeds [14]. Like the two-breed

system, distinct groups of cows are formed and mated

to bulls of the breed that represents the smallest frac-

tion of the cows breed makeup. A cow will only be

mated to a single breed of bull for her lifetime.

A minimum of three breeding pastures is required

for a three-breed rotational system. Replacement

females must be identified by breed of sire to ensure

proper matings. The minimum herd size is approxi-

mately 75 cows with each one-third being serviced by

one bull of each breed. Scaling of herd size should be

done in approximately 75 cow units to make the best

use of service sires, assuming one bull per 25 cows.

Replacement females are mated to herd bulls in this

system, so extra caution is merited in sire selection for

calving ease tominimize calving difficulty. The progeny

produced from these matings that do not conform to

the breed type of the herd should all be marketed.
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Type of system Advantagea
Retained
heterosisb

Minimum no. of
breeding pastures

Minimum
herd size

No. of
breeds

2-breed rotation A*B rotation 16 67 2 50 2

3-breed rotation A*B*C rotation 20 86 3 75 3

Terminal cross with
straightbred femalesc

T*A 8.5 0 1 Any 2

Terminal cross with
purchased F1 females

T*(A*B) 24 100 1 Any 3

Rotating unrelated F1 bulls A*B x A*B 12 50 1 Any 2

A*B x A*C 16 67 1 Any 3

A*B x C*D 19 83 1 Any 4

Source: Adapted from Ritchie et al. [14]
aMeasured in percentage increase in lb of calf weaned per cow exposed
bRelative to F1 with 100% heterosis
cCundiff and Gregory [15]
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Breeds used in rotational systems should be of similar

biological type to avoid large swings in progeny

phenotype due to changes in breed composition.

The breeds included have similar genetic potential for

calving ease, mature weight and frame size, and lacta-

tion potential to prevent excessive variation in nutrient

and management requirements of the herd.

When choosing a crossbreeding system it is critical

to consider more than the amount of heterosis

retained. After all, each system requires different levels

of input (pastures, etc.) and differing levels of difficulty.

Table 11 describes the advantages and requirements for

the above mentioned crossbreeding systems.

Molecular Information

Molecular Information: Paternity and Simply

Inherited Traits

Molecular-based tools are another source of informa-

tion that has received considerable attention by pro-

ducers throughout the beef industry and by both the

academic community and the private sector. These

tools initially came in the form of candidate genes but

have now grown to the inclusion of multiple markers

called Single Nucleotide Polymorphisms (SNPs). The

use of molecular information has grown from simple

applications such as identifying animals that are
carriers of the red allele to identifying animals that are

carriers of lethal genetic defects, to paternity assign-

ment, and a growing number of diagnostic tests for

a suite of complex traits ranging from reproduction to

carcass.

Genotyping to determine parentage allows for a sire

to be correctly linked to a corresponding calf. The

identification of an animal’s sire via DNA marker tech-

nology can be advantageous in multi-sire breeding

pastures, or for ascertaining if a calf is the product of

an artificial insemination (AI) mating or a clean-up

bull. This promotes knowledgeable culling and breed-

ing decisions by determining which sire(s) are contrib-

uting the most (or least) to a particular breeding

objective. In the case of commercial ranch settings,

for example, it may be beneficial to determine the sire

that is responsible for calving difficulties.

Because paternity identification is a process of

excluding potential sires on the basis of their genotype,

it is important that DNA from all possible sires be

included in paternity tests. It will be more difficult to

definitively make paternity assignments on closely

related bulls in a multiple-sire breeding pasture, given

they are likely to share a similar genotype. Although

microsatellites have typically been the marker of choice

for paternity analysis, the use of SNPmarkers is becom-

ing more common for a number of reasons including
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their abundance, high potential for automation, low

genotyping error rates, and ease of standardization

between laboratories.

Although identifying carriers of genetic defects is

a rather simple application of DNA technology, it is an

important tool when making mating decisions. It is

known that afflicted animals can only arise if two

carrier animals are mated. In this scenario, there exists

a 25% chance that the corresponding calf will have the

defect. Unfortunately, this added information has been

used as the primary selection tool whereby carrier

animals are automatically discarded. If a producer

potentially has carrier females, then carrier bulls

should be avoided. However, if this is not the case,

then it could be beneficial to use the best available bull,

regardless of his status as a carrier. As an industry,

there is the ability to make informed decisions based

on science concerning this issue and not throw away

animals that are superior across the remainder of their

genome because they have a flaw that can be effectively

managed around.
Molecular Information: Complex Traits

Several advancements in molecular technology

have occurred with regard to complex traits

(i.e., production, carcass, and reproduction traits).

Including the number of markers included in a given

panel, reporting styles of the results, and the number

of traits for which a diagnostic test exists. Recently,

this information is included in the Angus National

Cattle Evaluation (NCE) for the first time.

The promise of the inclusion of marker informa-

tion into EPD calculations holds three primary

benefits:

1. Increased accuracy for young animals (i.e., yearling

bulls), which is particularly beneficial when

selecting on traits that are measured late in life

(e.g., stayability)

2. Shortened generation intervals

3. EPD values for novel traits (i.e., efficiency, end-

product healthfulness, disease susceptibility) that

may have, at best, sparse collection of phenotypes

However, the magnitude of these benefits will

depend on the proportion of variation explained by
a given marker panel. At present, the best objective

source of information regarding this is the National

Beef Cattle Evaluation Consortium (NBCEC) Web

site (www.nbcec.org). Pertinent information from this

Web site includes population, trait, regression

coefficient (b), and the p-value (p). The population

defines what breed(s) were used to validate the test. If

the test was validated in Bos taurus animals then it is

possible that the test will not explain the same propor-

tion of variation in Bos indicus animals. The trait

defines what the test was validated for. If it is a metric

of efficiency like residual feed intake (RFI) then it will

explain how the trait is defined. Generally, a p-value of

less than 0.05 suggests that the test is a statistically

significant predictor of differences in phenotypes.

The regression coefficient is equal to the regression of

phenotypes for the trait of interest on the molecular

score. It explains the units of change in the phenotype

that would be expected for a one-unit change in the

molecular score (i.e., MBV). Ideally, these b values

should be 1. For example, if two animals have molecular

scores for RFI of�1.5 and 1.0, respectfully, the difference

between those scores is 2.5. Normally it is expected that,

on average, these two animals’ phenotypes would differ

by 2.5 lb of RFI. However, if the regression coefficient

is 0.4 then their phenotypes are expected to differ by

1 lb (2.5�0.4).
Without the seamless integration of this technol-

ogy into EPD calculations, the industry is faced with

two disjoined pieces of information: traditional EPD

and marker panel results. In this scenario, it is impos-

sible to directly compare EPD to marker panel results

even if the results come in the form of molecular

breeding values (MBVs). This is because the molecular

scores only explain a portion of the additive genetic

variation. Further, some of the marker panel results

have a metric of accuracy associated with them. At the

current time, this metric is not comparable to the Beef

Improvement Federation accuracy value associated

with EPD simply due to differences in the way they

are computed.While it is logical that the accuracy value

of a MBV should be related to the proportion of addi-

tive genetic variation explained by the test there is not

a standardizedmetric that is being used. Thallman et al.

[16] analyzed different methods of calculating this

proportion for MBV in light of the fact that there is

not a standardized method and recommended the use

http://www.nbcec.org
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of the square of the additive genetic correlation

between the MBVand the trait of interest.

In contrast to the thought process of DNA marker

panel results being a separate and disjoined piece of

information, these test results should be thought of as

a potentially useful indicator that is correlated to the

trait of interest. As such, the MBV can be included in

NCE as a correlated trait following methods of

Kachman [17]. Other methods have been proposed

including using large (50,000 +) SNP panels to form

a genomic relationship matrix that could allow for

known relationships between animals based on geno-

types across SNP loci. Combining these sources of

information, molecular tools and traditional EPDs,

has the potential to allow for the benefits of increased

accuracy and increased rate of genetic change as

discussed earlier.

MacNeil et al. [18] utilized Angus field data to look

at the potential benefits of including both ultrasound

records and MBVs for marbling as correlated traits in

the evaluation of carcass marbling score. MacNeil and

colleagues used a 114 SNP marker panel that was

developed using 445 Angus animals and calculated to

have a genetic correlation (r) of 0.37 with marbling

(i.e., the test explained (0.37)2 = 0.137, or 13.7%, of the

additive genetic variation). For animals with no ultra-

sound record or progeny data, the marker information

improved the BIF accuracy of the Angus marbling

EPD from 0.07 to 0.13. Assuming a heritability of

0.3 for marbling, a BIF accuracy of 0.13 is equivalent

to having approximately 5 progeny carcass records

on a young animal or an ultrasound record on the

individual itself. In this particular study, both

ultrasound records and MBV were found to be bene-

ficial indicators of carcass marbling. The genetic

correlation between MBV and ultrasound was found

to be 0.80. Some breeds have begun to integrate

this technology and it is likely that more will do so in

the future.
Considerations

Current marker panels are likely to work best in the

populations where discovery occurred, but will poten-

tially decrease in predictive power as the target popu-

lation becomes more genetically distant from the

discovery population [19]. Below is an example of
scenarios where the discovery population is close to

the target population and progresses to more distant

populations.

Discovery Target
Angus
 Angus
Angus
 Charolais
Closest relationship
Angus
 Bos indicus
 Most distant relationship
Marker panels are likely to become larger in the

future with the possibility of whole genome selection

(WGS). Currently, genome selection in beef cattle is in

its infancy. Although preliminary data from the dairy

industry look promising [20], the structure of the beef

industry offers unique challenges. It is not known how

well this approach will work in beef cattle with its

diversity of breeds, diverse sector-specific selection

goals, and less extensive phenotype and data collection

resources.
Future Directions

Undoubtedly, molecular discoveries and their seam-

less integration into existing infrastructures and

genetic selection tools will aid in the increased rate of

genetic change and hopefully profitability of pro-

ducers. These molecular tools will be in the form of

larger (770 K) SNP panels and genome sequences. At

the same time, a suite of reduced marker panels will be

commercialized for use on progeny while the larger

panels are used for herd bulls. These molecular tools

will be integrated into breeding value estimations

allowing for higher accuracy values on younger animals

and allowing for genetic predictions of traits that have

not yet been exploited such as the nutrient content of

beef, feed efficiency, and susceptibility to disease. Effort

will also be placed on precision mating, or specific

combining ability, when developing composite ani-

mals, aided by molecular technology. One final area

of effort includes the robustness of marker effects

across breeds and environments, and how to accom-

modate these differences in national cattle evaluations.

All of this has the potential to allow for selection on

total profitability and not just production, ultimately

aiding in the sustainability of the beef industry

worldwide.
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Glossary

Fitness A measure of the ability of an organ-

ism to survive and reproduce in a particular

environment.

Genetic resource Genetic material of plants or ani-

mals of value as a resource for future generations

of humanity.

Genomics The study of the genomes of organisms,

including intensive efforts to determine the entire

DNA sequence of organisms as well as fine-scale

genetic mapping.

Phenotype The appearance of an organism based on

an interactive combination of genetic traits and

environmental factors.

Selection Choosing organisms with desirable genetic

characteristics for propagation from candidates

available.

Sustainability The capacity to endure, that is, the

ability of biological systems to remain diverse and

productive over time.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Definition of the Subject and Its Importance

Species breeding has led to marked genetic improve-

ment of production by livestock in the developed world

over the past decades. Selection has been so successful

that the emphasis in the breeding objective has been

changed to welfare, behavior, and other consumer-

orientated objectives. The same level of progress has

not been achieved in the developing world. Current

and projected future population growth requires that

food production from farm animals in these regions be

improved markedly from the present inadequate levels.

Limitations in the institutional infrastructure and the

unique challenges of livestock production in the

emerging world and the tropics were discussed in

detail. This led to recommendations on how these

challenges can be overcome and how “new” issues like

global warming and animal welfare should be handled

in a sustainable manner. Focus should be on the

phenotyping of individuals for production and partic-

ularly for traits associated with fitness. Data should be

linked to pedigree information where possible, to gen-

erate a broad-based institutional environment where

the genetic improvement of animals in the developing

countries can be strived for. Samples for the acquisition

of DNA should be obtained from phenotyped individ-

uals, for possible later genomic studies. Continued

further learning and the accrual of information as

well as collaboration to mutual benefit across institu-

tional and national boundaries are needed to enable

this. Sustainable livestock improvement in the devel-

oping world could accrue if these prerequisites are met.

Introduction

It is fair to say that the past decades have been marked

by rapid change. Mankind had to adapt to immense

technological progress, rapid urbanization, instability

on monetary markets, as well as becoming part of the

global village. The changes listed above are by nomeans

exhaustive and many other challenges to the current

generation can also be noted.

Yet it is important to note that there is still immense

poverty in parts of the world, despite groundbreaking

scientific breakthroughs as well as rapid progress in

communication systems allowing easy access to the

information that are generated elsewhere in the global
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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The population growth of the developing countries
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from 1990–1992 to 2004–2006, and extrapolated beyond

that to 2050. The human population in the developing

countries is also expressed as a ratio of the world

population (Source: FAO [9])
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village. While the developed world appears to be going

from strength to strength in the acquisition and appli-

cation of knowledge, the developing countries are lag-

ging behind. In the Millennium Development Goals

Report [1], Kofi Annan (the then secretary general of

the United Nations) stated: “We will not enjoy devel-

opment without security, we will not enjoy security

without development, and we will not allow either

without respect for human rights. Unless all these

causes are advanced, none will succeed.”

As a point of departure it has to be observed that the

fundamental human rights of millions of people in the

developing world are closely interwoven with livestock

and the meat, milk, or fiber they produce [2–5]. The

livestock industry is inextricably linked with the erad-

ication of extreme poverty and hunger (Goal 1) and the

ensuring of environmental sustainability (Goal 7) [1].

Improved and sustainable levels of animal production

could not only contribute to improved household food

security, but also to an increased household income in

the developing world. This could lead to spinoffs indi-

rectly benefitting other millennium development goals,

such as the achievement of universal primary education

(Goal 2), the reduction of infant mortality (Goal 4),

and an improved maternal health (Goal 5). The bene-

fits of including meat in diets of vulnerable groups are

becoming evident now [6, 7].

During an exercise where livestock and poverty in

the developing world were mapped by Thornton et al.

[4] it became evident that large areas of the developing

countries are only fit for rangeland-based livestock

production. Considerable other areas are also utilized

by livestock in combination with cropping in rainfed or

irrigated mixed production systems. Ruminant

livestock strongly depends on crop residues and the

intercrops planted in the ley-farming systems which

are preferred at present [8].

Against this background, it is reasonable to assess the

contribution of livestock breeding to the sustainability of

livestock production systems. This topic is addressed by

providing background information leading to thoughts

on global food security, information pertaining to farm

animal genetic resources and livestock products contrib-

uting to food security, and external and internal chal-

lenges, the advent of the technological age and challenges

stemming from it. These topics culminate in proposed

future directions to place sustainable farm animal
breeding in the developing world and the tropics on

a solid foundation, before some concluding remarks.
Setting the Scene

World Population

The world population grew steadily from 1990–1992 to

2004–2006 (Fig. 1). Extrapolation beyond the data to

2050 suggests sustained population growth from 5,358

million people in 1990–1992 to 9,136 million people in

2050, an increase of 71%. In the case of the developing

world, this increase amounts to 89%, from 4,135

million people in 1990–1992 to 7,797 million people

in 2050. Expressed as a ratio, 0.77 of people were living

in the developing world in 1990–1992, compared to an

estimated 0.85 in 2050. The impact of this change of

population structure on the available resources in

terms of plant and animal production is evident.

Global Food Production

Given the increase in the global population and the

even faster population growth in the developing



0

200,000

400,000

600,000

800,000

1,000,000

1,200,000

1,400,000

1,600,000

1,800,000

1994 1997 2000 2003 2006 2009

Year

P
ro

du
ct

io
n 

(1
,0

00
 to

nn
es

)

Grains – developing Grains – developed

Animal products – developing

Animal products – developed

Breeding in Developing Countries and Tropics. Figure 2

The production of grains and animal products (meat, milk,

and eggs) in countries of the developing world and the

developed world (Source: FAO [10])

Breeding in Developing Countries and Tropics. Table 1

Per capita production of grain and animal products (meat,

milk, and eggs) in developing and developed countries

during 1995, 2000, and 2005

Product type and regions

Year

1995 2000 2005

Grains

Developing regions 281.9 275.4 286.0

Developed regions 563.1 582.8 611.3

Livestock products

Developing regions 90.4 95.0 107.4

Developed regions 293.4 306.5 308.2

Source: FAO [10].
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countries, it is imperative to have a look at global food

production. The production of grain in the developing

world has increased from�1.3 million kilotons in 1995

to just below 1.6 million kilotons in 2007 (Fig. 2).

Expressed relative to 1995 production, this increase

amounted to 23%. Grain production in the developed

world amounted to just below 0.69 million kilotons in

1995 and 0.78 million kilotons in 2007, an increase of

about 12%. Animal products (meat, milk, and eggs)

in the developing world increased from 0.41 million

kilotons in 1995 to 0.59 million kilotons in 2007, an

increase of 44%. Animal products in the developed

world, in contrast, remained fairly stable at between

0.36 and 0.40 million kilotons over the entire period.

There thus seems to be an effort on the part of the

developing world to compensate for the faster popula-

tion growth by a higher food production. However, this

increase has to be seen in relation to the relative size of

the respective populations in the developing and devel-

oped countries. Grain production per head of the

developed world increased by 8.5% from 563 kg/head

in 1995 to 611 kg/head in 2005 (Table 1). Grain pro-

duction per head in the developing world, in contrast,

remained relatively stable at a substantially lower level
of between 275 (during 2000) and 286 (during 2005)

kg/head (a difference of 4.0%). The output of animal

products accordingly ranged from 293 to 308 kg/head

in the developed world, compared to between 90 and

107 kg/head in the developing world.

The lower per capita production of food in the

developing world results in the need for imports to

contribute to the food supply of the local population.

The global importation of food in relation to total

imports is provided in Fig. 3. It is evident that food

imports exceed 5% of overall imports in many coun-

tries in the developing world. Africa and the Middle

East are particularly dependent upon imports of food

to contribute to local food security, with food imports

exceeding 10% of total imports in most countries. On

the upper end of the scale, food imports contribute

more than 30% to total imports in some countries in

these regions.
Products of an Animal Origin

Table 1 suggests substantial differences between the

developing world and the developed world in terms of

per capita animal production. As this entry deals with

animal products, this topic needs to be elucidated

further. In terms of quantity, milk was the most impor-

tant animal product, followed by meat and eggs

(Fig. 4).
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The same ranking applied both in developing and

developed countries. It is evident that the production

of all livestock products increased substantially over the

past decade in the developing world (Fig. 4).
Production in the developed world, on the other

hand, remained stagnant or increased by smaller incre-

ments. These trends are set to continue in the future

[11]. However, it needs to be considered that the pop-

ulation of the developing world exceeded 80% of the

global population during 2005. It is thus evident that

the somewhat higher animal production in these

regions is canceled by the larger population density,

hence the almost threefold lower per capita output of

animal products in Table 1.

Against this background, local meat production is

balanced against overall food supply for this commod-

ity in developing countries and developed countries in

Fig. 5. It is seen that there is a clear deficit in local

production in the developing countries, as opposed to

an oversupply in the developed countries. The deficit in

own production in the developing countries is negated

by imports, while only a small proportion of meat is

exported. Developed countries are more likely to

export meat, but also import relatively more meat

than developing countries. The proportion of meat

affected by stock changes and other purposes (mostly

cultural) is relatively small, but appears to be somewhat

higher in developing countries.

Table 1 suggests a substantially lower per capita

production of animal products in developing countries
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relative to developed countries. In Fig. 6, this tendency

is quantified for the top ten animal products globally.

Per capita energy consumption from small stock (sheep

and goat) meat in the developing regions amounted to

79% of that in the developed world. Other products

where per capita energy consumption of the developing

world exceeded 50% of the corresponding figure in the

developed world are poultry (67%), offal (67%), beef

(65%), and milk (57%). Inhabitants of the developing

world consumed energy from eggs (39%), honey

(38%), pork (24%), animal fats (21%), and cheese

(12%) at much lower quantities than their counter-

parts in the developed world.
Global Food Security

It is evident from Fig. 6 that inhabitants of the devel-

oping world consume substantially less energy from

animal products than their counterparts in the devel-

oped world. It is thus important to consider relative

food security of both groupings in view of these results.

It is estimated that �854 million people in the world

lack adequate nourishment for a healthy and produc-

tive lifestyle, a figure that remained fairly stable over the

last two decades [9]. The number of people dependent

on one or other form of food aid for a livelihood is
estimated at �73 million worldwide. It is notable

that the most insecure areas in terms of the provision

of food are in developing countries in Asia and the

Pacific, Latin America and the Caribbean, and Near

East and Sub-Saharan Africa. Figure 7 depicts the

frequency of undernourishment in different areas of

the world as a percentage of the total population. It is

evident that people in the central part of Africa are

particularly at risk from undernourishment, but that

variable levels of undernourishment also occurs in

South and Central America, in South and central

Asia, and in Oceania.

The percentage of undernourished people world-

wide was estimated at 16% in 1990–1992, 14% in

1995–1997, 14% in 2002–2004, and at 13%

in 2004–2006 [10]. It is notable that less than 5% of

the total population suffered from undernourishment

in the developed world. Less than 5% of the population

of the developing states in Northern Africa correspond-

ingly suffers from undernourishment. The occurrence

of undernourishment is compared for other regions in

the developing world over time from 1990–1992 to

2004–2006 in Fig. 8.

It is notable that most regions reported a slight

decline in food insecurity, but that it still remains at
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unacceptably high levels. Sub-Saharan Africa and

Southern Asia were the regions where the population

was most at risk during recent years (Fig. 8).

So far the discussion has centered around trends in

the global human population, livestock products, as

well as the issue of food security. The animal resources

at the disposal of the global community for the allevi-

ation of food insecurity need to be considered next.

Animal Resources

Domestication

Present-day production systems depend on Livestock

species domesticated in the distant past. Fifteen out of

148 non-carnivorous species weighing more than 45 kg

were domesticated, while only 10 out of an estimated

10,000 avian species were domesticated [12]. The time

lapses since domestication of mammal livestock

(in ascending order) is estimated at 10,000 years
Breeding in Developing Countries and Tropics. Table 2 The

reporting the presence of specific mammalian livestock specie

Mammalian species

Region

Africa Asia
Europe and the
Caucasus

Latin
the C

Cattle 98 96 100

Sheep 92 86 100

Goats 96 96 93

Pigs 70 82 91

Horses 46 93 91

Donkeys 38 46 36

Buffalo 8 57 25

Deer 2 25 14

Rabbit 38 39 39

Dromedary 32 25 2

Bactrian camel 0 25 5

Yak 0 32 2

Guinea pig 8 0 0

Alpaca 2 0 0

Llama 0 0 0

Vicuňa 0 0 0

Source: Adapted from Rischkowsky et al. [13].
for goats, 8,500 years for sheep, 7,000–9,500 years for

cattle, 6,500 years for horses and the South American

camelids, 6,000 years for donkeys, 4,500–5,000 years for

camels, 4,500 years for yaks and 4,000–4,500 years

for water buffalo [12]. Chickens were domesticated

between 5,000 and 7,500 years ago.

Distribution of Livestock Domestication, the resul-

tant controlled breeding and selection, and the dis-

persal of domesticated livestock by human migration

resulted in a wealth of diverse animal genetic resources.

These livestock species are widely dispersed and

adapted to a wide variety of environments and produc-

tion systems. The percentages of countries in regions

throughout the world that reported the presence of

a specific domesticated mammalian species are listed

in Table 2.

The wide representation across countries among

the mammalian livestock species traditionally used
percentage of countries in different regions of the world

s

America and
aribbean

Near and
Middle East

North
America

Southwest
Pacific

94 75 100 77

91 100 100 31

94 83 100 69

91 8 100 92

64 58 100 23

39 50 50 –

27 25 0 0

9 0 50 15

48 8 0 0

0 58 0 8

0 0 0 0

0 0 0 0

15 0 0 0

12 0 0 0

15 0 0 0

12 0 0 0



Breeding in Developing Countries and Tropics. Table 3 The percentage of countries in different regions of the world

reporting the presence of specific avian livestock species

Avian species

Region

Africa Asia
Europe and the
Caucasus

Latin America and the
Caribbean

Near and
Middle East

North
America

Southwest
Pacific

Chicken 78 93 86 70 50 100 85

Turkeys 24 43 57 30 17 100 8

Ducks 32 61 50 33 17 0 46

Geese 16 39 61 21 17 50 8

Muscovy ducks 16 39 20 18 17 0 62

Guinea fowl 28 18 11 9 8 0 0

Pigeons 10 21 9 6 17 0 15

Quails 2 39 14 6 0 50 0

Partridges 4 7 7 0 0 0 0

Pheasants 0 7 9 6 0 0 0

Ostriches 12 11 7 0 0 0 8

Emus 2 4 2 3 0 0 0

Cassowary 0 4 2 0 0 0 0

Peacocks 0 0 0 2 0 0 0

Source: Adapted from Rischkowsky et al. [13].
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for food production (cattle, sheep, goats, and pigs) is

evident from Table 2. The exceptions are sheep that are

somewhat underrepresented in the Southwest Pacific at

31%, and pigs that are underrepresented in the Near

and Middle East at 8%. Species like buffaloes, rabbits,

and deer are important contributors to food security in

some regions. Other species (yaks, camels, South

American camelids, and guinea pigs) also contribute

to regional food security, but are extremely localized in

their distribution.

Domestic chickens are the most important avian

livestock species by far (Table 3). Livestock species like

turkeys, ducks, geese, Muscovy ducks, pigeons, quails,

and guinea fowl also contribute in most regions of the

world, but are nowhere close to the role played by

domestic chickens. Other species (partridges, pheas-

ants, peacocks, and the ratite species) also contribute

to regional food security, but are fairly to extremely

localized in their distribution.

At �1.35 billion head, cattle have to be considered

as the most important mammalian livestock species in
the World (Table 4). Cattle are closely followed by

sheep (1.08 billion head), pigs (0.96 billion head), and

goats (0.81 billion head). The only other species

exceeding half a billion head are rabbits at 0.54 billion

head. Regions housing more than 10% of the

world cattle population are Asia (32%), Latin America

and the Caribbean (28%), Africa (14%), and Europe

and the Caucasus (11%). Sheep are mostly found in

Asia (36%), Europe and the Caucasus (18%), and

Africa (16%). Asia (62%) and Europe and the Caucasus

(20%) house the majority of the global pig population,

while the most important goat-rearing regions

are Asia (62%) and Africa (22%). Rabbits are

mostly found in Asia (74%) and Europe and the

Caucasus (24%). Most of the world’s camels are

found in Africa (40%), the Near and Middle East

(38%), and Asia (20%). Table 4 confirms the status of

buffaloes and South American camelids as truly

regional livestock species.

Domestic chickens are by far the most impo-

rtant avian livestock species, with a more than tenfold



Breeding in Developing Countries and Tropics. Table 4 The world’s population of the most important mammalian

livestock species, with the relative contribution of the different world regions as percentages

Species

Region

World
population
(billion head)

Africa
(%)

Asia
(%)

Europe
and the
Caucasus (%)

Latin America
and the
Caribbean (%)

Near and
Middle
East (%)

North
America (%)

Southwest
Pacific (%)

Cattle 14 32 11 28 3 8 3 1.355

Sheep 16 36 18 7 9 1 14 1.081

Pigs 2 62 20 8 0 8 0 0.960

Goats 22 62 4 4 8 0 0 0.808

Rabbits 0 74 24 1 2 0 0 0.537

Buffalo 0 97 0 1 2 0 0 0.174

Horse 6 25 13 44 0 11 1 0.055

Donkeys 27 38 4 20 12 0 0 0.041

Camels 40 20 2 0 38 0 0 0.019

Camelids 0 0 0 100 0 0 0 0.006

Source: Adapted from Rischkowsky et al. [13].

Breeding in Developing Countries and Tropics. Table 5 The world’s population of the most important avian livestock

species, with the relative contribution of the different world regions as percentages

Species

Region

World
population
(billion head)

Africa
(%)

Asia
(%)

Europe and
the Caucasus
(%)

Latin America and
the Caribbean (%)

Near and
Middle
East (%)

North
America
(%)

Southwest
Pacific (%)

Chicken 6 48 14 15 3 13 1 16.740

Duck 1 90 7 2 1 1 0 1.046

Turkey 3 1 43 18 1 33 1 0.280

Geese 1 90 6 0 3 0 0 0.302

Source: Adapted from Rischkowsky et al. [13].
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advantage above ducks in the second place

(Table 5). Most chickens are found in Asia (48%),

while Latin America and the Caribbean (15%),

Europe and the Caucasus (14%), and North America

(13%) also house more than 10% of the world

population.

Turkeys are found in Europe and the Caucasus

(43%), North America (33%), and Latin America and

the Caribbean (18%). Ducks and geese are almost
exclusively found in Asia, where 90% of the world

population can be found for both species.

It is also notable that most livestock can be found

in the developing countries of Asia, the only excep-

tions being horses, camels, camelids, and turkeys

(Tables 4 and 5). This is not surprising, given the high

population density in this region, and the need for food

produced by mammalian and avian farm animal

genetic resources.
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Biodiversity as Reflected by Breed Animal biodiver-

sity is also illustrated by the number of distinct breeds

that are identifiable in domestic livestock. The mam-

malian livestock species with the highest number of

distinct breeds is sheep, followed by cattle, horses,

pigs, goats, and rabbits (Table 6).

About half of the sheep breeds are found in Europe

and the Caucasus, a quarter in Asia and about 12% in

Africa. Regions with more than 10% of the cattle breeds

are Europe and the Caucasus (31%), Asia (26%), Africa
Breeding in Developing Countries and Tropics. Table 6 Th

important mammalian livestock species, with the relative con

Species

Region

Africa
(%)

Asia
(%)

Europe and the
Caucasus (%)

Latin America an
the Caribbean (%

Sheep 12 25 48 4

Cattle 19 26 31 14

Horses 7 24 48 11

Pigs 9 41 32 12

Goats 18 35 33 5

Rabbits 7 8 76 7

Donkeys 14 28 28 15

Buffalo 2 73 9 9

Camels 47 24 3 0

Camelids 0 0 0 100

Source: Adapted from Rischkowsky et al. [13].

Breeding in Developing Countries and Tropics. Table 7 Th

important mammalian livestock species, with the relative con

Species

Region

Africa
(%)

Asia
(%)

Europe and
the Caucasus
(%)

Latin America and
the Caribbean (%)

Chicken 8 22 58 8

Ducks 9 38 36 11

Geese 6 24 65 3

Turkeys 13 13 42 13

Source: Adapted from Rischkowsky et al. [13].
(19%), and Latin America and the Caribbean (14%).

Most pig breeds are found in Asia (41%), followed

by Europe and the Caucasus (32%), and Latin

America and the Caribbean (12%). The regions with

the most goat breeds are Asia (35%), Europe and the

Caucasus (33%), and Africa (18%). Domestic chickens

are the most diverse avian livestock species in terms of

breed, with nearly five times as many distinct breeds

than ducks in the second place (Table 7). Most chicken

breeds are found in Europe and the Caucasus (58%)
e biodiversity, as reflected by distinct breeds, of the most

tribution of the different world regions as percentages

Number
of breeds

d
)

Near and
Middle East
(%)

North
America
(%)

Southwest
Pacific (%)

5 3 3 1,129

4 3 3 990

2 4 4 633

0 3 2 566

6 1 2 559

2 0 0 207

11 3 2 150

6 0 2 132

24 0 2 97

0 0 0 13

e biodiversity, as reflected by distinct breeds, of the most

tribution of the different world regions as percentages

World
Population
(billion head)

Near and
Middle East
(%)

North
America
(%)

Southwest
Pacific (%)

2 1 2 1,132

2 0 0 234

1 0 1 166

4 13 2 85
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and Asia (22%). None of the other regions had more

than 10% of the chicken breeds of the world. Regions

with more than 10% of the world’s duck breeds are Asia

(38%), Europe and the Caucasus (36%), and Latin

America and the Caribbean (11%). Goose breeds

mostly originate from Europe and the Caucasus

(65%) and Asia (24%). Most turkey breeds are found

in Europe and the Caucasus (42%), with Africa, Asia,

Latin America and the Caribbean, as well as North

America all contributing 13% to the global animal

diversity in terms of breeds The contribution of Europe

and the Caucasus to biodiversity, as reflected by distinct

breeds, is higher than suggested by the contribution of

this region to the overall livestock populations

(Tables 4 and 5). The only exception in this respect is

the turkey, where the contribution of the region to the

population size and the number of breeds are roughly

equal. It has been suggested that many of the breeds in

this region are recognized as separate entities, while

being quite similar genetically [13]. In contrast, breed

recording and characterization may be constrained by

technical and human resources in parts of the develop-

ing world, such as Sub-Saharan Africa. This topic will

be addressed later.
The Most Important Livestock Products for

Ensuring Food Security

From the foregoing, it is possible to rank the domestic

livestock species in terms of their importance to human

food security, based on their population size and breed

diversity. There is little doubt that chickens, cattle, pigs,

sheep, and goats need to be regarded as the most

important livestock species in this context. More atten-

tion will thus be given to these species in the subse-

quent text. The importance of other regional species

also needs to be considered. However, this would

involve substantial additional information, which can-

not be accommodated within the constraints of the

present study.

Meat products are seen as important dietary

sources of protein, iron, zinc, and vitamin b12 among

others [7]. Meat products were related to increased live

weight gains and improved cognitive function in chil-

dren [14]. Meat thus has to be considered as an

extremely important product for both the developed
world and the developing world. Milk also provides

calcium, phosphorus, vitamin B12, desirable fatty

acids, and good-quality protein, and was also reported

to have similar benefits to live weight and height of

children under conditions where food supply is

marginal [14]. The outlook for animal products

(meat and dairy products) is subsequently provided

per species for the major species listed above.

Meat from avian origin in this section is termed as

poultry meat. However, with domestic chickens con-

stituting more than 90% of avian livestock in the world

(Table 5), it is safe to assume that the trends would also

hold true for this species. Data were obtained from the

outlook document of the OECD-FAO [11], and the

results are provided for OECD-member states

(representing the developed world) and non-OECD

countries (representing the developing world). After

considering production and consumption figures per

species, attention is focused upon the per capita con-

sumption of the various species meats.

Poultry

Poultry meat production in the non-OECD countries is

forecast to increase steadily by 45% from �43,600 kt

carcass weight equivalent (cwe) in the early 2000s to

�63,300 kt cwe in 2017 (Fig. 9). The corresponding

increase in the OECD countries is forecast to be more

modest, namely, an increase of 17% from �26,400 to

�42,400 kt cwe. Poultry consumption, on the other

hand, is seen to increase by 17% from �34,600 to

�40,400 kt cwe in OECD countries, while the concom-

itant increase in non-OECD countries is expected to

amount to 45% (from 45,100 to 65,300 kt cwe).

A deficit in non-OECD countries is evident from

Fig. 9, which can be partly offset by a surplus in pro-

duction in the OECD countries.

Pigs

The production of pork is expected to increase from

�63,200 kt cwe in 2004 to �85,500 kt cwe in 2017 in

the non-OECD countries, an increase of 35% (Fig. 10).

OECD countries are likely to record a comparatively

small increase, from �37,100 to �39,800 kt cwe. This

increase only amounts to 7%. Consumption in the

non-OECD countries is seen to increase by 36% from
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63,900 to 86,900 kt cwe, while a modest increase of

7% was predicted for OECD countries (�35,800 to

�38,200 kt cwe). As for poultry meat, it was noted

that a slight overproduction in OECD countries can

once again be of value to counter a deficit in the non-

OECD countries.
Cattle

Beef and veal production is expected to increase by

41% in the non-OECD countries, from �37,000 kt

cwe in 2004 to 52,200 kt cwe in 2017 (Fig. 11).

In contrast, production in OECD countries is
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forecast to be relatively stable at between 26,500 and

27,200 kt cwe. As with production, consumption of

beef and veal in the non-OECD region is expected to

increase by 41%, from 36,500 to 51,500 kt cwe over

the period from 2004 to 2017. A slight increase of

about 5% is expected in the consumption of beef and

veal in the OECD countries (from 26,800 to 28,000 kt

cwe). Production and consumption seem to be in

closer correspondence in both regions for this

commodity.

Small Stock

Global production of sheep meat (mutton and lamb) is

modest compared to the other types of meat. Produc-

tion in non-OECD countries is expected to increase by

22% from�10,900 kt cwe in 2004 to�13,500 kt cwe in

2017 (Fig. 12). No increase in sheep meat production is

forecast for OECD countries, and figures are expected

to remain stable at 2,300–2,400 kt cwe over the entire

period. Consumption of sheep meat is expected to

increase by 25% in non-OECD countries (from

�11,300 to �14,100 kt cwe), while sheep meat con-

sumption is expected to decline by 3% in OECD coun-

tries (from 2,417 to 2,340 kt cwe). As for other meats,

surplus production of sheep meat in the OECD coun-

tries may play a role in alleviating the deficit expected

in non-OECD countries.
Global goat meat (chevron) production all but

doubled from 2.05 million ton in 1985 to 4.05 million

ton in 2005 [15]. This trend could mostly be ascribed

to a 2.5-fold increase in goat meat production from

1.3 million ton in 1985 to 3.3 million ton in 2005 in

Asia. Less spectacular increases from 1985 to 2005 were

reported for other countries in the developing world,

namely, from 0.53 to 0.86 kt in Africa and from 0.59 to

0.83 kt in South America. In the developed world,

Europe led the way with a 33% increase in chevron

production from 0.09 to 0.12 kt. In contrast, goat meat

production in Oceania declined markedly from 0.12 kt

in 1985 to 0.02 kt in 2005 [15].

Per Capita Meat Consumption

Per capita consumption of pork as well as of beef and

veal is forecast to remain largely stable up to 2017

in the OECD countries, at respectively �23 and

�15 kg/person/year (Fig. 13). The per capita con-

sumption of poultry meat is expected to increase by

9% from 25.4 to 27.8 kg/person/year. In contrast, the

consumption of sheep meat is predicted to decline by

11% from 1.8 to 1.6 kg/person/year. The ranking of

the meat from the various species is consistent over

years, the sequence being poultry, pork, beef and veal,

and finally sheep meat. The per capita consumption of

all meat types, with the exception of sheep meat, is



0

2,000

4,000

6,000

8,000

10,000

12,000

14,000

16,000

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
16

20
17

20
18

Year

S
he

ep
 m

ea
t (

kt
 c

w
e)

Production – OECD

Production – Non-OECD

Consumption – OECD

Consumption – Non-OECD

Breeding in Developing Countries and Tropics. Figure 12

Sheep meat production and consumption in kiloton carcass weight equivalent (cwe) in OECD and non-OECD countries

(Source: OECD-FAO [11])

0

5

10

15

20

25

30

20
04

20
08

20
10

20
12

20
14

20
16

Year

P
er

 c
ap

ita
 c

on
su

m
pt

io
n

(k
g/

ye
ar

)

0

5

10

15

20

25

30

20
04

20
08

20
10

20
12

20
14

20
16

Year

P
er

 c
ap

ita
 c

on
su

m
pt

io
n

(k
g/

ye
ar

)

Pork

Poultry

Beef and veal

Sheep meat

Pork
Poultry
Beef and veal
Sheep meat

Breeding in Developing Countries and Tropics. Figure 13

Per capita consumption of meat from the various species in the OECD countries (left) and in the non-OECD countries (right)

for the period from 2004 to 2017 (Source: OECD-FAO [11])

359Breeding in Developing Countries and Tropics
forecast to be lower in non-OECD countries (Fig. 13).

Per capita consumption of meat from all the different

species is predicted to increase over time in the latter

grouping. In sequence of the importance of the differ-

ent types of meat, per capita consumption is expected

to rise by 15% for pork (from 9.5 to 10.9 kg/person/

year), by 22% for poultry (from 7.6 to 9.3 kg/person/
year), by 18% for beef and veal (from 4.9 to 5.8 kg/

person/year), and by 5% for sheep meat (from 1.9 to

2.0 kg/person/year).

It is evident from Fig. 13 that the wealthier OECD

countries are able to sustain high levels of protein

intake from livestock. With the exception of sheep

meat, developing countries are lagging behind,
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suggesting that there is almost unlimited scope for the

improvement of livestock productivity for meat pro-

duction in these regions. When the relatively small

contribution of sheep meat in both regions is consid-

ered, it is tempting to discard this industry as an

important contributor to food security. However, it is

recognized that the sheep industry is able to thrive

under marginal conditions where other livestock spe-

cies find it difficult to adapt. Because of this, expansion

in numbers (and thus product quantity) is not always

easy to achieve. It is thus important to recognize the

importance of this species to local food security, and

also to the sustainable utilization of resources in mar-

ginal areas [8].
Dairy Products

The outlook is for both the OECD countries and non-

OECD countries to increase their production and con-

sumption of cheese in the immediate future (Fig. 14).

Production is expected to increase from respectively

�14,200 and �4,000 kt product weight (pw) in 2004

to respectively �17,000 and �5,300 kt pw in 2017.

When expressed relative to 2004 production, these

changes amount to respectively 20% and 35%.

Corresponding increases in consumption amount to

respectively 21% and 31%, from �13,700 kt pw in
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Cheese production and consumption in kiloton product weig

FAO [11])
OECD countries and �4,300 kt pw in non-OECD

countries to respectively �16,600 and �5,700 kt pw.

As for other commodities, the surplus in OECD coun-

tries is forecast to be able to assist in alleviating the

deficit in non-OECD countries.

World production of goat cheese increased by 28%

from 343 kt in 1985 to 438 kt in 2005 [15]. Regional

production in the developing world more than

tripled from 35 kt in 1985 to 122 kt in 2005, stayed

constant at �4 kt in South America, and declined by

13% from 114 kt in 1985 to 99 kt in 2005. In the

developed world, European goat cheese production

rose by 36% from 132 kt in 1985 to 180 kt in 2005,

while production in northern and central America

halved from 34 kt in 1985 to 18 kt in 2005. According

to Dubeuf and Boyazoglu [15], selection of goats is

limited to milk goats in developed countries. There

thus seems ample scope to improve performance at

all levels of the dairy goat industry in developing

countries.

When butter is considered, it is evident that pro-

duction and consumption are predicted to remain

constant at respectively between 3,600 to 3,700 kt pw

and 3,100 to 3,200 kt pw in OECD countries (Fig. 15).

In the case of the non-OECD countries, production

of butter is expected to increase by 68% from

�4,700 kt pw in 2004 to �7,800 kt pw in 2017.
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Butter production and consumption in kiloton product weight (pw) in OECD and non-OECD countries (Source: OECD-FAO
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Milk powder production and consumption in kiloton product weight (pw) in OECD and non-OECD countries

(Source: OECD-FAO [11])
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Consumption is forecast to increase by 61% from

�5,100 to �8,300 kt pw over the same period.

Milk powder production (the sum of skim

milk powder production and whole milk powder pro-

duction) is projected to increase by 58%, from

�2,560 kt pw in 2004 to 4,060 kt pw in 2017, in
non-OECD countries (Fig. 16). Consumption of milk

powder is forecast to increase by 46%, from 4,140 to

6,030 kt pw over the same period. Both milk produc-

tion and milk consumption remained fairly constant in

OECD countries over the same period. The deficit

between milk powder production and milk powder
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consumption in non-OECD countries is quite marked

in this case. Fortunately the forecasted surplus of

milk powder produced in the OECD countries will go

a long way to alleviate this deficit in the non-OECD

countries, as have been found for most of the other

commodities.

It is evident that the production of butter and

milk powder is substantially lower in OECD coun-

tries, compared to their non-OECD counterparts.

In contrast, cheese production is much higher in

OECD countries. This trend is understandable if it

is considered that cheese is a prestigious, high-value

product.
Challenges

It needs to be considered that livestock production in

developing regions is faced with a number of challenges

to ensure sustainability [16, 17]. These challenges need

to be overcome to ensure sustainable breeding pro-

grams. A broad subdivision can be considered as chal-

lenges imposed by the environment (or external

challenges) and those related to infrastructure and

capacity (indicated as internal challenges).
External Challenges

Production under Various Systems It should be

considered that the natural and/or cultivated plant

resources form the basis for all types of livestock pro-

duction. The more industrialized livestock sector relies

on feedstuffs (concentrates, and roughages for dairy

cows) that are in many cases imported from elsewhere

for the sustenance of farmed animals. In contrast, nat-

ural and cultivated pastures are particularly important

for the grazing ruminants that are able to convert low-

quality roughage to nutritious protein for human con-

sumption. Owing to a lack of control over pasture

conditions in farming systems reliant on natural pre-

cipitation, periods of nutrient undersupply may occur.

Persistent droughts may occur from time to time,

adding to the challenges faced by tropical livestock

[18]. Moreover, tropical pastures are known to have

a high lignin content, particularly at the end of the

growing season [19].

These afore-mentioned factors may act as con-

straints to efficient livestock production in developing
and tropical regions. Low-potential extensive natural

rangeland sustains a large portion of the well-

developed sheep sector in South Africa [8]. Seasonal

and unprecedented longer-term droughts are the rule

rather than the exception. According to Mirkena et al.

[19], adaptation of farm animals to such periods of

feed scarcity can be achieved in a number of ways.

Animals may develop a reduced metabolic require-

ment, or an ability to slow downmetabolism. Digestive

efficiency could be improved, while an improved utili-

zation of low-quality roughage could be enabled. An

alternative strategy could be to deposit adipose body

reserves to act as a safeguard against periods of inade-

quate nutrient supply. As pertaining to a reduction in

metabolic requirement, Silanikova [20] demonstrated

that desert Bedouin goats have lower energy require-

ments than suggested by their body size, while they are

also able to utilize low-quality roughage with a high

fiber content. The latter type of goat also tolerated

intake levels of �50% below ad lib intake, compared

to �20% in Saanen goats. Localized fat reserves are

found in a number of species adapted to harsh envi-

ronments. Tail fat reserves of Horro and Mentz lambs

were proportionally more reduced in comparison to

other fat depots during periods of food scarcity and

resultant loss of body condition [21].

On the other hand, Fig. 13 clearly indicates that an

increasingly large portion of per capita meat consump-

tion is expected to be produced by poultry and pigs

under more intensive production systems, also referred

to as industrial systems [22]. This development leads

to some challenges in itself. The intensification of

animals on smaller areas is feared to lead to unprec-

edented spinoffs, like an increase in the transmission

of diseases between animals and mankind [23]. This

topic is dealt with in the next section, with a num-

ber of appropriate examples. However, it is impor-

tant to note that some doubts exist about the

governance of some countries in the developing

world to adequately deal with this potential threat

[23]. According to Gummow [23], this problem is

compounded by a poor immune status in many

countries because of diseases like HIV/AIDS. Addi-

tionally, child nutrition was found to be inadequate

in many developing countries, leading to complica-

tions like stunting and retarded growth [6], as can

also be inferred from Fig. 8.
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Disease It is important to recognize that disease plays

an important role in livestock production throughout

the world, both in developing and developed regions.

There is evidence that local, indigenous cattle devel-

oped tolerance to tsetse and trypanosomis challenge in

parts of Africa infested by the tsetse fly [19]. A study by

Van der Waaij [24] suggested that several quantitative

trait loci (QTL) have a role to play in the tolerance of

trypanosomis of cattle in the African tropics. Animals

imported to these regions are not likely to survive,

unless a high level of husbandry and the usage of

appropriate chemical treatments are applied. Infesta-

tion of farm animals with ticks in developing countries

often results in death owing to tick-borne diseases [25].

Local breeds of cattle, sheep, and goats are often toler-

ant to the challenge provided by such diseases [19]. In

this respect, it has been shown that local Small East

African goats were less likely to be affected by ticks and

abscesses caused by ticks than imported Toggenburg

goats in Tanzania [26]. Consistent differences in favor

of the local Small East African goats were found for all

three species of ticks that were considered in the study.

Analyses conducted on the national database of the

Bonsmara breed in the South African National Beef

Recording and Improvement Scheme indicated useful

genetic variation in tick numbers, particularly when the

data were structured to involve environments with

a higher level of tick infestation [27]. Genetic variation

on the underlying liability scale was also reported for

the ability of Merino sheep to resist breech strike by the

sheep blowfly, Lucilia cuprina [28–30]. The significant

genetic variation was supported by distinct line differ-

ences between Merino lines divergently selected for

their ability to rear multiple offspring [31]. The chal-

lenge of animals with breech strike is controversial

from an ethical viewpoint, while the transient nature

of breech strike makes an adequate natural challenge

under all conditions infeasible. Alternatively, it has

been suggested that indicator traits should receive

some attention. Traits that are considered include

breech fold score, dag score, breech cover score, and

crutch cover score. A number of studies suggested that

all these indicator traits show significant genetic varia-

tion [28, 29, 32, 33]. In general, the indicator traits were

not unfavorably related to wool and fleece traits. There

is also some evidence that dag score [28, 29], breech

cover score [29], and breech fold score [30] are
genetically related to breech strike. Earlier work also

suggested a genetic basis for body strike in sheep, as

reviewed by Morris [34]. Selection for combined resis-

tance to body strike and fleece-rot also resulted in

genetic gains that accorded with expectations [35].

Infestation with the sheep body louse, Bovicola ovis,

was accordingly reported to be heritable in a New

Zealand study [36]. However, lice infestation was not

conclusively associated with susceptibility to gastroin-

testinal nematodes.

Most species of farmed livestock are also affected by

internal parasites. In this respect, marked breed differ-

ences in resistance to Haemonchus contortus were

reported between the indigenous Kenyan Red Maasai

sheep compared to the Dorper breed, an import from

South Africa. Indigenous Red Maasai sheep had lower

parasite burdens (as reflected by fecal worm egg

counts), higher packed cell volumes as well as an

improved lamb survival compared to Dorpers [37].

A later study reported small breed differences in

a more arid environment with an inherently lower

parasite challenge [38]. The relative advantage of the

Red Maasai became evident in an environment condu-

cive to helminth infestation, as reflected by a threefold

advantage in levels of production on Red Maasai sheep

compared to Dorpers [38]. Nimbkar et al. [39]

reported corresponding differences in crosses of the

Garole breed with the Banmur and Deccani breeds in

India. These breed differences are supported by ample

evidence of genetic variation in fecal worm egg counts

as a measure of resistance to gastrointestinal round-

worms in sheep [40, 41], as well as realized genetic

progress [34, 41, 42]. Selection for lower fecal worm

egg counts resulted in lower outputs of larvae on the

pasture by reproducing ewes [43] and concomitant

economic gains [44].

Genetic parameters and progress in other diseases

of sheep were reviewed by Morris [34]. Apart from

four mycotoxic diseases, the review also considered

bacterial diseases like mastitis, footrot, and pneumo-

nia. All diseases have shown moderate genetic

variation, and realized genetic gains were reported for

facial eczema and ryegrass staggers. Mastitis and

footrot also formed part of the review by Bishop [45],

indicating how the epidemiology of transmittable

diseases affects options to utilize genetic variation

in disease resistance in a number of species.
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In dairy cattle, improved modeling and revised trait

definitions are being investigated for usage in the

genetic improvement of resistance to mastitis on

a national scale, as based on readily available somatic

cell count data [46, 47]. Similar studies are underway as

pertaining to bovine Johne’s disease [48] and bovine

tuberculosis [49].

Additionally, cognizance should be taken of new

diseases of a noninfectious nature. Gummow [23]

pointed out that increased industrialization and pollu-

tion also impacted on livestock farming, and listed

chronic copper and vanadium overdose as an impor-

tant source of livestock deaths in the Mpumalanga

province of South Africa. Other examples of

noninfectious conditions listed in the latter review

were the impact of environmental contaminants on

the life expectancy of humans in Russia as well as air

pollution in the United States. These conditions need

to be understood better, while pollution needs to be

brought down to manageable levels [23].

The previous discussion dealt with the importance

of disease, as well as heritable resistance to known

pathogens. The complexity of selection for resistance

to known pathogens, as reviewed by Bishop [45], is also

recognized. The relevance of the above-mentioned to

the eventual outcome of the chapter will become clear

in the section on future directions.

It is important to note that intensification in the

more industrialized livestock species (poultry, pigs, and

dairy cows) are likely to be conducive to an increased

risk of infection by some diseases [23]. Owing to close

contact with mankind, the transmission of some ani-

mal diseases to humans (also referred to as zoonoses)

places a further dimension on the importance of live-

stock disease. A number of recent and historic epi-

demics, resulting in loss of life among animals and

humans alike, have been listed by Gummow [23]. The

transmission of animal diseases to humans falls beyond

the scope of this review, and will not be dealt with in

detail. However, it is necessary to refer briefly to recent

occurrences of Bovine Spongiform Encephalopathy

(better known as BSE), foot and mouth disease, and

Avian Influenza to get an indication of the impact of

such diseases on mankind. Avian Influenza in particu-

lar has led to recent scares, associated with a loss of

approximately 200 human lives [22]. An outbreak of

Rift Valley Fever during the summer and autumn of
2010 similarly resulted in substantial livestock losses

[50], as well as at least 17 human fatalities in South

Africa during the past year [51]. This has resulted in the

suspension of raw wool exports worth an estimated 1

billion South African Rand (ZAR) to the Chinese mar-

ket on August 16, 2010 [52]. The impacts of such events

on livestock, humans, and the economy should be clear

from the foregoing.

Heat Stress and Water Requirements The climate

can influence animal production in many ways. The

impact of low and unreliable rainfall patterns already

received attention previously. One of the other main

stressors of livestock in the developing world, and par-

ticularly in the tropics, is heat [19]. Heat stress is

reflected in increases in a number of physiological

responses that result in impaired production and

reproduction [53]. Heat stress is aggravated by an

increased humidity [19]. According to Marai et al.

[53], the following temperature humidity index

(THI) can be an indication of the amount of heat stress

experienced by animals:

THI ¼ db�C ¼ 0:31� 0:31 RHð Þdb�C� 14:4½ �
With db�C = the dry bulb temperature in �C
RH = the relative humidity (RH%/100w)

Values below 22.2 suggest an absence of heat stress,

a value from 22.2 to <23.3 is indicative to moderate

heat stress, a value from 23.3 to <25.6 suggests severe

heat stress and a value exceeding 25.6 reflects extreme

heat stress. It is suggested that adapted animals are able

to increase their sweating rate under adverse conditions

in terms of heat stress, while they are able to control

heart rate and rectal temperature better than their

poorly adapted contemporaries.

A Brazilian study compared a number of physio-

logical responses of five naturalized Brazilian cattle

breeds (Curraleiro, Crioulo Lageano, Pantaneiro,

Junqueira, and Mocho Nacional – the former four

breeds from a Bos taurus ibericus origin and the latter

from a B taurus ibericus x B taurus aquitanicus origin),

as well as the commercially available Holstein (B taurus

taurus) and Nellore (B taurus indicus) breeds [54]. Of

the latter two breeds, it was thought that the Holstein

would be poorly adapted to heat stress, while the

Nellore was thought to be well adapted. Physiological

traits measured on the animals are reported in Table 8.
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breeds, as well as the Holstein and Nellore breeds

Breed

Physiological trait

RT RR HR SR Cort PCV TPP

Crioulo Lageano 38.7 33.8 64.4 242 14.8 32.1 7.34

Curraleiro 38.8 31.0 70.7 251 11.6 34.3 7.34

Junqueira 38.7 26.4 69.9 234 14.7 32.7 7.40

Mocho Nacional 38.8 38.8 70.6 259 13.6 35.0 7.23

Pantaneiro 38.8 33.3 69.9 252 15.9 36.8 7.50

Holstein 39.0 32.7 62.6 258 13.8 37.7 7.34

Nellore 38.6 27.7 68.9 225 12.0 33.1 6.99

RT Rectal Temperature (�C), RR Respiration rate (movements/min), HR Heart rate (movements/min), SR Sweating rate (g/m/h), Cort Serum

cortisol concentration (ng/mL), PCV Packed cell volume, TPP Total plasma protein

Source: Adapted from McManus et al. [54].
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The temperatures were not extreme during the

duration of the study. Maxima ranged from just

above 20�C to just below 30�C, while minima ranged

from �12�C to �22�C. Humidity ranged from �50%

to 90% in the mornings and from �25% to �58% in

the afternoons. Although all physiological traits in

Table 8 were within normal ranges for cattle, it is

notable that Nellore cattle consistently had a lower

rectal temperature, respiration rate, sweating rate,

serum cortisol concentration, and packed cell volume

compared to their Holstein contemporaries. Rectal

temperature of Holstein cattle differed by 1.4�C from

the morning to the afternoon, whereas all the other

breeds differed by less than 1.1�C. The respiration rate

of Holstein cattle also differed by 5.7 movements/min

from the morning to the afternoon, compared to

0.4 movements/min in the Junqueira breed. Based on

the packed cell volume and total plasma protein con-

centration, it was suggested that Holstein cattle were

more dehydrated than the other breeds, and the Nellore

breed in particular. The clear breed differences in

Table 8 clearly suggest that the Holstein would be less

adapted to heat than the Nellore breed, as anticipated.

Of the naturalized breeds, the Junqueira seemed to be

best adapted. In contrast, adaptation of the Mocho

Nacional breed appeared to be the worst among the

naturalized breeds.
The impact of heat stress on sheep was reviewed by

Marai et al. [53]. Lambs borne by heat-stressed ewes

had lower birthweight than those of ewes not subject to

heat stress. The impact seems to be brought about by

a reduction in embryo cell number and placentome

size. Heat stress also depressed lamb growth, with

solar radiation together with heat stress aggravating

the situation. Exposure of sheep to heat stress condi-

tions leads to impaired feed intake levels, as well as

increases in respiration rate, body temperature, and

water intake. The digestion of forage is also impaired

by the exposure of sheep to heat stress conditions [53].

The physiological response of a temperate sheep

breed (Rambouillet) was compared to those of two

Indian breeds (Malpura and Chokla) at ambient tem-

peratures of 24�C and 40�C in a study by Singh et al.

[55]. The better adaptation of the Indian breeds to the

ambient temperature of 40�C is evident in Fig. 17, as

reflected by reduced respiration rates and rectal

temperatures.

Very similar results were reported for Suffolk sheep,

as representative of a temperate breed relative to local

Egyptian breeds (the Barki and Rahmani) in the study of

El-Sheikh et al. [56]. In this study, respiration rate and

rectal temperature were studied at exposure to elevated

temperatures (0 h), and after 2 and 4 h of exposure

to high temperatures (respectively +2 h and +4 h).
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Means for respiration rate (left) and rectal temperature (right) of animals from the Rambouillet, Malpura, and Chokla sheep

breeds at ambient temperatures of 24�C and 40�C (Adapted from Singh et al. [55])
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Means for respiration rate (left) and rectal temperature (right) of animals from the Suffolk, Barki, and Rahmani sheep breeds

after 2 and 4 h of exposure to elevated temperatures (adapted from El-Sheik et al. [56])
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The better adaptation of the two local breeds compared

to the Suffolk is evident from Fig. 18.

The better adaptation of local breeds to conditions

of excessive heat is evident from the foregoing. It could

therefore be expected that animals from temperate

breeds could find it difficult to adapt and thrive

under such conditions. Menjo et al. [16] reported that

25% of Holstein-Friesian heifers born from artificial

insemination in Kenya were lost to involuntary culling

prior to their first calving. It is notable that the survival

of heifers bred from semen of Kenyan, South African,

and Israeli bulls had an improved survival relative to
those bulls originating from Australia, New Zealand,

the United States, and Canada. Conditions in terms of

ambient temperature in the dairy producing areas of

the latter countries are arguably cooler than those

experienced in Kenya, while harsher conditions are

expected in South Africa and Israel. Unfortunately,

the relative milk yields of the heifers that originated

from semen from the respective regions were not

reported and could, thus, not be considered. Boonkum

et al. [57] accordingly reported that days open were

increased with an increased proportion of Holstein

genes in Thai Holstein and Holstein cross cows.
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The heritability of days open was slightly higher

for summer calvings compared to late rainy season

calvings. Susceptibility to heat stress increased with

increasing parities, possibly leading to the observed

high erosion rates of cows from first to third parity

[58]. Whereas genetic trends for milk yield was favor-

able from first to third parity, second and third lacta-

tion cows became more susceptible to heat stress with

time. These effects are expected to be aggravated with

global warming. It is reassuring that statistical methods

are sufficiently robust to rank animals for heat toler-

ance for selection purposes. Genomic selection is

expected to improve the accuracy of evaluating young

animals for selection purposes.

Many developing countries are in water-scarce areas

of the world. It is therefore important to consider

adaptation of livestock to water scarcity. Mirkena

et al. [19] noted that breeds originating from arid

countries can withstand water deprivation for longer

periods than their counterparts from temperate coun-

tries. Camels are extremely well adapted in this sense,

being able to withstand water deprivation for 17 days

on dry feed [59] and for 30–60 days on green feed [60].

There are also donkey, goat, sheep, and some cattle

breeds that are able to go without water for several

days [61]. Black Bedouin and Barmer goats in the

Middle East may go for 4 days without water [20].

Adapted breeds minimize water losses in urine and

feces and are able to produce milk despite low water

intakes. Because of the increasing strategic importance

of water, production practices for the future should

adopt water conservation practices [62].

The adaptation of local tropical breeds to extreme

conditions was discussed in this section. The impor-

tance of this adaptation to breeding in the developing

world will become clear in subsequent sections.
Internal Challenges

Infrastructure and Capacity Regions in the develop-

ing world were shown to lack infrastructure and capac-

ity for the management of animal genetic resources

(Table 9).

Between 71% and 100% of African countries had

limited or no capacity in the seven categories that were

considered. The situation in Asia was more variable.

The central and southeastern parts had limited
capacity, while conditions in the east and south were

somewhat better. The capacity of the Southwest Pacific,

Central America, and the Near and Middle East was

also limited with 78–100% of the countries having

limited or no capacity in the categories that were con-

sidered. The capacity of the South American and the

Caribbean regions were intermediate in this respect,

with between 30% and 70% of the countries having

no or limited capacity in one or more of the categories

under consideration. In contrast, the developed coun-

tries in Europe and the Caucasus and North America

consistently had moderate to good capacities in 50% or

more of the categories under consideration. The situa-

tion in North America in particular is good, with 100%

of the countries having medium to good capacity in all

categories except for the existence of laws and political

programs.

The scenario set out in Table 9 led to an assess-

ment by Brockhaus [63] that the strategic action as

pertaining to genetic resource management has a

sound basis inNorthAmerica, Europe and theCaucasus,

and, to a lesser extent, in Latin America and the

Caribbean. Legislation in the former regions is

well underway to regulate animal genetic resources.

Weaknesses in the developing world are not only present

at a strategic level but also at the basic operational and

organizational levels. It thus seems that efforts to

improve the vast and diversified livestock genetic

resource of the developing world are constrained by

several factors [64]. On the positive side, a growing

level of awareness is present in the other regions [63].

This provides an opportunity to identify countries and

stakeholders that may act as catalysts of development

in other countries of the regions lagging behind.

Local, regional, and international stakeholders that

could play a role in this respect were listed by the latter

literature source.

Structured Programs From Table 9 it is evident that

the capacities to ensure structured livestock improve-

ment may be lacking in most countries of the develop-

ing world. The emphasis placed on structured breeding

programs for the livestock species of interest in the

different regions must thus be considered next. The

species most likely to be involved in structured breed-

ing programs worldwide is cattle, followed by sheep,

goats, pigs, and chickens (Table 10). Breeding of both
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animal genetic resources for food production

Region

Physical infrastructure
Intellectual
infrastructure Policy development

Capacity Participation Research Knowledge Awareness Laws Implementation

Africa

North and West Africa 92 96 87 87 87 96 96

East Africa 71 100 71 86 71 86 100

Southern Africa 82 82 100 100 91 91 100

Asia

Central Asia 100 100 100 100 100 100 100

East Asia 50 50 75 25 50 50 50

South Asia 43 71 43 85 43 71 86

Southeast Asia 75 100 75 75 75 50 75

Southwest Pacific 91 91 91 91 91 91 91

Europe and the Caucasus 31 31 36 33 31 36 46

Latin America and the Caribbean

Caribbean 33 67 33 33 33 67 67

Central America 78 78 78 78 78 78 78

South America 30 70 30 50 50 60 50

North America 0 0 0 0 0 50 0

Near and Middle East 86 100 85 86 86 100 100

Source: Adapted from Brockhaus [63].

The percentage of countries having no or limited capacities are listed with reference to physical infrastructure, intellectual infrastructure,

and policy development. The balance of countries would have medium to high scores in these respects.
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dairy and beef cattle is also considered as a priority by

the largest number of countries. Regions with below

50% countries involved in structured cattle breeding

programs are Africa (31%), the Near and Middle East

(14%), the Caribbean and Central America (17%), and

the Southwest Pacific (13%). Structured sheep and goat

breeding is practiced less widely, with the only regions

where programs are in place in 50% or more of the

countries being Europe and the Caucasus, as well as

North America in the developed world, and only the

Near and Middle East in the developing World. The

situation for structured goat breeding is much the same

except for fewer than 50% of the countries in the Near

and Middle East having programs in place. It is of
interest that sheep and goat breeding was only consid-

ered as a priority in four African countries [65]. This

situation is perplexing, as Africa is the continent with

the third highest sheep population and the second

largest goat population worldwide (Table 4). Struc-

tured pig breeding is basically only being practiced in

the developed world countries in the Europe and Cau-

casus and North American regions. The North Amer-

ican region is basically the only regionwhere structured

poultry breeding is practiced by 50% of the countries.

The lack of activity in pig and poultry breeding in most

regions can be related to breeding in these species being

mostly entrusted to international breeding companies

with worldwide marketing capabilities.



Breeding in Developing Countries and Tropics. Table 10 Percentages of countries reporting structured livestock

breeding programs per species in the regions of interest

Region Chickens Cattle Sheep Goats Pigs

Africa 2 31 10 10 6

Asia 16 58 30 32 19

Near and Middle East 14 14 57 43 0

Europe and the Caucasus 23 74 59 54 62

Caribbean and Central America 8 17 17 8 8

South America 20 60 10 10 10

North America 50 100 50 50 100

Southwest Pacific 9 13 40 0 18

World 14 47 33 27 27

Source: Adapted from Thieme [65].
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Tools and Strategies in Livestock Breeding Breeding

in pigs and poultry is mostly centralized and practiced

at low levels in the developing world. These species will

thus not be covered in this section.

There is clearly a lack of activities associated with

animal genetic resource management of cattle in Africa,

Asia, as well as in the Near and Middle East, when

compared to the situation in the developed countries

of Europe and the Caucasus (Table 11). Countries in

Latin America and the Caribbean are well situated as

far as identification, performance recording, and arti-

ficial insemination of cattle are concerned. However,

most cattle breeds in this region lack a breeding goal

and a breeding strategy.

Genetic resource management of sheep breeds in

Africa, Asia, and the Near and Middle East is clearly

hampered by a lack of identification of individuals and

performance recording (Table 10). A third of Asian

sheep breeds have a breeding goal and selection strategy

in place. This is in contrast with Latin America and

the Caribbean, where these aspects of animal resource

management are lacking. However, the latter region

performs better for the recording of individual

animals, artificial insemination, and genetic evaluation.

Artificial insemination and genetic evaluation of sheep

are in fact better placed in Latin America and the Carib-

bean than in the developed regions of Europe and the
Caucasus. About half the sheep breeds in these devel-

oped regions have breeding goals, selection strategies, as

well as individual identification and recording in place.

The situation regarding goat breeds are quite sim-

ilar to that in sheep, but with generally higher levels of

uptake of genetic strategies and tools in African goat

breeds (Table 11). In contrast, goat genetic resource

management in the developed countries of Europe

and the Caucasus are generally on lower levels com-

pared to sheep. The lower uptake of artificial insemi-

nation in small ruminants compared to bovines is

notable. This trend is probably related to the lack of

a reliable trans-cervical insemination protocol in the

small ruminant species.

The most important stakeholder in determining

breeding goal definition was identified as research

organizations in all regions [65]. The identification

of individual animals also appears to be mostly driven

by research institutions. The exception to this rule

was in Europe and the Caucasus, where it was mostly

driven by breeders and governments. Recording of

animal performance is mostly driven by research

organizations in Africa, by governments and breeders

in Asia, by nongovernmental organizations in the Near

and Middle East, and by breeders in Europe and the

Caucasus. Genetic evaluation is seen as the responsibil-

ity of research organizations in all regions.



Breeding in Developing Countries and Tropics. Table 11 The percentage of cattle and sheep breeds applying tools

integral to livestock breeding during the process of breed improvement

Region Africa Asia
Near and
Middle East

Europe and the
Caucasus

Latin America and the
Caribbean

Cattle breeds with:

Breeding goal 18 28 14 44 4

Strategy implemented 13 24 9 44 1

Individual identification 11 12 9 44 58

Performance recording 12 16 9 42 45

Artificial insemination 23 12 23 38 69

Genetic evaluation 9 12 5 38 24

Sheep breeds with:

Breeding goal 14 33 16 52 5

Strategy implemented 9 33 8 50 5

Individual identification 9 2 8 45 31

Performance recording 8 2 8 45 14

Artificial insemination 2 17 0 12 35

Genetic evaluation 5 18 0 21 37

Goat breeds with:

Breeding goal 21 12 13 28 12

Strategy implemented 15 12 13 25 12

Individual identification 18 3 6 33 27

Performance recording 21 3 13 30 22

Artificial insemination 5 3 0 5 31

Genetic evaluation 16 3 0 10 27

Source: Adapted from Thieme [65].
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Crossbreeding programs to complement pure-

breeding efforts were reported in all species and all

regions [65]. Crossbreeding seems to bemore prevalent

in cattle and goats compared to sheep.

Research Expenditure The importance of research

organizations in the evaluation of animal genetic

resources has been highlighted in the previous section.

It is therefore relevant to consider the state of research

funding in countries of the developing world and in the

developed world (Fig. 19). The developing countries

(orange bars) with the highest research expenditure in
terms of gross domestic product (GDP) is China at

1.49%. Other developing countries are Brazil (1.02%),

South Africa (0.95%), India (0.71%), Turkey (0.58%),

and Mexico (0.46%). Research expenditure of coun-

tries in the developed world (dark red bars) ranged

from 0.47% of the GDP for the Slovak Republic to

3.63% of the GDP for Sweden. The average research

expenditure for OECD countries (blue bar) amounted

to 2.26% of GDP.

Figure 19 provides information on research in gen-

eral. Agricultural research is often not the area of sci-

entific development attracting the highest level of
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Research funding expressed as a percentage of the gross domestic product (GDP) for a number of countries. Developed

countries are depicted in dark red, developing countries in orange, while the blue bar depicts the average of the
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funding. Information on South Africa as an example of

a fairly prosperous developing economy is provided to

demonstrate this point. Of a total research budget of

�ZAR 16.5 billion in 2006/2007, funding of research

and development in Agricultural Sciences amounted to

6.9% [67]. This figure was substantially lower than

those for Engineering Sciences (21%), Medical and

Health Sciences (15%), Information, Computer and

Communication Sciences (14%), Applied Sciences

and Technologies (11%) and Social Sciences (9.4%).

Of the �ZAR 1.14 billion invested in Agricultural

Sciences, only �ZAR 0.34 billion are dedicated to

research on animal production and animal primary

products. This amounts to approximately 2% of the

overall research and development budget.

During 2006/2007, the contribution of different

sectors of the South African economy to agricultural

research and development (the gross value of research

and development is provided in Table 12) amounted

3.0% for the business sector, 16.7% for the governmen-

tal sector, 4.6% for the higher education sector, 8.1%
for nonprofit organizations and 19.0% for science

councils. Compared to 2004/2005 figures, research

and development expenditure increased by 37% in

the business sector, by 98% in the government sector,

by 30% in the higher education sector, and by 38% for

science councils. No consistent increase was evident in

the research and development expenditure of nonprofit

organizations. The share of agricultural research

remained relatively stable in the business and higher

education sectors as well as in the science councils. In

contrast, the percentage of governmental research and

development funds devoted to agricultural research

halved over the same period (Table 12). The gross

value of governmental research on animal production

and animal primary products increased slightly from

ZAR 0.058 billion during 2004/2005 to ZAR 0.067

billion during 2006/2007. However, the percentage of

the total budget devoted to these study fields declined

from 11.2% to 7.0% over the same period [67].

A modest increase in the share of agricultural research

was recorded for nonprofit organizations. The
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Table 12 Changes in South African research and develop-

ment expenditure for Agricultural Sciences in the recent

past, expressed relative to the total expenditure on

research and development in the business, governmental,

and higher education sectors, as well as nonprofit organi-

zations and science councils

Sector and
expenditure

Year

2004/
2005

2005/
2006

2006/
2007

Business

Total R&D
(ZAR billion)

6.766 8.244 9.243

Agriculture (%) 2.8 3.1 3.0

Governmental

Total R&D
(ZAR billion)

0.515 0.844 1.021

Agriculture (%) 33.9 18.5 16.7

Higher education

Total R&D
(ZAR billion)

2.534 2.732 3.299

Agriculture (%) 3.8 5.2 4.6

Nonprofit organizations

Total R&D
(ZAR billion)

0.198 0.227 0.212

Agriculture (%) 6.4 7.3 8.1

Science councils

Total R&D
(ZAR billion)

1.996 2.102 2.745

Agriculture (%) 19.7 18.4 19.0

Source: Adapted from Anon [67].
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contribution of this sector is probably not that impor-

tant if it is considered that research by nonprofit orga-

nizations attract a relatively small fraction of the overall

research funding (according to Table 12 only 1.2% of

the overall research and development budget).

Given the importance of governments and other

stakeholders in research in decision-making pertaining

to livestock breeding [65], the reduction in the percent-

age of governmental funds allocated to agricultural
research and development is disconcerting. If it is con-

sidered that South Africa has been identified as an

emerging economy along with Brazil, Chile, China,

India, Russia, and Ukraine [68], it is evident that the

situation may be worse in other countries in the devel-

oping world. There thus seem to be a need for

a concerted effort to consolidate funding for research

pertaining to livestock genetic resources in the coun-

tries of the developing world.

Intellectual Capacity The previous heading was

concerned with the funding of research in the develop-

ing world. Apart from the monetary needs, the func-

tioning of all research organizations also depends on

the number and quality of the researchers employed.

The number of researchers per 1,000 members of the

population in a number of developed and developing

countries thus needs to be considered. It is clear that

developing countries (orange bars) have substantially

fewer researchers in employment per 1,000 population

members when compared to developed countries

(Fig. 20). The numbers of researchers per 1,000 popu-

lation members in developing countries ranged from

0.3 in India to 1.9 in Turkey. In contrast, between

3.6 (Italy) and 15.7 (Finland) researchers were

employed per 1,000 population members in the devel-

oped world, giving an average of 7.3 researchers per

1,000 population members for OECD member coun-

tries. The number of researchers per 1,000 population

members in the developed world is thus substantially

higher than in the developing world.

The discrepancy in the number of researchers per

1,000 population members is evident from Fig. 20. It is

of interest to note the trend in the employment of

researcher fulltime equivalents in a developing country

like South Africa. Firstly, it is important to note that

close to 50% of all the researcher fulltime equivalents in

South Africa were employed by the business sector in

2006/2007 (Table 13). The higher education sector

accounted for another 29%, science councils for 16%,

the governmental sector for 6%, and nonprofit organi-

zations for 1.6%. Overall, the number of researcher

fulltime equivalents increased by 15% from 11,080 in

2004/2005 to 12,739 in 2006/2007 [67]. A similar

increase was noted in the business sector, while the

number of researcher fulltime equivalents in the gov-

ernmental sector increased by a substantial 60%.
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The number of researcher fulltime equivalents in the

higher education sector was fairly stable, while non-

profit organizations suffered a 13% decline in

researcher fulltime equivalents. The number of

researcher fulltime equivalents in science councils

decreased by 15% from 2004/2005 to 2005/2006, but

recovered to a level 28% higher than in 2004/2005

during 2006/2007. It is notable that researchers con-

tributed about 50% to all research related personnel in

the business sector (Table 13). Researchers formed

a more commanding part of the personnel corps in

the higher education sector (71–77%) and in nonprofit

organizations (56–69%). In contrast, the support per-

sonnel appeared to have the lion’s share of the person-

nel corps at the expense of researchers in the

government sector (30–44%) and in science councils

(31–40%). The latter similarity is not surprising, as the

science councils are parastatal organizations receiving

part of their budgets from the government coffers.

From the aforegoing, it can be deducted that scien-

tists in the developed world are often faced with par-

ticular challenges relative to their counterparts in the
developed world. One of these should be a heavier

workload, to make up for the deficit in manpower as

reflected in Fig. 20. It is therefore not surprising that

South African professionals were found to spend longer

times at the office compared to their colleagues in the

United States, United Kingdom, and Australia in a sur-

vey conducted between June 2010 and July 2010 [69].

In 25% of the professionals interviewed, this situation

was aggravated by inconsistent internet access. In view

of South Africa’s assessment as a developing economy

[68], it is expected that the situation in many other

developing countries could be worse.

It needs to be stated that the results provided in

Fig. 19 and in Table 13 are for research in general and

not for agricultural research in particular. Unfortu-

nately, the information pertaining to researcher

fulltime equivalents was not broken down to the level

of research field as for the expenditure on research

reported in Table 12. The increase in the number of

researchers has to be viewed positively, noting that

research and development in a country is needed for

sustained growth and global competitiveness [67].



Breeding in Developing Countries and Tropics. Table 13 Changes in the number of South African researchers

(expressed in full-time equivalents – FTE) in the recent past, expressed relative to the total number of FTE active within

research and development (R&D) in the business, governmental, and higher education sectors, as well as nonprofit

organizations and science councils

Sector and researcher fulltime equivalents

Year

2004/2005 2005/2006 2006/2007

Business

Researcher fulltime equivalents (n) 5,300 5,896 6,111

Percent of personnel involved in R&D 46.9 48.2 48.5

Governmental

Researcher fulltime equivalents (n) 491 651 784

% of personnel involved in R&D 29.5 43.9 37.9

Higher education

Researcher fulltime equivalents (n) 3,506 3,555 3,658

Percent of personnel involved in R&D 77.1 72.1 70.8

Nonprofit organizations

Researcher fulltime equivalents (n) 234 198 203

Percent of personnel involved in R&D 64.5 69.2 55.9

Science councils

Researcher fulltime equivalents (n) 1,549 1,323 1,983

Percent of personnel involved in R&D 31.0 32.2 40.0

Source: Adapted from Anon [67].
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On the other hand, it has already been shown that the

emerging economy of South Africa invested only 6.9%

of the total research and development budget in agri-

cultural research (Table 12). As high-level researchers

are often attracted to better funding opportunities, it

is likely that the agricultural sector could find it diffi-

cult to recruit and retain the most promising young

scientists. Moreover, the increase in the number of

researcher full time equivalents is unlikely to be met

with immediate success, as its impact still needs to filter

through with time.

Against this background, it is not surprising that

animal resource management is suboptimal in most

countries in the developing world, as depicted in

Tables 9–11. Therefore it is important to consider

ways to ensure that services with respect to animal

resource management are delivered to producers in
these regions, given the important contribution of live-

stock to food security and rural sustainability. In this

process it is fitting to have a look at how the developing

world contributes to the global science output.

The Contribution of Developing Countries to Global

Science The recent 9th World Congress on Genetics

Applied to Livestock Production (WCGALP) was held

from August 1 to August 6, 2010, in Leipzig, Germany.

WCGALP provides an opportunity to take stock of

global research efforts involving livestock production

every 4 years. The relative contribution that stemmed

from scientists in the developing world can be assessed

simultaneously. The country of origin of the first

author of each abstract of oral contributions during

concurrent sessions and of posters displayed during

poster sessions was recorded and summarized in



Breeding in Developing Countries and Tropics. Table 14 Contributions to the concurrent paper or poster sessions

of the 2010 World Congress on Genetics Applied to Livestock Production per topic, with the contributions from

developing countries as percentage

Topic

Papersa Postersa Totala

N % N % N %

Species breeding 164 11.0 181 49.2 345 31.0

Genetics of trait complexes 101 4.0 79 27.8 180 14.4

Methods and tools 90 4.4 46 30.4 136 13.2

Genetic improvement programs 96 12.5 52 32.7 148 19.6

Special topics 24 12.5 2 0 26 11.5

aNumber of contributions within categories (N) and percentage contributed by the developing world (%).

Source: Adapted from WCGALP [70].
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Table 14. None of the eight plenary lectures that were

presented during the congress was by scientists or

groups of scientists from the developing world. The

contribution of the developing world to papers

presented during concurrent sessions will be consid-

ered next. The contribution of scientists from the

developing world ranged from 4% in the case of the

topic “genetics of trait complexes” to 12.5% for the

topics “genetic improvement programs” and “special

topics” (Table 14). Cases where contributions from

the developing world exceeded 10% of all contributions

within subtopics will be noted subsequently. Within

the topic of “species breeding,” the developing world

contributed most toward “small stock breeding”

(33.3% of 21 papers), “poultry breeding” (20.0% of

20 papers), and “aquaculture” (18.8% of 16 papers).

The contribution of scientist groups in the developing

world to small stock breeding should probably be seen

in context with the projected and current trends in

sheep meat in Fig. 12. Pertaining to the topic “Genetics

of trait complexes” one of nine papers on “behavior”

(11.1%) was presented by scientists from the develop-

ing world. The developing world does not seem to be

active on the topic “methods and tools” as no subtopic

attracted 10% of more of the papers in this case. When

the topic “genetic improvement programs” was con-

sidered, groups from the developing world contributed

most papers to the subtopic “breeding objectives and

economics of selection schemes” (40% of 10 papers),

“management of genetic resources” (26.1% of
23 papers) and “selection for harsh environments

(e.g., the tropics)” (11.1% of 9 papers). Given the

location of most developing countries, it is somewhat

surprising that the major contribution of the latter

subtopic still seemed to originate from the developed

world. A notable lack of activity was observed for the

subtopics “advances in selection theory, including

experimental demonstrations” (0 of 7 contributions),

“selection using molecular information” (1 out of 39

contributions) and “design of selection schemes

exploiting additive and/or nonadditive effects” (0 out

of 8 contributions). Within the “special topics” cate-

gory, scientists from developing countries contributed

to the subtopics of “animal breeding and the environ-

mental challenges” (22.2% of 9 contributions) and

“education and training” (14.3% of 7 contributions).

Overall scientist groups from the developing world

contributed 41 out of 475 papers during concurrent

sessions, or 8.6% of the total number of papers. Devel-

oping countries contributing three or more of these

papers were Brazil (8), South Africa (5), Iran (4), Israel

(4), and Kenya (3).

The contributions of scientist groups from the

developing world to the poster sessions are much

more evident (Table 14). About half of the posters on

the topic “species breeding” originated in the develop-

ing world, while between 27.8% (genetics of trait com-

plexes) and 32.7% (breeding objectives and economics

of selection schemes) of contributions were made by

scientist groups in the developing world. Both posters
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on special topics were presented by scientist groups of

the developed world.

Subtopics with more than 30% contributions from

the developing world are listed next. The contribution

of the developing world to posters on the topic

of “species breeding” amounted to 73.7% for “poultry

breeding” (of 19 contributions), 71.4% for “beef

cattle breeding” (of 42 contributions), 62.5% for

“small stock breeding” (of 16 contributions), 58.7%

of “dairy cattle breeding” (of 46 contributions), and

38.5% for “aquaculture” (of 13 contributions). When

the topic “genetics of trait complexes” was considered,

it was found that posters originating from the develop-

ing world exceeded 30% for the subtopics “growth,

development, feed intake and efficiency” (55.6% of 18

contributions), “lactation” (42.9% of 7 contributions),

and “behavior” (33.3% of 3 contributions). Under the

topic “methods and tools,” the contributions of scien-

tists from the developing world exceeded 30% for

“functional genomics and systems biology” (37.5% of

8 contributions), “statistical methods – linear and

nonlinear models” (33.3% of 15 contributions) and

“software and bioinformatics” (33.3% of 6 contribu-

tions). When the topic of “genetic improvement pro-

grams was considered, contributions from developing

world exceeded 30% for “breeding objectives and eco-

nomics of selection schemes” (50% of 10 contribu-

tions) and “management of genetic resources” (33.3%

of 15 contributions). It is evident that scientists from

the developing world were more likely to make their

contributions by the way of posters. It could be by own

choice in many instances, while the available slots for

oral presentations could simply have been filled by

contributions from developed countries in other

cases. Of the 142 posters presented by scientists from

the developing world, five or more posters were con-

tributed by Brazil (57), China (17), Mexico (14), South

Africa (12), Iran (11), and Kenya (5). The overall con-

tribution of developing countries thus ranged from

11.5% for the topic “special topics” to 31.0% for the

topic “species breeding” (Table 14).

Of the 837 contributions presented in concurrent

sessions or as posters during WCGALP, 183 (or 21.9%)

originated from the developing world. Most of these

contributions were from Brazil (65), China (19), South

Africa (17), Iran (15), Mexico (14), and Kenya (8). In

total, 1,382 delegates from 60 countries attended the
Congress. Of these, 229 delegates (or 16.6%) were from

32 developing countries. Developing countries

represented by more than 10 delegates were Brazil

(67), China (39), South Africa (19), and Mexico (19).

It is notable that the average number of contributions

per delegate were 183/229 = 0.799 for the developing

world and 654/1,153 = 0.567 for the developed world.

It thus seemed as if the scientists from the developing

world were at least as willing to contribute to the

scientific program as their peers from developed coun-

tries. Alternatively, a contribution at the congress could

be a prerequisite for attendance for many of these

scientists, given the limited funds that are available

for these scientists (see Fig. 19).

From the aforegoing it is evident that the quantity

and depth of research in the developing world make it

difficult for scientists from these countries to compete

with peers in the developed world. Kahi [64] also noted

that studies from the developing world were underrep-

resented at the WCGALP. The fact that science groups

in the developing world were much less likely to con-

tribute papers on molecular genetics and genomic

selection was also highlighted in the latter paper.

More than a third of contributions at the WCGALP

reported results of genomic selection [71]. The trend

toward an increased investment in genomic selection is

discussed later under the section “The technological

age.” However, the role of scientists in the developing

world is anticipated to decline if they are not able to

become involved in this study field. As noted before,

the disparity in research funding and the availability of

high-quality manpower (Fig. 20) doubtlessly contrib-

ute to this finding. However, it is also clear that

a number of dedicated scientists from the developing

world (based on the average number of contributions

per delegate) still present their research findings at

international forums. The capacity for change thus

exists with such scientists acting as catalysts for the

application of sound scientific applications in the

developing world.

The Case for Conserving Animal Genetic Resources

It is estimated that 190 of approximately 7,600 livestock

breeds became extinct over the past 15 years [72].

Roughly 60 breeds of cattle, goats, pigs, horses, and

poultry were lost in the past 5 years. This section asks

whether this should be a cause of concern or not.
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Moreover, it should be debated whether the livestock

breeds of the developed world should be treated as

a strategic resource, and if so, why?

As an initial comment, it needs to be stated that the

share of the developing world in global animal genetic

resources trading is minimal [73]. Detailed records

were available for trade flows of cattle semen, live cattle,

and live pigs. Data for poultry, small ruminants, and

aquaculture species are unfortunately scant. The

bovine semen trade is dominated by OECD countries.

Bovine semen is mostly exported by the United States

(32.6% of the trade), Canada (31.5%), the Netherlands

(7.4%), France (6.2%), Germany (5.6%), the United

Kingdom (3.8%), Italy (2.5%), and other OECD coun-

tries (9.2%). In contrast, the share of developing coun-

tries in bovine semen exports is minimal at just over

1% of global trade. Developing countries exporting

bovine semen are South Africa (0.5%), Argentina

(0.3%), Brazil (0.3%), and others (0.2%). Much the

same situation is in place for live cattle for breeding,

where the contribution of the developing world

amounts to only 7.5% of the global trade [73]. The

contribution of the developing world to the trade of

live pigs for breeding amounts to approximately 5%.

The bulk of gene flow in farm animal genetic resources

takes place between developed countries (60–70%).

The rationale is that farming in these countries devel-

oped to depend on high-performance operations,

operating at high levels of intensity and accuracy and

at a reduced environmental variability [73]. It is argued

that farm animal genetic resources from these systems

should be adaptable to production systems worldwide.

Based on this assumption, it is not surprising that gene

flow from the developed countries to the developing

countries constitutes the second most important trade

pathways, accounting for between 20% and 33% in the

trade of farm animal genetic resources. The exportation

of genetic material from the developing world to the

developed world constitutes between 1% and 2% of the

global trade. There is also modest trade in farm animal

genetic resources among developing countries,

particularly with reference to low-input production

systems [73].

A number of instances where genetic material from

developing countries has been introduced to developed

countries were reviewed by Blackburn and Gollin [74].

Neither Chinese Meishan pigs nor Zimbabwean Tuli
cattle were able to penetrate the commercial livestock

market in the United States. Although theMeishan pigs

were prolific, unwanted growth and body composition

traits led to a realization among pig geneticists in the

United States that they could select for prolificacy

within local pig breeds, without a need to cater for

the unwanted characteristics of the Meishan. Tuli cattle

similarly did not perform satisfactorily in terms

of growth and feedlot performance, despite a good

ranking for biological efficiency compared to Angus/

Hereford cows. Interest in the breed thus dwindled,

with only 150 registrations in 2000. In contrast, the

South African Boer goat gained a foothold in the com-

mercial goat market based on an improved body size,

faster growth rate, and an improved conformation

compared to local Spanish goats, which formed the

basis of United States chevron production prior to the

importation of Boer goats [74]. Adoption of the breed

is supported by�45,000 registrations in 2005, but Boer

does were found to have a lower reproduction capacity

than Spanish and Kiko does [75].

Against this background, it does not seem as if farm

animal genetic resources of the developing world have

a major role to play in the high-output production

systems of the developed world. It even seems worth-

while to consider replacing the relatively low output

farm animals of the developing world with more pro-

ductive genotypes from the developed world. However,

it has clearly been shown that these genotypes do not

always perform according to expectations because of

susceptibility to heat conditions [53–56], and typical

diseases [24, 26, 37, 38] in the developing world. The

often unpredictable environmental conditions inherent

to farming systems in the developing world also con-

tribute to a lack of adaptation of exotic genotypes

[16, 19] under typical farming conditions in the devel-

oping regions. Samdup et al. [76] recently established

that the crossing of indigenous dairy cattle in Bhutan

with high-yielding Jersey cattle, as well as purebred

Jersey cattle, resulted in a milk off-take of 2.4–4.6

times that achieved by local cows. However, the higher

production levels of Jersey and Jersey crossbreds were

offset by poor survival as well as low reproduction

rates. Although crossbreeding contributed to higher

livestock gross margins in the intensive areas, it has

not yet resulted in meeting the demand for dairy prod-

ucts in Bhutan.
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Table 15 The percentage of breeds with population data

in the respective world regions according to class

(Mammalia or Aves), and in total

Region Mammalia Aves Total

Africa 32.5 21.4 30.5

Asia 55.9 41.4 52.5

Europe and the
Caucasus

67.2 58.4 64.6

Latin America and the
Caribbean

12.9 13.7 13.1

Near and Middle East 42.5 23.3 39.3

North America 61.3 97.8 69.3

Southwest Pacific 22.1 15.2 20.4

World 47.2 44.2 46.5

Source: Adapted from Cardellino and Boyazoglu [79].

378 Breeding in Developing Countries and Tropics
The downside of uncontrolled crossbreeding in

farm animal genetic resources in the developing world

is that the valuable adaptation traits like disease resis-

tance may be lost. Based on the analysis of

microsatellites, there is evidence that the genetic basis

of the gastrointestinal nematode–tolerant Red Maasai

breed is being eroded by crossing, predominantly with

the exogenous Dorper breed [17, 77]. Based on the

results of Baker et al. [37, 38], the ability of the Red

Maasai to tolerate internal parasites may be lost in this

way. Urgent intervention to halt the process has been

advocated by Ole Kwallah et al. [77]. Fortunately,

a nucleus flock under governmental control is still

available to use in this process [17]. When Scholtz

et al. [78] surveyed the South African beef cattle pop-

ulation in the communal sector, a high percentage

(35%) of bulls that were used for breeding purposes

were classified as nondescript or crossbred. This classi-

fication included the highest percentage of bulls,

followed by the Nguni (22.5%), Brahman (18.2%),

Afrikaner (9.9%), Bonsmara (5.1%), Drakensberger

(2.8%), Simmentaler (2.1%), and various other breeds

(4.4%). This observation also draws attention to

a possible loss of genetic diversity because of random

crossbreeding in the communal resource herds.

In this context, it is important to draw attention to

fears that global livestock biodiversity will be

compromised by the present animal breeding practices.

These fears are supported by many breeds in different

parts of the world with a lack of complete population

data, as summarized in Table 15. It is clear that popu-

lation data are not available for many breeds in the

developing regions. Among the developing countries,

information for Asia does not lag as far behind the

developed world as for other developing regions, like

Latin America and the Caribbean. The implication of

this is that conservation status of many breeds is doubt-

ful, simply because there is no information. According

to Cardellino and Boyazoglu [79], the risk of extinction

is not known for 30.0% of cattle breeds, 33.8% of goat

breeds, 30.4% of pig breeds, and 29.6% of sheep breeds.

Between 3.1% (goat) and 18.9% (pig) of breeds in all

these species are already extinct, while between 12.7%

(sheep) and 18.0% (pig) breeds are classified as at risk.

The classification of no risk applies to 38.1% of cattle

breeds, 49.5% of goat breeds, 32.6% of pig breeds, and

44.9% of sheep breeds. Against the background of these
realities, it is important to consider ex situ conservation

in the form of embryos and semen in some cases

[80, 81]. The Brazilian animal germplasm bank has

60,000 doses of semen, more than 250 embryos, as

well as over 700 DNA samples at present [81].

It is hypothesized that biodiversity in farm animal

genetic resources is needed to ensure that it is possible

to react to major changes possibly brought about by

major events, like global warming. Against this back-

ground, a plan was drawn up to conserve the existing

animal genetic resources, and to ensure that adapted

genetic resources remain available for the smallholder

systems typical of the developing world [82]. In accor-

dance with this quest, Villanueva et al. [83] developed

an indicator of farm animal biodiversity. The system

was applied to British sheep and cattle breeds, and

allowed inferences that the biodiversity in cattle at

least actually increased from 2001 to 2008. A similar

trend in sheep was negated somewhat by an increased

variability in the data. It has also been reported by

Djemali et al. [84] that the Sicilo-Sarde Tunisian dairy

sheep breed has actually been resurrected in the recent

past, after having been on the verge of extinction.

These arguments lead to the important topic of

conserving farm animal genetic resources in the
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developing world. According to Cardellino and

Boyazoglu [79], such efforts should incorporate the

recording of phenotypic performance in local breeds.

According to the latter authors, the use of molecular

information has possibly been overemphasized in con-

servation efforts of genetic resources in the developing

world in the past. The role that molecular characteri-

zation may play in the conservation of farm animal

genetic resources is well understood, and described by

Toro et al. [85]. The point made by Cardellino and

Boyazoglu [79], however, is that efforts for animal

breeding for the genetic improvement of populations

have been compromised to some extent. The basic

principles of recording phenotypic data and pedigree

information in livestock production systems have been

known for a long time [86], so there is no need to

elaborate on this. However, this is not done on

a routine basis in the developing world. While major

gains have been achieved in livestock production sys-

tems in the developed world, the same cannot be said

for the developing world. Aspects like routine record-

ing of phenotypes and pedigrees become a major effort

under communal and smallholder production systems

[79]. This results in little genetic gain being achieved.

This may be a blessing in disguise, as there are many

burning questions in this respect that still need to be

answered [79]. Some of these questions pertain to the

following:

● Standard interventions aimed at improving pro-

duction may be counterproductive.

● Genetic and environmental effects may not be ade-

quately researched in harsh environments.

● The magnitude and direction of genotype by envi-

ronment interactions in unfavorable environment

may differ from those in good environments.

● All the crucial adaptive traits may not be

recognized.

● Selection could move populations off their adapta-

tion equilibrium and make matters worse.

These challenges should be addressed before major

interventions are applied. There are thus a number of

research opportunities to address these challenges in

future [79]. Before these can be addressed, however, it

is necessary to have a closer look at the successes and

failures of programs that were implemented in devel-

oping countries in the past.
Animal Breeding in the Developing World: Successes

and Failures This section summarizes existing

breeding programs, and what could be learned from

them. It was attempted to cite most examples from the

developing regions, but comparisons with the devel-

oped world are unavoidable. Readers will notice that

this section is biased toward experience with farm

animal genetic resources in South Africa. The reason

for this is that a well-developed commercial sector

exists in South Africa alongside low-input systems

with communal land use. With a producer support

estimate of approximately 4% in comparison to the

range of estimates from below 5% (in Australia and

New Zealand) to more than 70% (in Iceland, Norway,

and Switzerland) in OECD countries [8], the South

African commercial livestock industry is relatively effi-

cient and in many ways comparable to livestock indus-

tries in the developed world.

As a point of departure, it has been established that

animal breeding in developed countries has resulted in

major and verifiable contributions in improved live-

stock production, resulting in the demands of con-

sumers being met in a cost effective and sustainable

manner [87]. Genetic advances in the more intensive

pig, poultry, and dairy industries are often cited as

examples of what can be achieved by a structured

breeding program for well-defined selection objectives.

Recent results pertaining to the well-established Sheep

Genetics Australia scheme indicated that participants

make progress at an average rate that is comparable to

what is attainable in theory in the dual-purpose and

terminal sire schemes [88]. Wool sheep farmers are less

successful and are progressing at a rate of �30% of

what is attainable in theory. Advances such as those

reported by Swan et al. [88] for dual-purpose and

terminal sire sheep breeds have led to selection objec-

tives in developed countries having changed from pro-

duction traits to traits associated with animal welfare,

product safety, and preferences by consumers [65].

It is evident from the foregoing discussion that such

advances have not been realized in the developing

world. However, there are examples of animal improve-

ment schemes in developing countries that are

benchmarked with international schemes. An example

is the South African dairy cattle scheme participating in

Multiple Across-Country Evaluations (MACE). Test-

day databases for the South African Ayrshire, Guernsey,
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Holstein, and Jersey breeds were harmonized with

those of other participating countries [89, 90], to

allow participation of the local dairy industry in

MACE. Bovine semen produced in South Africa has

a small international market share of 0.5% [73].

In contrast, dairy contributed only about 10% to

the reason why emerging and communal farmers keep

cattle [91]. Communal farmers mostly milked non-

dairy breeds like the Nguni (34%), Brahman (22%),

Afrikaner (20%), and Bonsmara (10%) under free-

ranging conditions. Traditional dairy breeds like

Friesians and Jerseys only contributed 3% to commu-

nal cattle used for milk production. Herd size averaged

6 for dairy cattle and 11 for dual-purpose breeds. At

16%, the percentage of traditional dairy cows was

somewhat higher for emerging farmers, but most of

the cows milked were still from nondairy breeds. Herd

size averaged 39 head for dairy cattle and 42 head for

dual-purpose cattle in this sector [91]. Details of levels

of productionwere not provided but it is assumed to be

fairly low. In this respect, McDermott et al. [2] identi-

fied the dairy and small stock enterprises in small-scale

farming systems as amenable to intensification.

There is evidence that breeding decisions peculiar

to regions andmanagerial capacity of farmers may hold

advantages in the dairy production enterprises of devel-

oping countries. In this respect, it was demonstrated

that the continuous importation of semen may not be

economically viable in the Kenyan dairy production

system, where smallholders living below the poverty

line own 70% of the dairy cattle [92]. Systems where

semen from local bulls was used were consistently more

profitable than those relying predominantly on

imported semen. Arguably this effects could result

from better adaptation to environmental conditions,

as more daughters of Kenyan, Israeli, and South African

artificial insemination bulls survived involuntary

culling under Kenyan conditions [16], as discussed

previously. Based on the parameters of the mechanistic

lactation functions, it was contended that lower-

yielding Ayrshire cows were better adapted to low-

and medium-input systems in Kenya than Holstein-

Friesian cows [93]. In contrast, the latter breed would

have distinct advantages in high-input production sys-

tems where the levels of management and husbandry

were high. Finally, it should be noted than India

became the world’s largest producer of milk, mostly
through smallholding systems [94]. It is thus clear that

substantial quantities of milk could be produced by

small-scale farmers. This appears to be the case partic-

ularly in countries like Kenya and India, where there is

also substantial private sector involvement [94].

The bulk of agricultural land in South Africa is not

arable. Large areas are thus suitable only for extensive

grazing, mostly by beef cattle in the north-eastern part

and by sheep in the southwestern part [8]. The com-

mercial breeding sector of the South African beef

industry is serviced by the National Beef Recording

and Improvement Scheme managed by the Agricul-

tural Research Council (ARC), as described by Bergh

[95]. After a peak of �450,000 weights in the mid-

1980s, this Scheme annually recorded between

�170,000 and �260,000 weights since 1992. Breeding

values for a range of growth/production, size, and

reproduction traits are available to breeders [96]. Addi-

tional reproduction traits have been developed for

inclusion in the Scheme recently [97], indicative of

continuous development according to consumer

specifications. It is estimated that nine beef breeds

(Afrikaner, Beefmaster, Bonsmara, Braford, Charolais,

Drakensberger, Gelbvieh, Angus, and Sussex) have at

least 80% of the available females participating in the

recording scheme [78]. As for other schemes managed

by the ARC, real-time information to producers is

available on the Internet [95]. Other beef breeds in

South Africa are being provided by similar services by

Breedplan® International [98], providing a link to

international genetics. At 0.8%, South Africa controls

a small portion of the international trade in live cattle

exports for breeding [73], placing the country in the

third position after Panama (4.1%) and Lithuania

(1.0%) among developing countries.

At 47%, the sale of live animals and beef was listed

as the most important reason for keeping cattle in the

communal cattle sector of South Africa [78]. Cattle

were also listed as being important for investment

(15.4%) and cultural and ceremonial practices

(13.3%), while the production of milk (10.2%), draft

power (4.1%), and other reasons (4.5%) were of sec-

ondary importance. The average herd size in the com-

munal/emerging sector was 19 head, as compared to

413 head in the commercial sector [78]. The most

important attributes looked for a bull by communal

farmers were size (33.1%), followed by conformation
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(22.0%) and performance (18.9%). When ranked by

emerging farmers, the attributes were ranked some-

what differently, being performance (30.3%), size

(23.5%), and conformation (19.3%). Corresponding

attributes in the commercial sector were performance

(33.2%), conformation (11.1%), and temperament

(9.8%). Only 1.9% of communal and 36.8% of emerg-

ing farmers used a controlled mating season, compared

to 88.6% in the commercial sector. Artificial insemina-

tion was used by 0.1% of communal farmers, 6.3% of

emerging farmers, and 21.9% of commercial farmers

[78]. Guidelines for the participation of communal

farmers to the National Beef Recording and Improve-

ment Scheme are available [99], but uptake is low.

In sheep, across flock genetic evaluation results have

been reported for the South African Dorper breed

[100], the South African Merino breed [101], and the

South African Dohne Merino breed [102]. The South

African Small Stock Scheme has recently been com-

pared to the evaluation scheme provided by Sheep

Genetics Australia to Australian livestock producers

[8]. The schemes do not differ appreciably for the

basic production traits (live weights, wool and fiber

traits, as well as for reproduction), which are recorded

on farm by livestock producers. Differences between

the schemes involve traits associated with disease resis-

tance (fecal worm egg counts and traits associated with

blowfly challenge) and carcass quality traits (ultrasonic

muscle and fat dimensions) which are recorded on

a national basis in Australia, but not in South Africa.

The personnel to record these traits are not available in

the South African scheme [8], and it is therefore only

recorded in experimental flocks. The shortage in qual-

ified personnel is not unexpected if the trend in terms

of researchers are compared (Fig. 20 and Table 13).

Australia boasts 8.5 researchers per 1,000 community

members, compared to 1.5 researchers in South Africa.

With almost a sixfold advantage it is not surprising that

the former country has the capacity to allow the record-

ing of the additional traits on a national basis. More-

over, if it is considered that the investment in research

on animal production and animal primary products

constitutes only 2% of the national research budget in

South Africa [67], it is clear that scientists in South

Africa are under immense pressure to deliver services

comparable to that in developed countries like

Australia.
Still there is reason for positive thinking. Overall,

the South African scheme recorded �81,000 weights

and �33,000 wool records (including a fleece testing

service) for 2006-born animals with four professional

staff and 10 auxiliary staff [103]. It was also shown that

the recording of weights increased by about 50% from

2003 to 2006 in the scheme. These records were derived

from 13 breeds, but slightly more than half came from

the two major wool breeds (Merino – 31.4% and

Dohne Merino – 23.9%) and a further quarter from

the Dorper meat breed (24.2%) [8].

Sustained improvements in the relative economic

value of breeding animals have been reported in the

South African Merino breed [101] and in other South

African breeds [103]. Leading studs in almost all breeds

showed additive genetic gains comparable to those

achieved elsewhere in the world. It is important to

note that similar sheep breeding schemes are operative

elsewhere in the developing world. Across-flock breed-

ing values are thus available on the Internet for several

sheep-producing countries in South America

(see review by Cardellino and Mueller [104]). Similar

reports were forthcoming from developing countries in

South America, Western Africa, and India [105].

Kosgey et al. [18] reviewed a number of small stock

projects in the tropics. Objectives strived for mostly

involved growth, live weight, disease resistance, and

traits associated with reproduction. An Indian project

that was highlighted, involved the introgression of the

fecundity gene from the Garole breed into the Deccani

breed. Failed programs mostly lacked farmer participa-

tion [18]. Predicted rates of genetic gain from simula-

tions in Ethiopian sheep breeds were generally in good

agreement with actual responses in on-station

research [106]. These predictions are in the process of

being validated in four communities from different

Ethiopian agroecological systems, based on commu-

nity participation. Traditional Brazilian sheep breeding

systems generally used appearance as the main crite-

rion for selection. Recently a recording and genetic

evaluation scheme named Ovigol® was launched to

provide progressive breeders with the option of selec-

tion for traits linked to the profitability of their opera-

tions [107]. Uptake during the first 18 months was

good, with records of 5,195 performance recorded ani-

mals of 13 breeders having been entered into the

system.
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properties in the commercial and communal areas of South Africa

Trait

Commercial properties Communal properties

Commercial rams Communal rams Commercial rams Communal rams

Clean fleece weight (kg) 2.8 (100) 2.4 (86) 2.0 (100) 1.7 (85)

Fiber diameter (mm) 18.4 (100) 20.0 (109) 19.4 (100) 20.5 (107)

Clean yield (%) 76.3 (100) 68.5 (90) 66.9 (100) 60.5 (90)

Wool income (ZAR/head) 92.67 (100) 60.09 (65) 54.87 (100) 37.53 (68)

Source: Adapted from Marais [108].

Figures in brackets are expressed as a percentage of performance of commercial rams.
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The genetic merit of rams from the South African

commercial sheep breeding sector was compared to

that of the communal sector on commercial and com-

munal properties [108]. Fleece weight of progeny from

commercial rams exceeded that of communal rams by

about 15%, while the fiber diameter of lambs sired by

communal rams was between 7% and 9% broader than

that of commercial rams (Table 16). This resulted in

wool income from the progeny of commercial rams

being about 35% higher than that of lambs sired by

communal rams. This trend was fairly consistent at

both localities, with performance at the commercial

properties being improved relative to that at communal

properties.

In another study, Marais [109] studied the repro-

duction of �1,200 communal ewes on four locations

either mated to commercial or communal rams under

communal production conditions. Reproduction was

low, with the lambing percentages (lambs born per

100 ewes mated) being 30% and 47% for ewes mated

to commercial and communal rams respectively. The

corresponding means for weaning percentage (lambs

weaned per 100 ewes mated) were 27% and 37%

respectively, while lamb survival (lambs weaned per

100 lambs born) averaged 88% and 79% respectively.

It is clear that reproduction of ewes mated to commu-

nal rams were substantially better than that of ewes

mated to commercial rams, while the progeny of com-

mercial rams had a slight advantage in terms of sur-

vival. The poor mating performance of commercial

rams possibly suggest that they were not adequately

adapted to the low-input communal conditions. The
progeny of commercial rams were 7.2% heavier than

those of communal rams at an age of 7 months. Lambs

marketed per 100 ewes mated averaged 34.2% in

a Western Cape study on properties of emerging

farmers, with ranges between 9.5% and 56.7% [110].

In contrast, lamb marketing percentage ranged from

90% to 116% in a study where five commercialMerino-

type ewe lines weremated to Dormer or Suffolk rams in

a terminal crossbreeding experiment [111]. Even if it is

considered that no replacements were kept in the latter

study (ewe replacements need to be bought in) the

improvement is evident. Additionally, the percentage

of lambs docked per 100 ewes mated (range in

brackets) on commercial properties in the Western

Cape amounted to 88% for Merinos (63–103%), 93%

for Dohne Merinos (76–113%), and 113% for South

African Mutton Merinos (105–124%) in the study of

Fourie and Cloete [112]. Even if losses between docking

and marketing are considered, it is evident that repro-

duction on commercial properties would be superior

to that on communal properties.

Based on the above information, the South African

wool industry embarked on a program to improve

conditions in the communal small stock production

areas in the Eastern Cape in the early 2000s. The dual

focus was on the upgrading of existing communal

shearing sheds as well as the genetic improvement of

the local animal resources [113]. Approximately 20,000

breeding rams have been introduced from the com-

mencement of the program in 2003. It was furthermore

independently established that 28% of such communal

sheds realized prices of better or equal to the national
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average in 2008/2009, compared to 9% in 2005/2006.

Socioeconomic studies also indicated that undernutri-

tion of children in the region was reduced from 43% in

2004 to 28% in 2009. This change results from an

improved product (meat and wool) income, which

initially contributed 47% to total household income

compared to 65% at present.

As pertaining to substitution of animals from

a local population with animals from the same breed

but from another region to ensure a higher output, it

was shown that Turkish Awassi dairy sheep had an

improved milk yield compared to local Awassi ewes

maintained in Syria [114]. Crossbreeding with and

substitution by Turkish breeding stock were thus advo-

cated as avenues for the improvement of Syrian dairy

sheep breeding stock. Selection based on performance

in the current flock also resulted in immediate gains,

demonstrating that these principles are robust for

extension to the Syrian environment.

The performance testing of meat and dairy goats in

South Africa and other regions were reviewed by

Olivier et al. [115]. The bulk of meat goat weaning

weight data was derived from the Boer goat breed,

with 11,679 records. The vast majority of dairy goat

lactations were derived from the Saanen breed, with

14,688 out of a total of 16,148 lactation records. Data

from these two breeds (Boer and Saanen) combine

pedigree information and performance and form part

of the National Livestock Improvement Scheme in

South Africa. A study of small-scale goat keepers

revealed that uncontrolled mating practices were

followed by 98.3% of communal farmers and 92.3%

of emerging farmers, at respective doe to buck ratios of

11:1 and 30:1 [116]. The reasons for keeping goats in

the communal sector were for cash or investment

(43.0%), products (37.6%), and cultural purposes

(18.7%). Corresponding figures for emerging goat

farmers were, respectively, 34.4%, 40.7%, and 24.8%.

Communal farmers mostly kept unimproved veld

goats (53.3%), Angora goats (28.3%), and Boer goats

(15.4%). Emerging farmers had a lower percentage of

unimproved veld goats (1.0%), and more Angora and

Boer goats (62.8% and 36.1% respectively). Flock sizes

ranged from 9 to 29 in the communal sector and from

18 to 91 in the emerging sector. High mortality of kids

and females was listed as a major constraint to goat

farming in these sectors [116].
The South African commercial poultry industry is

highly industrialized, with little information on perfor-

mance in the public domain. It would suffice to say that

approximately 16 billion ZAR out of a total livestock

income of 37 billion ZAR was derived from this sector

in 2005/2006 [8]. In contrast, the communal sector

kept an average of 10.9 chickens per household, with

a range from 9.7 to 17.0 [117]. The number of hens per

household averaged 6.1, with ranges from 5.4 to 8.4.

Chicks per household amounted to 1.3, with ranges

from 1.0 to 2.3. Egg output was estimated at between

35 and 45 eggs per hen per year. Chickens were mostly

kept for household meat (89.8% of cases) and eggs for

home consumption (64.2% of cases). Minor reasons

for keeping chickens were for selling to other parties,

ceremonies, culture, and manure [117]. Indigenous

chicken production is considered important through-

out Africa, despite relatively low levels of output [118].

However, the latter reference still demonstrated signif-

icant genetic variation in egg weight and body weights

to be exploited in well-designed breeding programs.

Genetic progress can thus be achieved, even though

production conditions are less than optimal.

Based upon arguments presented under the previous

headings, it was expected that animal improvement in

most of the developing countries will be constrained by

a lack of capacity. However, success in the commercial

livestock sector of South Africa and in other developing

countries has been reported above. Relative information

on small-scale farming operations in South Africa is also

reported for comparison. The latter production systems

are comparable with small-scale production elsewhere.

However, it is clear that commercial successes are not

common in such systems. Production is mostly focused

on home consumption, while levels of production are

relatively poor. Yet successes have been reported

throughout the world, as reviewed by Kahi et al. [119].

Moreover, socioeconomic drivers leading to success in

these case studies were listed by the latter study. These

guidelines could be used as a blueprint for future

schemes wanting to embark on successful breeding

programs in the communal livestock resource.

From the foregoing it seems that sustainable animal

genetic resource management is feasible in the devel-

oping world. Strategies to operate within the con-

straints imposed by capacity problems and other

limitations in this region need to be considered, while
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the improvement of production in small-scale,

low-input systems should receive serious attention.

It is suggested that this will be easier to achieve in the

presence of a strong commercial sector.

The Technological Age

It is common knowledge that the available technology

improved rapidly over the past couple of decades.

Analyses on animal breeding and genetics data that

required a mainframe computer 20 years ago for

a series of single-trait analyses are now routinely run

as a single multi-trait analysis on a laptop computer.

Data Capturing, Analysis, and Dissemination

Computing power and data storage capacities

increased markedly over the past few years. Software

for the on-farm capture of animal records is readily

available. This software enables operators with only

basic computer skills to effectively collect data for

entrance in national or regional databases. The record-

ing system can easily be managed to use open-source

software for routine data entry, data editing, and

genetic analyses [120, 121]. Custom-made software

for a specific enterprise can also be used for routine

recordings [122]. Moreover, excellent research tools for

data manipulation, the assessment of environmental

effects, genetic parameter estimation, as well as the

computation of animal solutions are readily available

[123–126]. It seems quite feasible to adapt existing

software used for breeding value estimation to include

a genomic relationship matrix for the estimation of

genomic breeding values in a single step approach

[127, 128]. The available software packages allow for

the analysis of various traits, which could consist of

normally distributed linear data or traits with more

challenging distributions (for instance, binary traits

or discrete scores with multiple thresholds) in single-

or multiple-trait analyses. The partitioning of random

effects in direct and maternal genetic components as

well as maternal permanent environmental effects have

also become commonplace, while standard genotype

by environment interactions is easily modeled. Ana-

lyses of longitudinal data, for example, growth data,

lactation test-day records or reaction-norm analyses to

model genotype by environment interactions, by using

random regression methods have also become routine
[129–132]. Interactive systems, where participants can

access information on their animals directly from the

Internet, have also become commonplace [95, 104,

121]. As this process takes place in real time, delays

are effectively dealt with. This infrastructure is at the

disposal of all livestock producers, including those of

the emerging/communal sectors, provided that all rel-

evant information is recorded.
Genomic Selection

If progress can be considered as rapid in computer

support systems and specialist software for genetic

analysis, this probably applies in the superlative to

progress in DNA-based marker systems and marker-

assisted selection. The bovine genome has recently been

completely mapped and allows the study of the genetic

structure of cattle breeds worldwide [133]. High-

density Single Nucleotide Polymorphism (SNP) chips

of thousands of SNP markers evenly spaced across the

genome are readily available for pigs [134, 135], sheep

[136, 137], cattle [138–140], and poultry [141, 142]. It

has indeed been suggested that full genome informa-

tion may become as commonplace as SNP technology

at the next WCGALP to be held in Vancouver in 2014

[143]. The utilization of the genomic information

linked to phenotypes has recently been reviewed by

Goddard et al. [144], to give an overview of methods

and the future of the technology. Information on SNPs

was used in a BLUP or BayesA framework to attain

genomic breeding values for Australian progeny testing

sires [145]. Compared to the tradition sire pathway

EBV, the BLUP-based system improved the accuracy

of selecting dairy sires for progeny testing from 0.38 to

0.44 for the Australian selection index, from 0.35 to

0.53 for the Australian profit ranking, from 0.28 to 0.45

for protein yield, from 0.20 to 0.29 for protein percent-

age, and from 0.16 to 0.18 for fertility. The BayesA

method resulted in further improvements of 0.04,

0.02, 0.03, 0.05, and �0.04, respectively [145]. There

is consensus among analysts that genomic information

can greatly enhance genetic progress in dairy cattle

breeding [144, 146–148]. However, it needs to be stated

that price considerations at present will only allow

males and elite females to be genotyped [147]. Natu-

rally, this may change in future as the technology

becomes more affordable.
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The above advances will have a marked impact on

animal breeding in the developed world. The question

remains if it will become sufficiently affordable for

routine use in the countries of the developing world,

given the financial constraints in these countries

(Fig. 19). The human capacity needed to make full

use of these innovations is another topic that needs to

be debated, given the dearth of people with adequate

scientific training in these countries (Fig. 20). These

and other issues will be debated in the next section.

Future Directions

Future of Livestock Breeding in the Developing

Regions and Tropics

Breeding Objectives Given the environmental chal-

lenges faced by animals in the developing world and the

tropics, there is little doubt that elements of adaptabil-

ity, robustness, and fitness should form part of the

selection objective in those areas. Fitness and/or adapt-

ability can be defined in many ways as was reviewed by

Barker [149], but a definition like “a measure of the

ability of an organism to survive and reproduce in

a particular environment” is probably a good compro-

mise. Naturally, the concept includes stressors that are

inherent to the particular environment maintaining the

animals, for instance, climatic conditions and disease.

As the prospects of breeding for resistance to disease as

well as adaptation to stressful environments in terms of

heat, water scarcity, and a variable food supply have

already been discussed, they will not be revisited here. It

is, however, important to mention that records

pertaining to susceptibility to a disease are highly inci-

dence dependent [150], which should be considered

during analysis. The importance of assessing the

genetic resources from the developing world and the

tropics for disease resistance has been highlighted by

Gauly et al. [151], while some guidelines as to how to

proceed with the process were also presented. Bath and

Van Wyk [152] recently proposed a practical check for

helminth infestation of small ruminants, which was

easily applied by both commercial and small-scale

farmers. It was suggested that this check can be used

to guide decisions pertaining to the selective treatment

of animals for internal parasites.

The remaining elements of fitness are therefore

survival and reproduction, as was defined by
Goddard [153]. According to the latter author, these

elements of fitness have largely been ignored during

selection of farm animals, despite obvious economic

value. Arguments against reproduction and survival

are a low heritability, while it was also considered diffi-

cult to record. Reproduction is also sex-limited and

usually assessed later in the life of animals than other

production traits. The omission of including fitness

traits in the breeding objective led to a general decline

of fitness in those farm animals that were intensely

selected for (say) milk production. Yet the genetic coef-

ficient of variation of 6-week pregnancy rate in dairy

cattle equals that of milk yield [153]. The latter author

suggests that the correct way to handle this situation

would thus be to include fitness traits together with the

traits of interest for a particular livestock species in

a selection index, with appropriate economic weights.

It is also appropriate to consider selection for repro-

duction and survivability in a number of livestock

species farmed with in developing countries. A number

of indicators of reproduction (days from calving to first

service, days open, artificial inseminations per concep-

tion, and pregnancy rate) in South African Holstein

cattle of 14 herds were considered byMuller et al. [154].

Heritability estimates ranged from 0.06 to 0.08, as was

also reported by other authors from developed coun-

tries. Selection for number of lambs weaned per ewe

mated of South African Merino ewes (a trait with

a similar low heritability as that quoted above) resulted

in a genetic response of �2% per annum, which is of

the same magnitude as is expected for other traits of

economic importance [155]. This realized improve-

ment was consistent with expectations based on the

review of Snowder and Fogarty [156]. Stayability of

South African Angus cattle was similarly shown to be

heritable [157]. From these results from the developing

world it is evident that selection for reproduction and

herd life in farm animals should be attainable, should it

be desired. Appreciable progress has in fact been dem-

onstrated in the national analysis of the South African

Merino breed [101]. Total weight of lamb weaned per

ewe mated (as measure of reproduction) improved at

a rate of 0.73% per annum in the best performing flock,

while the average flock gained at 0.14% per annum. At

the same time, fiber diameter was reduced by 0.48% per

annum in the best flock and by 0.42% per annum in the

national flock. During the same period, relative
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economic values increased by 2.80 ZAR per annum in

the best performing flock (R2 = 0.94) and by 1.17 ZAR

per annum in the national flock (R2 = 0.98).

How to Achieve the Objective of Improving Fitness

and Adaptability Having discussed the state of ani-

mal agriculture in the developing world, as well as

successes and failures of projects in that region, the

issue remains whether the capacity to allow sustained

improvement in those regions exists. It needs to be

stated that research priorities for this venture has

been clearly outlined by Cardellino and Boyazoglu

[79]. The proposed needs are summarized in Table 17

and include the development of suitable information

systems, the characterization of resources, as well as a
Breeding in Developing Countries and Tropics. Table 17 R

developing regions to increasingly contribute to local food se

Area Specific needs

Information
systems

Upgrading of the existing farm animal ge

Acquisition of data on population size and

The geographical referencing of FAnGR

Characterization Define traits and record adaptation and p

Describe the environment to evaluate gen

Genetic diversity Define and determine the risk of extinctio

Adopt measures to halt the decline of gen

Assess genetic diversity by using molecul

Integrate data on phenotypes with molec

Acquire global information on specific ma

Functional
genetics

Ensure that the genetic basis of adaptatio
resistance, fitness, and adaptability to cha

Apply the most recent tools for conventio
(MAS)

Animal breeding Assess impact of selection under low-inpu

Study the consequences of introducing ex

Devise breeding structures for a low impa
exists

Research stable crossbreeding systems wi

Implement MAS selection where applicab

Gain insight in genetics of adaptation to s

Source: Adapted from Cardellino and Boyazoglu [79].
sound knowledge of genetic diversity, functional genet-

ics, and animal breeding. The collection of phenotypic

data is a prerequisite for the system to be successful. If

these data could be linked to pedigrees it would be an

added bonus. This objective may seem nearly

unattainable at present. However, traceability based on

individual identification is increasingly seen as a good

agricultural practice for the assuranceof safety andquality

in global trade [158]. It is foreseen that the developing

world will in future have to comply with such prereq-

uisites for continued market access. It should thus not

be seen as far-fetched to start to apply a principle like

individual identification in the near future. Data

containing phenotypes linked to pedigree information

can initially be used for routine genetic improvement.
esearch priorities to enable the breeding of livestock in

curity and poverty relief

netic resources (FAnGR) information system

structure

erformance of indigenous populations

otype x environment interactions

n for FAnGR

etic diversity

ar markers

ular information

rkers associated with production and fitness

n traits are properly understood, including disease
llenging environments

nal genetic improvement and marker-assisted selection

t conditions

otic breeds

ct environment where little or no organizational structure

th a role for indigenous breeds

le, that is, in the case of disease resistance

ystems with a low and variable nutrient supply
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If it is affordable it could also be linked to genomic

information in future. Goddard et al. [144] stressed

the importance of being able to link genomic informa-

tion to phenotypes for the accurate prediction of

genomic breeding values. It should be noted that rec-

ommendations on animal welfare have been left

out from Table 17 as it will be dealt with separately at

a later stage.

The challenges of such a venture will be enormous.

The requirements and structure of performance

recording and genetic evaluation for low-input agricul-

ture have been well documented [159] but their appli-

cation in practice is lagging behind. Open nucleus

breeding systems have often been advocated as

a solution to the lack of sustainable genetic improve-

ment in the developing regions [18, 160]. This solution

will only be feasible if the nucleus herds/flocks are

under central control of accomplished scientists at

a governmental, academic, or parastatal research insti-

tution. Having said this, it is equally important to have

the support of the stockowners at grassroots level.

Failure of livestock breeding projects in the developing

world has commonly been attributed to a lack of com-

munity involvement [18], whereas successful efforts

generally benefitted from community involvement

[119]. The importance of close involvement with the

community stems from the multifunctional role of

livestock in communities in the developing world

[94]. Broad stakeholder involvement has been

suggested, with collaboration of local committees,

researchers and development practitioners [161].

Close interaction of these diverse partners are consid-

ered to be critical for success. The importance of par-

ticipatory development approaches was also stressed by

Nesamvuni et al. [162]. According to the latter authors,

the integration of coexisting research and development

programs is highly preferable to research and develop-

ment programs operating in isolation.

Using the Kenyan Boran breed as an example, Rewe

et al. [163] assessed open and closed nucleus systems of

registered breeders with or without gene influx from

commercial breeders to ensure that adaptation traits

(mainly disease tolerance) are not compromised. The

introduction of germplasm from the commercial

breeders was profitable in both schemes. The study

demonstrated that the success of a breeding program

depended on the production system, and that
adaptation could be introduced from the indigenous

herd, as was suggested in Table 17.

It will be a bonus if a strong commercial sector,

operating on par with conditions in the developing

world, can be included in the genetic evaluation system.

The successful establishment of public–private partner-

ships to enable the system to work is a further prereq-

uisite for success. This blueprint seems to be effective in

the South African small stock sector, as was described

previously. It also appears to be relevant to dairy pro-

duction in Kenya [94]. The real success with it will,

however, only become known with the passage of time.

It needs to be stressed that this whole process can be

orchestrated with existing tools for quantitative genet-

ics, using known theory for the sustained genetic

improvement of livestock. The emphasis on fitness

traits may depart slightly from what has been practiced

traditionally. Yet the approach to select for adaptation

and fitness would be fairly similar to what has

been proposed by Goddard [153] for general applica-

tion across the globe.

Table 17 also refers to the possible role that crossing

with indigenous livestock may play in commercial pro-

duction. The benefits of well-planned crossbreeding

systems in terms of direct and maternal heterosis are

well known [164]. Structured studies are needed to

apply these to livestock breeds in the developing

world, where it needs to be balanced with the need to

conserve the indigenous genetic resources. The sub-

stantial differences between breeds that form part of

the genetic resource, as well as the relative advantage of

crossbred ewes under challenging conditions in France

compared to purebreds was confirmed in the literature

[165, 166]. More structured research on this topic is

needed for the optimal utilization of local, adapted

farm animal genetic resources in the developing world.

The role of cortisol and the functioning of

the hypothalamic-pituitary-adrenocortical axis in breed-

ing for an increased robustness have been highlighted

recently [167]. Future studies should thus focus on the

underlying causes of genetic variation at this level.

It is also important to consider the role that molec-

ular genetics and marker-assisted selection may play in

this process [167]. Constraints in monetary resources,

infrastructure, and suitably qualified scientists place

immediate earth-shattering breakthroughs beyond the

ability of developing countries at present. Further
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issues like intellectual property rights also complicate

immediate application on a wide scale in the develop-

ing world [168, 169]. However, scientists in the devel-

oping world should take cognizance of progress in the

application of marker-assisted selection in the devel-

oped world. The rapid development of technology may

allow for inputs from this part of the world in future, as

the technology becomes more affordable. Fitness traits

like disease resistance and reproduction, which need to

be selected for in the emerging regions, is particularly

well suited to marker-assisted selection [168, 170]. The

provision here is that sufficient monetary investment in

the genotyping of animals should be available at that

stage. Therefore it is also recommended that DNA

samples from phenotyped animals in the nucleus

flocks/herds be collected and stored for possible future

usage. The general concept has been applied in the

Australian Information Nucleus flock [171–173],

which has already produced a number of outcomes

[174]. Scientists in the developing world are well

aware of the importance of combining genetic and

environmental information for selection decisions

[64]. It should thus be feasible for these scientists to

adapt to the requirements listed above, should the

opportunity arise.

Readers will notice that most of the examples listed

in this section involved grazing ruminants. It is con-

ceded that pigs and poultry played an important role in

the production of protein in both the developing and

developed world, and will continue to do so in the

future (see Fig. 13). However, these industrialized live-

stock systems are in many cases served by multi-

national breeding companies, as stated previously.

Moreover, the prospects of selecting for “robustness”

or “fitness” in poultry and pigs have been covered

in some detail in other entries in this encyclopedia

[175, 176]. The issues dealt with in the latter entries

are complex, and it would have been impossible to deal

with them comprehensively in this entry.

Finally, it is clear that the system that is proposed

would not only need monetary inputs, but also the

human capacity to successfully orchestrate the flocks/

herds [119]. In case of severe threat to some genetic

resources, the option of ex situ conservation should

also be an option [80, 81]. The need for collaboration

across institutional and national boundaries, to ensure

that the various forms of information generated in this
way are optimally utilized, cannot be overstressed

[168, 169]. It is therefore appropriate to ensure that

the intellectual capacity to drive all the processes is

available, as discussed under the following heading.

Broadening the Knowledge Base It is evident that

the objectives above are unlikely to be achieved without

a sound knowledge base. Based on the disadvantage of

developing countries in terms of human capacity

(Fig. 20), it is obvious that the people active on research

and development of farm animal genetic resources

should be well-trained. The limitation in human

resources results in several challenges for scientists in

this region, such as an increased workload in terms of

teaching, and a reduced capacity for conducting

research [177]. Sustainable farming and the improved

use of farm animal genetic resources were targeted in

a joint venture between the International Livestock

Research Institute (ILRI) and the Swedish University

of Agricultural Sciences. Training by the project team

reached 137 university lecturers and researchers in

developing countries so far [177]. Agriculture is not

a favored study direction, as it is associated with pov-

erty and an inability to improve the livelihood of fam-

ilies. A typical curriculum for students in animal

science in South Africa (as an example of a developing

country) was provided by Casey [178]. The intention

with the training of students is to prepare them for

a professional career in animal production, with appro-

priate registration. It is also noted that Sub-Saharan

Africa has many universities that teach animal produc-

tion. However, there is a lack of communication and

collaboration between these role players [178]. In con-

trast, six European universities joined hands to form

the 2-year European Master of Science program in

Animal Breeding and Genetics [179]. The intention of

the course is to assist in increasing livestock and fish

production, development of sustainable animal breed-

ing programs, the improvement of health and welfare,

and the preservation of natural resources. The program

also draws students from developing countries, but

with �20 scholarships per year, the impact is limited.

Of students starting the program between 2007 and

2009, 46% were from Asia, 31% from Africa, 9%

from the Americas, and 13% from within Europe. In

Latin America, two universities from Peru, Bolivia,

Mexico, and Spain each collaborate with universities
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in Argentina and Austria to present a master degree in

Animal Science [180]. Original assessment indicates

that there is heterogeneity in the curricula, grading

systems, and duration. A program for harmonization

has been proposed.

In view of the challenges listed above, steps need to

be taken to rectify the situation in the developing

world. The obvious prerequisite is to ensure a skilled

and motivated core of senior mentors, to pass on

knowledge to the next generation. This will be facili-

tated by closer collaboration between role-players, both

among institutions in the developing world and with

institutions in developed countries [64, 119, 168, 169,

177]. Joint appointments of senior researchers at sci-

ence and technology institutions at higher education

institutes could also benefit training in farm animal

genetic resources, by making better use of expertise

[181]. To assist in these quests, there is a wealth of

Internet-based training modules that can easily be

accessed [182–184]. Collaboration between research

groups and those involved in training is also proposed

[177]. This approach will ensure that the studies

embarked upon will be relevant. It is also important

to attempt to recruit and retain well-qualified and

dynamic persons for careers in animal agriculture,

both in training and research. The so-called brain-

drain from developing countries needs to be stopped

and preferably turned around. This will only become

feasible if scientists see a future for themselves in ani-

mal agriculture in developing countries, both in mon-

etary terms and in job satisfaction. Alternatively, well-

trained international scientists could be used as trainers

when they return to their home countries for holiday or

familial responsibilities [177]. There ought to be

opportunities for improving the local knowledge base

in developing countries when all these avenues are fully

exploited.
“New” Issues

Finally, it is necessary to give attention to issues that

have not previously impacted on animal agriculture in

the developing world. Both topics are specialized study

fields, worthy of an exhaustive discussion in their own

right. However, this chapter will only briefly deal with

the new challenges, within the developing world

context.
Climate Change There is consensus that the global

temperatures are on the increase, and that it is probably

related to higher atmospheric concentrations of the so-

called greenhouse gases. It is expected that global

warming will affect extensive pasture systems to

a greater extent than intensive, industrialized systems

[62]. This implies that animal production in the devel-

oping world will be more vulnerable than in the devel-

oped world [4]. The carbon dioxide emissions of the

developing world, in particular, are modest compared

to emissions in the developed world [2]. Hoffman [80]

pointed out that livestock production is contributing

to global warming, but also that it will be affected by

the consequences of the phenomenon. It is estimated

that agriculture produces between 10% and 12% of the

total global anthropogenic greenhouse gas emissions

[185]. Between 50% and 60% of methane and nitrous

oxide could be derived from livestock activities. The

review by Eckard et al. [185] focuses on the possibility

to reduce greenhouse gas emissions by ruminants

through the manipulation of the animals, their diet,

and their rumen microbes. Manipulation of animals is

centered about breeding (the focus of this entry) and

on changing managerial systems. Eckard et al. [185]

cited sources that quoted differences between animals

in methane production, hinting at possible genetic

differences. These allegations were substantiated by

Robinson et al. [186], reporting that methane produc-

tion in sheep were repeatable (0.47) and heritable

(0.30). Adjustment for live weight resulted in these

parameters being reduced to respectively 0.32 and

0.13. Adjustment for live weight also eliminated the

effect of sire breed upon methane production, while

correlations with rumen volatile fatty acids did not

support a contention that the latter could be used as

a proxy for methane production. Cassandro et al. [187]

predicted methane production of dairy cows from dry

matter intake, and derived a heritability of 0.12, with

upper and lower confidence limits of respectively 0.03

and 0.28. Genetic correlations of methane production

with milk yield and butterfat content were high

(respectively 0.92 and 0.67), but protein content and

somatic cell count were not genetically correlated to

predicted methane production (0.14 in both

instances).

Alternatively, selection for an improved efficiency

would also indirectly benefit methane excretions per
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unit product from ruminants, as reviewed by Eckhard

et al. [185], Hegarty and McEwan [188], and Herrero

et al. [189], as would improvements in feed conversion

and residual feed intake. Lamb production systems

based on crossbreeding would be more effective in

terms of methane produced per unit product than

a wool and hogget production system [188]. Alterna-

tively, methane emissions per unit product could also

be reduced by an improved reproduction rate, the early

disposal of unproductive animals and the longer reten-

tion of productive animals in flocks or herds. As dairy

products are produced at lower levels of greenhouse

gas emissions than beef, there may be a shift to dairy

in a situation where greenhouse gasses need to be

reduced [80].

Possibly more relevant to conditions in the devel-

oping world is the adaptation of animals to higher

ambient temperatures and to more frequent severe

climatic events, which are predicted to be a conse-

quence of climate change [80]. The possible genetic

improvement of adaptability, robustness, and heat tol-

erance has already been discussed and will not be reit-

erated here. Unforeseen catastrophic climatic episodes

like floods, droughts, and heat waves could have

a major and unpredictable impact on local farm animal

genetic resources. For instance a heat wave in 1995 in

the Midwestern United States resulted in an economic

loss of $31 million in the state of Iowa alone [62]. Such

events should be managed when they occur, as it is

impossible to plan for them. However, the need for

a disaster strategy to be in place in areas likely to be

affected cannot be overemphasized. Thornton and

Gerber [4] suggested that up-to-date weather informa-

tion will play a role in mitigating the effects of climate

change. State-supported schemes reminiscent of a sort

of insurance scheme may have a role to play in disas-

trous events, while species substitution toward more

hardy animals may be contemplated (i.e., from cattle to

camels in dry parts of Kenya).

Animal Welfare Pressure on output traits, particu-

larly regarding the more intensive livestock industries,

resulted in the welfare of farm animals being

compromised [189]. This topic is also extensively cov-

ered by Knap [175] in this issue, and interested readers

are also referred to this paper. Because of this, discern-

ing consumers have ensured that animal welfare is
among the important considerations in production

systems in developed countries, like Europe [190,

191]. Welfare in farm animals are usually defined as

freedom from hunger, thirst, discomfort, pain, injury,

fear, and distress, as well as an ability to express normal

behavior [189]. Several routine husbandry procedures

are considered to infringe on these fundamental free-

doms, for example, the Mules operation in Australia

[28, 30]. In this case, popular opinion has prevailed

that the pain, fear, and distress of the operation out-

weighs the possible later advantages in terms of better

resistance of animals to breech strike. This has resulted

in pressure on Australian livestock producers to phase

out the procedure. The same reasoning applies to tail

docking of lambs. An alternative genetic solution was

thus sought to enable the abolishment of this practice

in the Netherlands in the two sheep breeds where

conditional approval to dock tails are still granted

[192]. Genetic variation seems to exist for tail length

and selection for shorter tails may thus be possible.

Issues in the developed world mostly involve the qual-

ity of life of farm animals in more intensive systems

[193]. Aspects like survival, adequate nutrition, and

protection against intense cold or heat aremore impor-

tant under extensive conditions. Sørenson and Fraser

[193] proposed a self-regulatory process of auditing

livestock operations for animal welfare, agreed on by

all role-players.

Aspects of importance to this discussion are the

impact breeding for welfare traits could have on genetic

gains in other traits. First of all, it is fair to say that

animals, where welfare is compromised, will in many

cases not be capable of high levels of production.

Because of the emphasis of herd health in dairy cattle

selection schemes in Norway along with production

traits, cows are much more likely to reconceive than

in European countries. In response to this, longevity as

well as health and fertility became much more impor-

tant in the United Kingdom dairy indexes as well

[189, 190]. Impaired mobility of dairy cattle because

of poor claw health also leads to direct and indirect

costs. Claw health traits of Finnish Ayrshire cows were

lowly heritable [194]. Some leg conformation traits had

favorable genetic correlations with claw health, and

could serve as indicator traits.

A simulation study on outdoor pig production

indicated that genetic gains had to be compromised
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when welfare traits (leg conformation, mothering abil-

ity, and longevity) were included in the selection index

[195]. Apart from a slightly slower growth rate and

a reduced fat depth, free-range pigs performed as well

as pigs in a conventional housing system [196]. The

former system produced pork of a similar quality as

that observed in a conventional system. Observations

made at lambing were evaluated as possible indicators

of ovine lamb survival by Brien et al. [174] and

Lemmon et al. [197]. Although some observations

were favorably related to survival, none were obvious

candidates for immediate industry application in the

former study. The latter study suggested that alterna-

tive methods of improving lamb survival should be

investigated. It is however, notable that divergent selec-

tion for the ability of sheep to rear multiple offspring

led to divergence in age-specific lamb survival in South

Africa [198]. Hatcher et al. [199] also reported scope

for the improvement of lamb survival by selection,

although low direct and maternal heritability estimates

were derived.

Animal welfare of the mostly free-ranging animals

in the developing world is probably not compromised

to the same extent as those animals in more industri-

alized systems. The exceptions are probably freedom of

hunger and thirst, which cannot be guaranteed. It is

nonetheless important for scientists in developing

countries to take cognizance of the emphasis on wel-

fare, and ensure that information on the impact of the

selection strategies for livestock (that were previously

discussed) on animal welfare are also considered. Intu-

itively, selection for adaptability, robustness, and fitness

is unlikely to compromise welfare. However, challenge

of animals by environmental stressors (heat, parasites,

and uncertain food supply) typical of the developing

world may lead to some ethical concerns. It is

reassuring that the need to ensure a value system

throughout the entire production chain is also recog-

nized in the developing world [200].
Conclusion and Recommendations

From the foregoing it is evident that livestock indus-

tries in the developing world are faced by numerous

challenges involving the environment, infrastructure,

funding, and the availability of a sufficient number of

well-trained scientists specializing in breeding and
farm animal genetic resources. Despite these draw-

backs, scientists in the developing world seem to

be willing to contribute to the advancement of

science in the region in spite of the considerable odds

against them.

Within the constraints in terms of funding and

manpower, it is proposed that major efforts should be

put into obtaining phenotypic records from the farm

animal genetic resource managed in the developing

world. Wherever possible these records should be

linked to pedigree information, which could follow

on from the identification of animals for traceability

purposes. Should this vision prove to be impossible to

implement on a wider scale, it should be applied to

genetic resources maintained by governmental, aca-

demic, and parastatal institutions within the develop-

ing world. The decision as pertaining to broader

community involvement will largely be determined by

local conditions, and need to be considered with care

on the grassroots level. A prerequisite is that supportive

institutional research actions should be conducted in

environments conforming to those used by those

resource-poor stockkeepers standing to benefit from

it. Secondly, it has to be ensured that all initiatives

involving the latter groups must have their full support

for the intended projects to be successful. This struc-

ture will form the basis for simple animal recording and

genetic evaluation schemes under communal and

emerging farm systems. These schemes are highly

unlikely to be cost effective and need to be subsidized

from funds supplied by local government, higher edu-

cation institutions or external sources. However, such

evaluation is integral for local food security, sustainable

development, and rural stability, thereby increasing

leverage for the acquisition of funds dedicated to this

cause. Should the envisaged scheme become successful

and gather momentum, it would be easy to integrate

into existing livestock improvement schemes for com-

mercial agriculture, should the infrastructure exist.

Being in the developing world and the tropics,

breeding should focus on traits associated with fitness

and adaptability. However, traditional production and

product quality traits should also be recorded, to mon-

itor the impact of selection decisions on these traits.

It is not foreseen that genomic selection will change

the way animal genetic resources in the developing

world are selected in a drastic way in the immediate
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future. However, it is advised that samples for the

extraction of DNA are acquired for as many animals

with phenotypes as possible in the system. After the

extraction of DNA, these samples should be kept under

safe conditions for possible future use. Given the

appreciable advances in the technology, it may be pos-

sible to utilize DNA-based methods for the evaluation

and selection of farm animal genetic resources in the

developing world in the foreseeable future. Should this

vision become a reality, the scene should be set for the

immediate application of this technology on a broader

basis. The need for adequate phenotypic data to link to

genomic information cannot be overemphasized.

Finally, it is conceded that new issues such as global

warming and the insistence of customers on assurance

of traceable and welfare-based production systems are

likely to affect animal breeding and genetics in the

developing world in future. The animal breeding sector

in developing countries should preempt these possible

challenges, and react to it in a constructive way. Mod-

ern societies embrace change. Animal breeders in the

developing world thus need to ensure that the chal-

lenges imposed by these issues are turned into

opportunities.
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SE, Pėrez-Enciso M (2010) Porcine colonization of the

Americas: a 60K SNP story. In: Proceedings of the 9th world

congress on genetics applied to livestock production,
Leipzig, 1–6 August 2010, 4 p. ISBN 978-3-00-031608-1.

http://www.kongressband.de/wcgalp2010/assets/pdf/0510.

pdf. Accessed 20 Jan 2011

136. Dodds KG, Auvray B, Pickering N, McEwan JC (2009) Quality

control for ovine SNP50 beadchip genotypes. Proc Assoc Adv

Anim Breed Genet 18:296–299

137. Magee DA, Park SDE, Scraggs S, Murphy AM, Doherty ML,

Kijas JW, International Sheep Genomics Consortium,

MacHugh DE (2010) High fidelity of whole-genome amplified

sheep (Ovis aries) deoxyribonucleic acid using a high-density

single nucleotide polymorphism array-based genotyping

platform. J Anim Sci 88:3183–3186

138. Khatkar MS, Tier B, Hobbs M, Khatkar D, Cavanagh JAL,

Crump R, Moser G, Raadsma HW (2009) Genome structure

in Australian Holstein Friesian cattle revealed by combined

analysis of three high density SNP panels. Proc Assoc Adv

Anim Breed Genet 18:247–250

139. Raadsma HW, Zenger KR, Khatkar MS, Crump R, Moser G,

Solkner J, Cavanagh JAL, Hawken RJ, Hobbs M, Barris W,

Nicholas FW, Tier B (2007) Genome wide selection in dairy

cattle based on high density genome-wide SNP analysis:

from discovery to application. Proc Assoc Adv Anim Breed

Genet 17:231–234

140. Vinet A, Touze JL, Bichot R, Hestault O, Bellayer C, Boussaha M,

Fritz S, Guillaume F, Sapa J, Bodin L, Phocas F (2010) Genome-

wide scan for bovine ovulation rate using a dense SNPmap. In:

Proceedings of the 9th world congress on genetics applied to

livestockproduction, Leipzig, 1–6 August 2010, 4 p. ISBN 978-3-

00-031608-1. http://www.kongressband.de/wcgalp2010/

assets/pdf/0459.pdf. Accessed 20 Jan 2011
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Glossary

Animal model (AM) Statistical models that are used

for evaluation of breeding values of all individuals

in the population of interest.

Best linear unbiased prediction (BLUP) Standard

statistical method for estimating breeding values

in populations. BLUP adjusts for systematic fixed

environmental effects and accounts for genetic

relationships among animals.

Breeding value (BV) Mean additive genetic value of

an individual relative to all members of the (base)

population.

Effective population size (Ne) Number of individuals

that would give rise to calculated sampling variance,

or rate of inbreeding, if they bred in the manner of

the idealized population with complete random

mating, no selection, no migration, and no

mutations.

Estimated breeding value (EBV) Estimate of the

mean additive genetic value of an individual for

a quantitative trait.

Generation interval (L) Average age of the parents

when their progenies that will replace them in

breeding are born.

Heritability (h2) Measures the extent to which the

phenotypes are determined by genetic factors. It is

expressed as the ratio between additive genetic

variance and the total phenotypic variance.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013
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Inbreeding coefficient (F ) Measure of the probability

that two genes at any locus in an individual are

identical by descent. It refers to an individual and

expresses the degree of genetic relationship between

the individual’s parents.

Riding horse The narrow definition of riding horse or

sport horse refers to horses of “Warmblood” breeds

or Thoroughbred crosses, which compete in the

classical equestrian sporting events of dressage,

show jumping, and eventing. However, the broad

definition of a riding horse refers to a horse used for

any type of riding and will be used here.

Selection Any natural or artificial process favoring the

survival and propagation of certain individuals in

a population.

Selection intensity (i) Function of the proportion

of animals selected for breeding relative to the

total number of animals available for selection.

The smaller the proportion selected, the higher

the selection intensity.

Timeform handicap ratings An estimate of racing

capacity of Thoroughbred horses (in Great Britain).

Express racing merit as weights in pounds that the

compiler believes the horse should carry in an

average free handicap race.

Trotter A horse trained for harness racing. The horse

races in trot, which is a two-beat springing gait with

a suspension phase (no ground contact) between

two diagonal supporting pair of legs.
Definition of the Subject

Animal breeding can be defined as a human activity

with the deliberate purpose to change existing

populations of animals in some desired directions, so

that future generations of these animals become more

valuable in some sense. A prerequisite for successful

animal breeding is that there is a genetic variation in

the population in the traits one want to improve in

future generations. Other requirements are: clear

definitions of the breeding goals, good pedigree files,

valid measures of the desired traits, methods of genetic

evaluations that can combine information from the

pedigree and the measured trait, and finally effective

selection of breeding animals with high estimated

genetic values (BV = breeding values) and therefore
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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presumably with relatively large proportion of valuable

genes affecting the desired traits.

The selected parents will transmit their genes to the

next generation, and depending on the amount of

genetic variation in the traits, accuracy of estimated

genetic evaluations, and the selection intensity, the

average level of the offspring generation will be raised

as compared with the parent generation.

All general principles andmethods of animal breed-

ing obviously apply equally to the breeding of horses.

There are however few structural and demographic

characteristics specific to horse breeding that should

be highlighted:

● Thorough registration of pedigree files

● Low rate of reproduction

● Long generation intervals

● Important traits are recorded on both males and

females

● Wide overlapping of age groups among breeding

candidates

● Considerable nonrandom mating practiced

● Extremely large differences in economic value

depending on assumed genetic merit

All these factors support the use of methods for

genetic evaluations that combine all pedigree informa-

tion in an optimal way. In particular, the use of animal

models (AMs) to obtain best linear unbiased predic-

tions (BLUP) for genetic evaluation of breeding ani-

mals has become an important tool in modern horse

breeding.
Introduction

Humans began to breed horses when the horse was

domesticated some 6,000 years ago. Tamable animals

were then selected from wild flocks and broken in. Stal-

lions and mares with suitable temperament and desired

characteristics were spared and got offspring in their new

environment. The fitness measure of natural selection in

the wild life was replaced by a selective value in the new

role of serving humans. This artificial, and to lesser

degree natural selection, of horses over 6,000 years has

resulted in gradual genetic changes and subdivision into

breeds adapted to different purposes [1, 2].

Throughout the history horses have been used for

variety of purposes, such as riding, driving, carrying
packs, and pulling agricultural equipments. Horses

were also for a long time the most important means

of transport in wars and have played a great role in the

political and social development of many civilizations

and even for the conquest of whole continents. Horses

have also played a major role in the mythology of many

religions but have as well been kept for their grace and

were commonly used as a symbol of material status. The

Vikings even used stallions for fighting contests. In

many cultures, horses have been used for milk and

meat production. The life of nomads in central Asia, of

cowboys grazing and driving big herds of cattle, and of

Indians hunting wild buffalos on the savannas in North

America would have been impossible without horses. In

brief, the human history would have been very much

different without the company of the horse [3].

Today there are about 60 million horses in the

world [4]. While horses are still used for agricultural

work and transportation in many parts of the world,

the main role of horses in modern societies is to

serve humans as pleasure or sport companions. The

economic and social impact of the worldwide horse

sector is tremendous and often underrated. In

Europe, three to six horses (varies between coun-

tries) create full employment for one person. So

within the European Union alone, with almost six

million horses, about one million people are directly

or indirectly employed in horse-related activities.

About 4% of European agricultural land is dedicated

to horse breeding [5].

Horses are used and will undoubtedly be used in the

future for various competitive performance events,

sport events, and pleasure riding or driving. Modern

knowledge of animal breeding, genetics, statistics,

reproduction technology, and computer science will

certainly be used for adapting the different horse

populations of the world to their intended purpose.

Horse Breeding

Breeds

Horses are members of Equus ferus caballus. In fact,

there is no strict scientific definition of the term breed,

but the elusive concept of breed as a definition of

a population of “purebred” animals is commonly

used among horse breeders. The classic definition of

a autochthonous breed refer to a distinctive set of
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animals associated with a restricted geographical area

in which it was developed to meet human needs under

particular local conditions [6]. Often horse breeds are

defined by breeding societies or registries that record

pedigrees andmaintain a studbook for a selected subset

of horses based on geographical origin, phenotype, or

function [3]. New synthetic horse breeds have been

created by genetic selection according to a common

breeding goal across several older horse breeds. As an

example, many European Warmblood breeds have

evolved this way. At the Web site “Breeds of Livestock:

Horse Breeds” (http://www.ansi.okstate.edu/breeds/

horses) detailed description on over 300 different

horse breeds all over the world can be accessed.

Breeding Goals

Horse breeding, as all animal breeding, starts with

a clear definition of breeding goals that usually includes

many traits. The breeding objectives are a statement of

the relative values of genetic change in all the desired

traits that are included in a breeding plan. The overall

objective (aggregate genotype) can be expressed as

H = a1A1 + a2A2 + . . .+ anAn, where ai is the relative
(economic) weight and Ai is the animal’s breeding

value for the ith trait. The ai values are often linear or

nonlinear functions of the profit (return – cost) [7, 8].

Horse breeders often have a rather clear idea as to

which traits they want to improve by genetic selection.

However, the exact definitions of the relative weights

on the different traits included in the breeding goal

are often vague and determined by preferences of the

individual breeder. Meanwhile, it is important that

breeders should be provided with genetic evaluations

for all the major traits that might be included in the

breeding goal [9].

Registration of Pedigree Files

Unique identification of all members of a population

has become a prerequisite for all rational breeding

schemes using modern animal breeding methodology.

The same identification number must refer to the same

horse anywhere in the comprehensive pedigree files and

in all files containing the registered traits. As horse

breeding becomes increasingly more internationalized,

the communication between horse registers in different

countries is vital for successful breeding schemes. It is
important that the identification number given to

a newborn foal follow the individual animal through-

out its entire life, even if the animal is exported to, or

competes in, another country. It should contain codes

for the country of birth, year of birth, and possibly the

sex of the animal. The Web-based “universal equine

life number” (UELN) system (www.ueln.net) offers

a solution to this problem.
Measured Traits and Estimation of Genetic

Parameters

An important part of a horse breeding scheme is to

develop and use measures with good correlations with

the traits in the breeding goal. The measurements need

to be collected on a large or a random part of the

population to be used in the selection and breeding

process. Most traits that are important in breeding of

horses are governed by a large number of genes and

many environmental factors. They may therefore be

analyzed with genetic and statistical methods that

apply to quantitative traits [10]. Measurements of

performance traits in horses are often not normally

distributed and need to be transformed to approach

the normal distribution. Sometimes conversion to

ranks is more favorable [11]. Measures of performance

in racing and other equine competition sport events

are frequently based on functions of earnings, ranks, or

racing times. Occasionally, the measures are summa-

rized in handicap ratings or cumulated competition

points.

In many populations, the recorded traits are scored

on a linear scale, often by subjective judgment, in

special field or station tests. These traits may involve

measurements of conformational details, tempera-

ment, performance in special gaits, or performance at

various ranch tasks.

Before the registered traits can be used as a basis

for genetic evaluations, the genetic parameters (varia-

tion, heritability, genetic correlations, and environ-

mental correlations) among the traits must be

estimated. The methods used for estimating genetic

parameters in horse populations are usually based on

maximum likelihood techniques for mixed animal

models [12, 13]. In some recent cases, BayesianMarkov

Chain Monte Carlo (MCMC) methods have been

applied [14, 15].

http://www.ansi.okstate.edu/breeds/horses
http://www.ansi.okstate.edu/breeds/horses
http://www.ueln.net
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Heritability of racing performance traits based on

earnings and rank functions have frequently been esti-

mated in the range of 0.3–0.4. Time measures in trotter

races and shorter gallop races generally show heritabil-

ity estimates of nearly the same magnitude (0.2–0.4),

while heritability estimates of racing time in longer

Thoroughbred races are usually considerably lower or

in the region 0.1–0.2 [12, 13].

Heritability estimates of competition variables for

jumping and dressage performance in riding horses

have been found to be lower than in racing or about

0.1, on average. Data on competition results in riding

horses is often subjected to strong preselection, which

can be the main reason for the low heritability

estimates [13].

The average heritability estimates for field test traits

measuring gaiting ability and free jumping in riding

horses are in the range of 0.2–0.3. Corresponding aver-

age heritability estimates of traits registered at station

tests for stallions are generally much higher or in the

range of 0.4–0.6 [13].

Heritability estimates of sport competition scores

in Icelandic horses were found to be around 0.2–0.3,

while heritability of field test traits within the same

breed was estimated in the range 0.2–0.4 with the

average value of 0.34 [16, 17].

Heritability of cutting performance in Western

riding competitions has been estimated in the range

of 0.04–0.19 [18].

This brief summary confirms that genetic variation

and thus scope for genetic improvement has been

found in the most important traits in many horse

breeds.
Genetic Evaluations and Selection

Traditionally, selection of horses was for a long time

based on phenotypic observations on performance and

body conformation in combination with subjective

evaluation of the pedigree. Since mid-1980s, the

BLUP method with animal model (AM) has gained

popularity as a superior and standard method for com-

bining information from phenotypic observations and

pedigree [19]. Estimated breeding values (EBVs)

obtained by AM-BLUP are now used as the main selec-

tion criteria in many horse populations.
Estimation of breeding values in a population

begins with definition of a linear statistical model.

The model should fit the data as well as possible but it

should also include as few parameters as possible. The

model should account for all major factors affecting

variation in the data in a systematic way. In the simplest

form, the model may be written for a single trait as

yij ¼ mþ bi þ aj þ eij

where yij is the phenotypic observation on the jth horse

belonging to the ith class of fixed (systematic) effects

affecting the trait; m represents the overall mean of the

(base) population; bi represents the deviation from the

population mean caused by the ith class of fixed effects;

and aj represents the breeding value of the jth horse.

The breeding values are random normally distributed

deviations from the genetic mean of the base popula-

tion and have the varianceAsA
2, whereA is the additive

genetic relationship matrix. Finally eij denotes the

remainder of the model, which is assumed to include

independent and randomly distributed environmental

effects pertaining to the jth horse.

Practical application of AM-BLUP in horse

populations are usually based on far more complicated

models than that shown above. They often include

many fixed environmental factors, which affect system-

atically the variation in phenotypic records. As the

breeding goal usually includes many correlated traits,

multiple trait (MT) AM-BLUP procedures are

commonly used for genetic evaluation of horses. Some-

times additional random factors are included in the

model. This may be for genetic evaluation of repeated

records on the same trait, or in other cases for better

estimation and adjustment of genetic or environmental

effects. As an example, the model may include both

permanent environmental and genetic effects of the

dam (maternal effects), or permanent environmental

effects of riders, drivers, or trainers. Random regression

models as an alternative to repeatability models for

genetic evaluation of traits of longitudinal nature have

good prospect in horse breeding [20, 21]. The trajec-

tories may for example represent age development,

racing distance, or competition classes.

Important traits in horse breeding are commonly

scored on an ordered categorical scale. If there are at

least several categorical classes and histograms of the
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distribution show good approximation to the normal

distribution then the data can be analyzed by linear

models without any significant loss in precision. If,

however, there are as few as 2–4 classes, then nonlinear

threshold models may be more appropriate. This par-

ticularly applies to binary traits with low or variable

frequency across the fixed effect classes of the model.

But sometimes linear models (AM-BLUP) are used in

such cases in large data, since the computations in the

linear models are much simpler.

With the AM-BLUP method, the effects of fixed

factors and the breeding values are estimated simulta-

neously by solving a large set of mixed model equations

(MME) with equally as many unknown solutions as

there are equations. The estimated breeding values

become adjusted for fixed effects that are correspond-

ingly adjusted for differences in breeding values of the

horses with records in the various fixed effect sub-

classes. The use of the additive genetic relationship

matrix inverse (A�1), computed from the pedigree

list, ensures that sharing of genes between related ani-

mals is correctly accounted for in the model. In addi-

tion, the EBVs of animals that are parents of recorded

animals are adjusted for in the EBVs of the mate. That

is a very important property in horse breeding where

the allocation of mares to breeding stallions is generally

far from random in terms of genetic merit.

The pedigree file used as data for computing A�1 is

a list of all registered animals in the population. Each

row consists of unique identification number of the

individual animal and both parents. First, the inbreed-

ing coefficients are calculated for all animals with one

of the several efficient algorithms (e.g., [22, 23]) that

have been developed from the original algorithm of

Quuas [24]. Then the elements of A�1 are build up by

simple rules depending on the number of identified

parents of each animal [25]. Animals without identi-

fied parents build the base population. In most horse

populations, pedigrees are well filled and the pedigree

of the youngest animals can be traced back through

many generations. In such situations, one common

base population can reasonably be assumed. Some-

times horse populations are either: mixtures from

many base populations (e.g., synthetic breeds), or

there is importation of breeding stock from other

countries or populations, or there are many animals
with incomplete pedigrees. In such cases, an appropri-

ate genetic grouping by creating several base

populations becomes essential [26].

The AM-BLUPmethod has been applied for genetic

evaluations in many horse breeds throughout the

world. Most applications have been within Europe,

where AM-BLUP methods are routinely used for

genetic evaluations in riding horses, trotters, Icelandic

horses, and Thoroughbreds in many countries. In some

breeds, the method has been in practical application for

up to more than 2 decades. The published index values

for the most important traits of the breeding goals have

been widely used by breeding organizations, and by

individual breeders, for facilitating their selection deci-

sions. In many cases, the breeders have access to Web

applications where BLUP indices can be searched and

listed in various ways. These have become valuable

tools for the breeders and a large help in their mating

plans. Analysis of genetic trends in these populations

have invariably shown that the rate of genetic progress

have been boosted by the introduction of the

AM-BLUP method.

As an alternative to the BLUP method, Ricard [13]

has developed a nonlinear approximate Bayesian ani-

mal model method for genetic evaluation of horses

based on ranks in competitions. The method provides

estimated breeding values for an underlying normally

distributed liability variable from the likelihood of

ranking according to some phenotypic observations

in any single race or competition event. The estimated

breeding values are obtained as the mean (or mode) of

the marginal joint posterior density of the combined

prior information and the likelihood function

according to Bayesian principles. A statistical inference

drawn from the resulting EBVs can be given by prob-

ability statements in Bayesian fashion. The method

adjusts the likelihood for systematic environmental

effects and utilizes additive genetic relationship

between animals in the same way as the AM-BLUP

method does. The method has only been applied for

genetic evaluation of trotters and riding horses in

France [27, 28]. The method is computationally

demanding and general software for the method is

not yet readily available. Developments of the concept

of ranks (Thurstonian model) into full Bayesian ana-

lyses using MCMC Gibbs sampler methods have
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recently been proposed [29, 30]. The development of

this methodology and modeling will continue and

seems to have great potential in horse breeding.

Genetic evaluations of horses are often biased due

to censoring of records [31, 32]. Horses are frequently

preselected before they enter races, riding competi-

tions, or field testing events. Information on the prese-

lection criterion is usually lacking. However, in horse

populations pedigree information is generally available

on all horses, even on those without records. Therefore,

the trait racing-status or test-status can be defined as an

all-or-non trait, with the value one for tested animals

and zero for culled or non-tested horses. Test-status has

been confirmed a highly heritable trait in several horse

populations (e.g., [32–34]). Environmental correla-

tions between test-status and the recorded traits are

not estimable because all animals with test-status

equal to zero lack phenotypic records on the tested

traits. However, genetic correlations between test-

status and the recorded traits can be estimated if envi-

ronmental covariances are constrained to some

predefined values (e.g., zero). Indications of moderate

to high genetic correlations between test-status and

performance traits in horses have been confirmed in

some populations [32, 33]. Inclusion of test-status in

a multiple trait AM-BLUP framework was shown to

increase the accuracy of selection and increase the rate

of genetic progress in Swedish trotters, where the pro-

cedure has been routinely applied for a long time [33].

Ignorance of the problem with censoring of records

results undoubtedly in bias in genetic evaluations and

substantial loss of genetic progress in many horse

populations.
International Genetic Evaluations

Breeding of sport horses has become a big global indus-

try. Many breeding organizations of Warmblood riding

horses in Europe have implemented modern methods

for genetic evaluation of breeding horses on a national

scale. The increased international trade with valuable

breeding horses has led to important exchange of

genetic material across populations having similar

breeding goals.

The Interstallion project (http://www.interstallion.

org) was established in 1998 to harmonize and improve

exchange of information between Warmblood
breeding organizations within Europe. The main aims

have been to: (a) describe breeding objectives, test pro-

cedures, and genetic evaluation methods, (b) recom-

mend improvements of national genetic evaluation

systems, and (c) study methods of comparing genetic

evaluations across countries. The project has resulted

in several publications on these subjects [35–40].

Genetic evaluations for the global population of the

Icelandic horse are computed regularly and published

on the Internet (http://www.worldfengur.com) [41].
Selection and Genetic Progress

Factors Affecting Genetic Progress

The rate of genetic improvement by genetic selection in

horse populations depends on:

1. Additive genetic variability in the selected traits (sA)
2. Intensity of selection (i)

3. Accuracy of selection (correlation between the true

and the estimated breeding value, RTI)

4. Generation interval (L)

5. Inbreeding depression (d)

The genetic improvement per year can be expressed as

DG year= ¼ sAiRTI L � Dd=

Increased intensity and accuracy of selection will

increase the rate of genetic improvement if it is not

leading to longer generation intervals nor increased

homozygosity in loci affecting the traits and the general

vigor (inbreeding depression). Generation intervals are

generally very long in horse breeding (8–12 years).

Shortening of the generation interval often means

reduction in the accuracy in genetic evaluations (RTI)

but the selection intensity is usually affected in positive

direction. The selection intensity, generation interval,

and accuracy of selection are often different for stal-

lions and mares. Therefore, the formula above is often

modified to include two or four paths [42].

Multistage Selection in Horses

In horse breeding, large increase in the rate of response

to selection can often be gained by an effective scheme

for genetic evaluation of young horses that is based on

pedigree information and early performance testing

[43, 44]. The selection of stallions and usage for

http://www.interstallion.org
http://www.interstallion.org
http://www.worldfengur.com
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breeding is usually of a multistage nature as they are

selected repeatedly within the same generation [45].

The first step in stallion selection is based on pedigree

information (ancestry and collateral relatives) and

determines which colts get performance tested and

thus undergo the second and the most important selec-

tion step for traits having medium to high heritability.

Selection intensity should be high at the second selec-

tion stage, but unfortunately testing capacity is often

limited, especially for riding horses. The cost and labor

of keeping stallions instead of geldings is usually high

and many colts are castrated at a young age before they

can express their abilities. The third and final selection

step is based on EBVs when the offspring results pro-

vide the main source of information. The value of the

progeny information increases for traits with low

heritability.
Effect of Selection on Effective Population Size

and Inbreeding

Several generations of constant directional selection, in

large populations with moderate selection intensity,

will lead to a measurable reduction (10–30%) in the

genetic variability (sA), which thereafter is assumed to

stay reasonably constant due to an equilibrium between

the reduction in genetic variance and the variation

rebuilt by recombination [46]. Therefore, in large

populations with negligible inbreeding, selection is

expected to be effective for changing the population

mean in the desired direction over many generations.

Intense selection in closed populations (no migra-

tion) will build up increased relationship among the

future members of the population. That corresponds to

reduction in the effective population size (Ne) and

leads to mating of related individuals, which is defined

as inbreeding. Small Ne and consequently heavy

inbreeding results in random change in gene frequen-

cies across generations and a general reduction in the

Mendelian sampling variance term and thus decreased

genetic variability (sA). Accumulation of inbreeding

(Dd ) in small closed populations will reduce the

scope for genetic improvement in the selected traits.

In addition, increased homozygosity in many loci in

the population will presumably affect fitness traits neg-

atively (fertility, health, vigor, etc.) and increase fre-

quency of genetic diseases in the population [10].
Many horse populations are at risk of getting small

effective population size, due to small actual popula-

tion size, intensive selection on EBVs alone, and large

variation in family size. In such populations, the risk of

reduced genetic variability and inbreeding depression

should not be ignored and the breeding schemes

should aim at sustainable long-term progress, where

breeding animals are to be selected in an optimum way

such that genetic improvement in the breeding goal

traits and effects on future inbreeding are simulta-

neously considered [47–49]. Sustainable breeding

plans aiming at maintenance of genetic variation

should direct the selection such that future inbreeding

is avoided at the cost of some loss in short-term genetic

progress.
Obtainable and Observed Genetic Progress in Horse

Populations

The rate of genetic response in large horse populations

depends mainly on how accurately the traits reflecting

the breeding goal can be measured (heritability), the

amount of variation in the aggregate genotypes

(genetic variability), the quality of the method used

for genetic evaluation (accuracy of selection), the test-

ing capacity (selection intensity), and the age when the

trait comes to an expression and can be measured

(generation interval) [10].

In horse populations with onset of testing or racing

performance at 3–6 years of age, and a conventional

breeding scheme, the generation intervals are normally

about 8–10 years for males and 10–12 years for the

females. The selection intensity could correspond to

ca 5% (1–10%) for males and ca 60% (40–80%) for

females. When the selection criteria are EBVs that are

obtained from the AM-BLUP method, then the source

of information is a combination of pedigree, own per-

formance, and offspring results. The average accuracy

of selection on the male side (RTI) could be about

0.8 for trait with h2 = 0.2 and about 0.9 for trait with

h2 = 0.4. Higher accuracy would normally require more

emphasis on progeny performance, which would pro-

long the generation interval. The accuracy of selection

on the female side depends heavily on how large pro-

portion of mares is tested for their own performance.

A reasonable assumption could be RTI = 0.45 for trait

with h2 = 0.2 and RTI = 0.63 for h2 = 0.4.
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Given the assumptions above, the annual genetic

progress in horse populations could correspond to

4–4.5% of the phenotypic standard deviation for traits

(or combination of traits) with h2 = 0.2 and to 6.5–7.5%

for traits with the higher heritability of h2 = 0.4. For

readers interested in evaluation of different combina-

tions of factors affecting the genetic progress in large

populations, where inbreeding is ignored, a Java applet

is available free at the following link: www.ihbc.se/web/

contents/ihbcWebApplets/GenResponseApplet.html.

Estimates of genetic trend have been reported in

several horse populations. The estimated annual

genetic gain has been ranging from zero up to 6% of

the phenotypic standard deviation of selected traits.

Estimates of genetic trend in three different horse

populations may serve as examples (Fig. 1). The

Swedish Standardbred Trotter (SST) is a synthetic

breed originating from imported American Standard-

bred Trotters and French Trotters. About 5,000 foals are

born annually in the SST breed. The Nordic Trotter

(NT) is a heavier type (cold-blood) originating from

Norway and northern part of Sweden. About 1,300

Nordic Trotter foals are born annually (850 in Norway,

450 in Sweden). The Icelandic Horse is a closed popu-

lation of small, compact, and strong horses that has
been purebred in Iceland for more than thousand years.

It is the only horse breed in Iceland where about 7,000

foals are born annually. Both the trotter breeds are used

for harness racing and the breeding goal consists of

several traits expressing racing performance ability

and sustainability. The Icelandic Horse is used for

riding and is known for its gaiting abilities, willingness,

good character, and hardiness. The breeding goal for

the Icelandic Horse consists of a linear function of 16

traits (8 conformation traits and 8 traits measuring

riding ability [gaits and temperament]). The traits are

registered at special field tests.

Genetic evaluations based on BLUP methods have

been available as a guide for selection in these three

breeds since mid-1980s. Between 1970 and 2005, the

mean of the aggregate genotype (weighted mean of

EBVs for several racing variables) in the SST popula-

tion has been raised by 1.73 sP units, corresponding to
the average annual DG/year = 0.049 over the entire

period. The rate of genetic gain has increased gradually

over the period as seen by the increased steepness in the

slope showing the trend. For the last 10 years, the rate

of genetic gain has been DG/year = 0.062, or 6.2% of

the phenotypic standard deviation. In the smaller pop-

ulation of Nordic Trotter, the population average level

http://www.ihbc.se/web/contents/ihbcWebApplets/GenResponseApplet.html
http://www.ihbc.se/web/contents/ihbcWebApplets/GenResponseApplet.html
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has lifted 1.09 sP units since 1970. That corresponds to
DG/year = 0.031 over the entire period and to DG/year
= 0.042 for the last 10 years. The population mean of

Icelandic horses has been raised to 1.73 sP units over

the 35-year period or by 3.5% sP per year. The average
rate of response over the last decade has increased by

1% of the phenotypic standard deviation, or to 4.5% sP
per year.

In the comparison of the three breeds, the efficiency

of the selection has apparently been largest in the

Standardbred Trotter. This larger genetic progress can

mainly been attributed to higher selection intensity,

particularly on the male side, where relatively few stal-

lions are selected on the basis of results from races where

many colts compete. The high selection intensity in SST

is obtained by high testing capacity (races), widespread

use of artificial insemination so that each selected stal-

lion is able to cover more mares, and excessive use of

information on results and pedigree. This is clearly

reflected in the larger short-term response. However,

the long-term sustainability of the breeding plan in the

SST breed may be questioned as explained below when

considering inbreeding and effective population size.
Long-Term Genetic Progress

An important aspect of sustainable animal breeding

plans aiming at long-term genetic progress is to main-

tain genetic diversity (i.e., variation) within the popu-

lation. In closed populations, gene frequencies

fluctuate randomly from one generation to another as

a result of the finite sampling of gametes. This

phenomenon, called genetic drift, is quantified by the

term effective population size, Ne [10, 50]. In a closed

population, with no migration, the Ne is dependent on

the number of parents in each generation, the variance

of parental family sizes and selection. One way to

estimate Ne is to measure the rate of increase of

inbreeding over the different generations: 1=2Ne ¼
DF ¼ ðFt � Ft�1Þ=ð1� Ft�1Þ, where Ft is the mean

coefficient of inbreeding for generation t (e.g., [10]).

The development of inbreeding in the three horse

populations shows different levels that have evolved

since the respective base populations (Fig. 2). The

figure demonstrates difference in the rate of increase

of inbreeding over time across the populations and

thus gives a measure of their effective population
sizes. According to the rate of inbreeding and the

corresponding generation intervals, the effective pop-

ulation size (Ne) is approximately 40 for the Swedish

Standardbred Trotter (SST), 50 for the Nordic Trotter

(NT), and 100 for the Icelandic horse (Ice). The rate of

inbreeding per generation, DF, is 1.3% in SST, 1.0% in

NT, and 0.5% in Ice. In guidelines from FAO [51], the

minimum recommended Ne is 50 corresponding to

DF = 1.0% in livestock populations. Otherwise there

is a great risk of loss in genetic variation, which will

suppress long-term genetic progress and increase the

risk for homozygosity of deleterious alleles, thus affect-

ing health and fitness traits negatively. The SST breed is

not only showing alarmingly high level of inbreeding

(F�8%), but clearly surpassing the recommended rate

of inbreeding per generation. The genetic constitution

of the current generation of the SST breed is 94% of

American Standardbred Trotter origin, while the

remaining 6% can be traced to French Trotter base

animals [33]. The American Standardbred Trotter is

highly inbred with average inbreeding coefficient

above 10%. The inbreeding in American Standardbred

trotters and pacers is mainly due to remote inbreeding,

where the horses are connected to one another by

numerous paths through a small number of remote

common ancestors. At the same time, breeders have

deliberately avoided close consanguineous mating

[52, 53]. Swedish breeders of Standardbred trotters

have followed the same strategy. The average relation-

ship among SST born in 2000 was R = 16.4% with

a standard deviation of 5.2% [54]. Random mating

within the population will result in average inbreeding

coefficient above 8%. In order to reduce the rate of

increase in inbreeding in the future, the variation in

relationship among breeding candidates must be uti-

lized in the mating strategy. Criteria for selection of

breeding animals that involve EBVs modified such that

the average relationship between selected animals is

restricted have been proposed [47–49]. Increased

migration of genetic material of French origin is also

a recommended option for the breeders of Standard-

bred trotters in Sweden.

Breeders of the Nordic trotters have become

increasingly aware of the risks associated with inbreed-

ing in small closed populations. Negative effects of

inbreeding (inbreeding depression) have been con-

firmed for reproductive traits, health traits, and racing
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performance in the Nordic trotter [55, 56]. Quotas for

maximum number of mares that can be mated to each

stallion have been put into effect and the rate of

increase in inbreeding has reduced considerably

compared with the period of 1970–1990, when the

rate of inbreeding corresponded to Ne = 32 [57].

The inbreeding in the Icelandic horse is still at a low

level and the rate of increase in the rate of inbreeding

(DF) is yet not alarming. The breeding goal is broad as

it includes very many traits, which helps keeping broad

genetic variation among selected breeding individuals.

However, awareness of the importance of maintaining

low average genetic relationship among the selected

parents is vital for the future of this breed, since import

of genetic material to the closed horse population in

Iceland is not a feasible option.

Genetic Progress in Racing Speed

One of the most interesting and debated questions

concerning horse breeding is the “paradoxical” lack of

improvement in winning times in the classical races for

Thoroughbred horses over the last 50 years, in spite of

significant genetic variation in racing performance

variables and intense selection on racing performance

[58–65].

The wild ancestors of modern horses were grazing

flight animals and natural selection for speed and abil-

ity to traverse long distances were certainly important
factors for the survival of the fittest. The Thoroughbred

horses were founded by English and African horses

screened for galloping speed and have been subject to

an intense artificial selection on racing performance for

over three centuries (30 horse generations). As

a consequence, Thoroughbred horses are the fastest

racehorses in the world galloping over distances of

1 to 2 miles. The breeding animals have not been

selected directly on racing speed or racing time. Rather

they have been selected on some function of ranks in

races and special weight has been put on the ability to

win races. Thoroughbred horses racing in the classical

races all belong to the fastest segment of horses in the

population.

Gaffney and Cunningham [61] estimated genetic

change in Timeform handicap ratings of Thorough-

bred horses in Great Britain. They confirmed effective

selection on Timeform ratings and estimated annual

genetic gain corresponding to almost 5% of the phe-

notypic standard deviation of 3-year-old Timeform

ratings. This genetic progress is not reflected in win-

ning times of the classic races, but the authors con-

cluded that correlated genetic improvement in speed

had been achieved in the Thoroughbred population as

a whole but the fastest individuals in the population

had reached the physiological limits for racing speed

over the distance of the classic races. This conclusion

assumes asymmetry in the distribution of racing speed.
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The genetic evaluations of the Swedish Standard-

bred Trotter involve several variables that are functions

of ranks in races (earnings, order at finish in the race)

and racing time. As ranks in races are measures of

racing performance that are relative to contemporaries

racing at the same time, a genetic progress in these

variables cannot be projected to any observable

scale with clear physical meaning. On the other hand,

the genetic progress in racing performance should be

reflected in faster racing times. The best average racing

time over 1 km has indeed improved continuously for

the Swedish Standardbred Totter since recording

started for the horses born in 1976 (Fig. 3). The limits

for racing speed in trotters have apparently not been

reached yet. However on the observed untransformed

scale (s/km), the rate of improvement has slightly

reduced over time and it seems increasingly harder to

break the records. The dispersion of the slowest and

fastest racing time records in the population around

the average is also apparently asymmetrical. Arnason

[66, 67] has previously argued that genetic evaluation

of racing time records should be based on scaled

logarithmic transformation of racing time records as

y∗i = ln(yi � x), where yi is the observed racing time

record on the ith horse in s/km units, x is the asymp-

totic physiological limits for trotting racing speed in

s/km in races over the traditional distance of 1 mile.

When x is equal to 68.2 the distribution of y∗i is almost
perfectly normal in the population of Swedish Stan-

dardbred male trotters and the trend in average log

transformed racing time records is linear.

The trend in statistics (mean, minimum (fastest),

maximum (slowest)) of fastest racing time records

of 3–5-year-old males in the population of Swedish

Standardbred Trotter can be described with the

expression: s=km ¼x ð1þ e�pt Þ, where x is the ultimate

asymptotic limit for the fastest racing time records in

the population as defined above, p is a positive con-

stant, and t = birth-year – z, where z is a time scaling

constant [67]. The constants p and z were estimated

from recent data on racing results in the population of

SST leading to the following equations for prediction of

the development of the trend in the average, fastest, and

slowest racing times in the population:

s kmðaverÞ
� ¼ 68:2 1þ eð�0:013ðbirth�year�1843Þ

� �

s kmðminÞ
� ¼ 68:2 1þ eð�0:021ðbirth�year�1867Þ

� �

s kmðmaxÞ
� ¼ 68:2 1þ eð�0:008ðbirth�year�1829Þ

� �

The predicted trend is revealed in Fig. 4. The racing

time records in the population are expected to improve

(become faster) at a linear rate on the logarithmic

transformed scale, but at a diminishing rate on the

untransformed linear scale of racing time (s/km). The

presented racing times refer to “volt start,” which is
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the most common starting procedure for trotting races

in Sweden. Records from the flying “auto start” are

adjusted by adding 2 s to the racing time.

The history of selection for trotting racing perfor-

mance in Standardbred trotters is much shorter than

that of selection for gallop racing performance in Thor-

oughbreds, and probably reflects a difference of at least

20 generations. If genetic variation can be maintained

in the trotter population and the selection for trotting

racing performance will be continued in the same

manner over the next 200 years, the prediction equa-

tions above give the following estimates: Average racing

time record for males born 2210 = 68.78 s/km; fastest

racing time = 68.25 s/km; and slowest racing time =

71.44 s/km. This can be compared with the

corresponding observed average, minimum, and max-

imum racing times of males born 2004 in the SST

population: 76.74, 71.8, and 84.1 s/km. A parallel

between this expected scenery for the development of

racing speed in trotters and that already observed in

Thoroughbreds is highly tempting. The average records

(and the slowest) will continue to improve, however at

ever decreasing rate, far after an apparent stagnation in

the improvement of the fastest records. A slight

improvement of the best records will be increasingly

harder to identify due to the inappropriate scale. The

small difference in racing speed between the fastest

horses becomes less important as relative to fighting
spirit and the mental and physical ability of the horse to

react to the signals of the driver (or jockey) and to

variations in speed at different phases of the race.

If there are some asymptotic limits to racing speed,

they must relate to a nonlinear accumulation of

biological and physical constraints on racing perfor-

mance. Such factors might be: energy supply, energy

transport rate, neural functions, oxygen supply, oxida-

tive enzyme activity, accumulation of lactic acid in the

blood, exponential increase in energy requirement for

overcoming air resistance, and generally a nonlinear

risk of stress on the locomotion (tendons, bones and

ligaments), respiratory and cardiovascular systems,

with increasing racing speed [13, 68].

Hypothetically, an insertion of a gene with positive

effect on racing performance on an inferior racing

horse would be likely to have more marked effect on

its racing performance than if the same gene was

inserted into an outstanding racer, which would

already carry many genes with positive effects on racing

performance. Such scale effects can often be removed

by appropriate transformation and traditional quanti-

tative genetic analysis methods may apply. Alterna-

tively, a nonlinear polynomial genetic model for finite

number of independent loci (geometric progression)

might be attempted [66, 67]. The geometric progres-

sion model assumes constantly diminishing marginal

substitution effects of the alleles affecting the trait.
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In conclusion, the fact that racing times in classic

Thoroughbred races have not improved markedly in

more than a half century in spite of available genetic

variation and selection is not necessarily a “paradox.” It

could merely be a result of the use of improper scale for

measuring racing times in horses approaching their

biological limits.
Future Directions

Methods of organized animal breeding using BLUP

animal models and selection on EBV for important

traits have proved useful in many horse populations

worldwide. Genetic progress at the annual rate of 3–6%

of the phenotypic standard deviation has been reported

in several populations. Sustainable breeding schemes

yielding this rate of constant response over a long

period and at the same time maintaining sufficient

genetic variability in the population can be accom-

plished with established knowledge and relatively

cheap technical equipments.

In many parts of the world are rational and orga-

nized breeding plans still lacking in large and locally

important horse breeds. In some societies, this can be

explained by poverty and lack of higher level of educa-

tion. In others is the social culture, including reluctant

conservatism, a hindrance to the introduction of new

technique and scientific influence on the traditional

horsemanship and “horse culture.” This will certainly

change and introduction of new andmodern organized

breeding plans for horses will undoubtedly be seen in

many countries in near future.

The increased international trade with valuable

breeding horses and exchange of genetic material across

horse populations has created need for international

genetic evaluations, where EBVs can be fairly compared

across countries. The need for international genetic

evaluations will certainly grow in the near future.

Methodological developments in genetic evaluation

procedures and statistical models will undoubtedly

enhance future breeding in horses. Of particular fore-

seen interest is genetic evaluation of ranks in competi-

tions based on Bayesian Thurstonian models [29, 30]

and use of random regression models for evaluation of

traits with repeated measurements [20, 21].

Recently, the horse genome has been fully

sequenced and the results are available to the scientific
community [69, 70]. This has created optimism that

genomic selection, which is selection on genomic

breeding values (GEBVs), might revolutionize future

horse breeding. The GEBVare calculated as the sum of

the effects of dense genetic markers across the entire

genome on the trait of interest. The genetic (DNA)

markers are in the form of a large collection of chro-

mosome fragments, so-called SNP (single nucleotide

polymorphism) chips. Since GEBV can be obtained

already in young foals, the possibility to shorten the

long generation intervals in traditional horse breeding

and to hinder castration of genetically valuable indi-

viduals is obvious. Genomic selection has the most

potential for genetic improvement of traits that are

manifested late in life and of traits with low heritability.

Breeding for performance traits in sport horses,

longevity, and various health traits in horses could

benefit enormously if genomic selection can be prac-

ticed in a cost-effective way.

More methodological as well as technical develop-

ment is required before genomic selection can gain

widespread practical application in horse breeding.

The first step is the development of a sufficient num-

ber of high-density SNPs across the entire horse

genome and the second step is to genotype large ref-

erence populations in different horse breeds with phe-

notypic records so that the effects of the markers on

the phenotypes can be analyzed. In subsequent gener-

ations, a large number of horses will need to be

genotyped for the markers to determine which chro-

mosome segments they carry. Then the estimated

effects of the segments can be summed across the

whole genome to predict the GEBV [71]. This new

technology is already revolutionizing dairy cattle

breeding in several countries [72, 73] and an efficient

algorithm for computing the relationship matrix by use

of genomic information has been invented [74].

A combination of a traditional selection on EBVs

and a selection on GEBVs is likely to be adapted

soon in the most valuable sport and racing

populations, where the cost of genotyping is little in

relation to the value of the breeding animals and

organized breeding plans with registration of data on

phenotypes and pedigrees are already in function. As

a dramatic reduction in the cost of genotyping can be

anticipated in the future, a practical and widespread

use of genomic selection may become reality in
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breeding of horses throughout the world sooner than

expected in the light of current status and prizes. An

important challenge will be to meet unforeseeable

snags that may rise from the use of the new technique

and difficulties in managing future genetic variation

and long-term genetic gain.

Bibliography

Primary Literature

1. Anthony D, Telegin DY, Brown D (1991) Origin of horseback

riding. Scientific Am 225:44–48
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41. Árnason T, Sigurdsson Á, Lorange JB (2006) Global genetic

evaluations of the Icelandic horse and genetic connectedness

between countries. In: Proceedings of the 8th world congress

on genetic applied to livestock production, Belo Horizonte,

13–18 August 2006, CD-ROM communication 24-16

42. Rendel JM, Robertson A (1950) Estimation of genetic gain in

milk by selection in a closed herd of dairy cattle. J Genet 50:1–8

43. Strom H, Philipsson J (1978) Relative importance of perfor-

mance tests and progeny tests in horse breeding. Livest Prod

Sci 5:303–332
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Glossary

Dynamic models Models that incorporate a time-

varying element. Such models may have no spatial

dimension or extend to modeling spatial variation

in all three dimensions.

Integrated multi-trophic aquaculture (IMTA)

Cocultivation of aquatic species at different trophic

levels, such as salmon, mussels, and kelp or scallop

and sea cucumber, in order to maximize yield and

minimize the environmental footprint.

Modeling framework Models are a representation of

reality, which they aim to reproduce in terms of

generality, realism, accuracy, and simplicity. As a

rule, generality and simplicity are maximized.

A model framework usually consists of two or

more models, which are combined to address dif-

ferent levels of complexity.

Research models Models that are more detailed, usu-

ally complex to develop, implement, and apply.

Aimed mainly at the scientist, rather than the

manager.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Screening models Models that use a limited set of

inputs, and provide highly aggregated outputs,

such as an index of suitability or an environmental

score card.

Virtual technology for aquaculture Any artificial rep-

resentation of ecosystems that support aquaculture,

whether directly or indirectly. Such representations,

exemplified by mathematical models, are designed

to help measure, understand, and predict the

underlying variables and processes, in order to

inform an Ecosystem Approach to Aquaculture.
Definition of the Subject and Its Importance

Aquaculture, defined simply as the cultivation of

aquatic organisms, has many similarities to agriculture,

most notably that it is based on the interaction between

humans and other elements of the natural system,

converting the latter (at least in part) into a managed

system.

In parts of the world, such as Southeast Asia, the

distinction between the two types of cultivation

becomes increasingly fuzzy, especially if they take

place on land. Cocultivation of rice and tilapia in

paddy fields [1] or the combination of penaeid shrimp

(e.g., the whiteleg shrimp Penaeus vannamei) and water

spinach (Ipomoea aquatica) in earthen ponds is com-

mon, as are many other combinations (Fig. 1). Carry-

ing capacity in such intensive systems, whether in

monoculture or in integrated multi-trophic aquacul-

ture (IMTA), might at first glance seem equivalent to

assimilative capacity.

Aquaculture in open water, whether in reservoirs,

lakes, or coastal systems, must take into account the

complexities of water circulation, together with the

harmonization of different uses. In the context of

organically extractive open-water culture, Bacher et al.

[2] and Smaal et al. [3] defined carrying capacity as:

The standing stock at which the annual production

of the marketable cohort is maximized.

Although this definition was proposed for bivalve

shellfish culture, it is sufficiently broad to be relevant

for production in open freshwater, coastal, and off-

shore environments, as well as in land-based systems

using ponds or raceways. However, production carry-

ing capacity needs to be further qualified, because in
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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Pigsmight fly? Cocultivation of pigs and fish such as carp or

rohu in India http://harfish.gov.in/technology.htm
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economic terms the maximization of annual produc-

tion is not the objective function, and brings with it

increased environmental costs. Commercial produc-

tion must seek to achieve optimal profit, well before

the inflection point in the production function, where

total physical product (TPP) maximizes income (e.g.,

[4, 5]).

This production-oriented view of carrying capacity

for aquaculture, whether in terms of assimilative capac-

ity for fed aquaculture such as finfish or shrimp or with

respect to food depletion in the case of shellfish such as

oysters, clams, or abalone, has been expanded over the

last decade into a four pillar approach based on phys-

ical, production, ecological, and social carrying capac-

ity [6, 7]. These pillars encompass the three elements of

sustainability, viz., planet, people, and profit.

The terms carrying capacity and assimilative capac-

ity are frequently associated with models of aquacul-

ture impacts. Because these terms attempt to define the

limits of sustainable aquaculture, predictive capability

is highly sought (Fig. 2).

This chapter reviews the state of the art in modeling

frameworks that assist with that prediction and sup-

port proactive management of aquaculture.

Introduction

The establishment of aquaculture activities in different

geographical areas has historically been a bottom-up

process, without any systemic planning or definition of

a zoning framework. This is seen throughout the world,

from the development of salmon cage culture in
Scottish lochs to the incremental destruction of man-

groves for construction of shrimp farms (Fig. 3).

This approach to licensing (or in many cases just to

development) has been based on space availability and

limits to production rather than on any environmental

criteria, and has led to undesirable ecosystem effects,

including habitat destruction both on land and in

open waters, coastal eutrophication through increased

nutrient loading from land, organic enrichment of

sediments, loss of benthic biodiversity, and major out-

breaks of disease.

In the last decade, better regulatory frameworks have

led to a more stringent approach to licensing, most

notably in the European Union, the United States, and

Canada. The European Union’s Marine Strategy Frame-

work Directive (EU MSFD – EC [80]), together with

guidelines for an Ecosystem Approach to Aquaculture

(EAA – [8]), highlights the ecological component and

aims to optimize production without compromising

ecosystem services. Part of the challenge of determining

carrying capacity is the quantification of negative exter-

nalities as a first step toward improved management.

In Brazil, for instance, where aquaculture has grown

very rapidly over the past decade (Fig. 4), environmen-

tal permitting of new tilapia farms in reservoirs is

determined through the application of the Dillon and

Rigler [9] phosphorus loading model, a rather simplis-

tic view of carrying capacity.

A maximum limit of 30 mg L–1 of P has been

established for reservoir waters, 5 mg L–1 of which is

reserved for fish farming, to allow for multiple uses

including cattle ranching, sugar cane production,

urban discharges, and the natural background.

Fish farms are licensed sequentially, based on the

contribution to P loading of their declared production.

Although this approach does address carrying

capacity at the system scale (i.e., DP = 5 mg L–1), it

does not consider any spatial or temporal variation,

nor does it account for factors such as organic enrich-

ment, disease, or impacts on biodiversity – all of which

may be linked.

Whereas production and social (e.g., tourism)

impacts are often local, ecological impacts of aquacul-

ture can have far broader scales, as can large-scale

effects on aquaculture, such as advection of harmful

algae from offshore [10]. Sustainability is “easier to

plan than to retrofit,” [10] which makes a case for the

http://harfish.gov.in/technology.htm
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Marginal analysis indicates that the seed that provides maximum profit (red arrow) falls well to the left of the maximum

production, shown by the dotted line. Production beyond the optimal profit point adds no value and potentially

increases environmental pressure (Results from the FARM model, Adapted from [4])
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analysis of carrying capacity at the system scale

(e.g., Nobre et al. [11]), i.e., defining and quantifying

the overall potential for different types of aquaculture

prior to local-scale assessment (e.g., [12]) of new

operations. Simulation models of varying degrees of

complexity must play a role in the determination of

carrying capacity for aquaculture, often combined as

model frameworks, given the range of time and space

scales and the number of processes involved.

Over the next decades, the growth of aquaculture

will take place in developing nations [13–15], which

makes it paramount that the digital divide, which is

already considerable (as is the legal divide; see [16]),

does not become wider.

Simulation technology that can support planning

should be close to the production centers and be able to

deal with data-poor environments and limited compu-

tational access and skills.
Modeling Frameworks for Carrying Capacity

The concept of carrying capacity in aquaculture, based

on four pillars of sustainability, has been adapted
in Fig. 5 to include governance [16, 17]. This is consid-

ered more relevant than the physical element, which in

many respects is encapsulated in the production pillar.

Governance, on the other hand, is clearly missing from

the original model of Inglis et al. [6], and the quality of

balanced regulation, stakeholder involvement, and

community-based management [18] often constitutes

the difference between sustainable aquaculture and an

environmental time bomb.

The social (here used in the context of social oppo-

sition to visual or other impacts of aquaculture devel-

opment, such as conflict with leisure areas) pillar is at

the forefront of decision-making for aquaculture in the

EU, the US, and Canada and can frequently be identi-

fied as the single most important criterion for carrying

capacity assessment and site selection (Fig. 5). By con-

trast, in Asia and other parts of the world where food

production is the paramount concern, licensing criteria

are more frequently based on the production pillar,

with ecological considerations assuming less relevance.

In China and Southeast Asia, the social component acts

as a driver for increased aquaculture, for reasons of

economy and food security. Governance is not usually
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Expansion of shrimp ponds over a 13-year period in Estero Real, Nicaragua [83]

420 Carrying Capacity for Aquaculture, Modeling Frameworks for Determination of
limited by a lack of legal instruments [16] but often by

their adequacy and acceptance by stakeholders.

Two of the pillars illustrated in Fig. 5, production

and ecology, are amenable to mathematical modeling,

and two are not. This does not mean that those math-

ematical models will be entirely successful in describing

growth, environmental effects, and particularly ecosys-

tem responses, but they do make a significant contri-

bution to the improved evaluation of carrying capacity.
Part of the difficulty lies with our understanding of the

relevant processes, parameters, and rates, part with

other factors, such as the lack of a paradigm in ecology

to support prediction. For instance, in the EU MSFD,

as in other legal instruments, there are complex

descriptors of ecosystem health such as biodiversity,

and the scientific community struggles to establish

meaningful classification systems and their relation-

ship to anthropogenic pressures.
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Production of farmed tilapia in Brazil (MPA, personal communication, 2011)
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There are also interactions with the human compo-

nent of cultivation that constitute simulation chal-

lenges. Culture practice, for instance, is widely

variable and can generally only be modeled in average

terms [19].

Issues related to disease, which fall squarely between

production and ecology and are extremely difficult to

model, are a huge challenge in aquaculture and

often include a significant element of poor governance,

such as relaying of infected animals to hitherto

uncontaminated areas.

Rearing large numbers of animals of the same spe-

cies in close proximity to each other favors the estab-

lishment and spread of infectious diseases within those

farmed populations [84]. Disease can affect both sur-

vival and growth of animals. Outbreaks of highly viru-

lent bacterial and viral diseases can result in high

mortality of an affected farm stock. For example, out-

breaks of white spot syndrome virus (WSSV) in farmed

whiteleg shrimp can result in greater than 60% mor-

tality, with an attendant dramatic impact on the farms

and regions dependent on farming this species.

Additionally, with ever increasing demands from

consumers for high-quality products, the effects that

disease can have on product quality are of increasing

importance. For example, tilapia that have survived

outbreaks of Francisella often have unsightly lesions

in the fillets. There are also examples of diseases,

such as Red Mark Syndrome in rainbow trout [85],
that do not result in any significant mortality or mor-

bidity, but still result in the product being downgraded

or rejected by processors after harvest, imposing signif-

icant economic costs on the farmer.

The ecological effects of disease in aquaculture can

also be profound. This includes spread of pathogens

from farmed fish to wild fish and vice versa [86].

Disease agents that affect aquaculture species generally

have their origins in wild aquatic animals [86]. Many

systems (e.g., salmonid netcage and bivalve culture)
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involve rearing the farmed animals in relatively open

systems where the reared animals are in direct contact

or close proximity with wild animals. Water is an ideal

medium for the dissemination of many pathogens,

leading to a high risk of transfer. For instance, in

Norway and Scotland, exchange of sea lice

Lepeophtheirus salmonis between farmed Atlantic

salmon and wild salmonids has been implicated in

causing significant declines in populations of wild

Atlantic salmon and sea trout.

In order to examine modeling frameworks, the

following sections review the definitions of, and dis-

tinctions between, the pillars of carrying capacity that

are more amenable to mathematical modeling.
Assimilative Capacity and Carrying Capacity

Assimilative capacity is sometimes considered a sub-

class of the more general term carrying capacity, but

other more specific definitions have been applied. We

make a distinction as detailed below. Assimilative

capacity refers to the ability of biological systems in

the water column or sediments to process organic

matter, nutrients, therapeutants, or contaminants

without alteration of ecosystem state or function.

Carrying capacity refers to the biomass of cultured

organisms that can be supported without altering sys-

tem state or function measured by water or sediment

quality standards and processes [20, 21]. The latter is

thus determined by aquacultured biomass [22], where

the former is independent of aquaculture and deter-

mined by biological properties of the habitat.

The application of standards to models of impact

takes two forms:

1. Absolute criteria determined by regulatory bodies

such as the Water Framework Directive of the EU

(EU WFD – EC [79])

2. Relative standards compared to reference condi-

tions or the range of variation observed in the

environment

In both cases, there is an attempt to use these values

as sustainability criteria. In the case of absolute stan-

dards, the background of the environmental conditions

is not considered. For example, naturally eutrophic

waters may show higher nutrient levels, with no rela-

tionship to aquaculture. This is particularly true of
chlorophyll impacted by shellfish depletion. It may be

more realistic to consider depletion in the context of

the range of values observed in the environment as

a means of establishing whether aquaculture signals

can be detected against background noise. This type

of standard has been applied to shellfish depletion of

chlorophyll by Filgueira and Grant [20] and to shellfish

biodeposits by Grant et al. [23].

Tett et al. [22] formalize both carrying capacity and

assimilative capacity as the result of dose–response

curves, couched in the terminology of DPSIR

(Drivers-Pressure-State-Impact-Response; see also

[24]; Fig. 6), where pressure is the farmed biomass

and state is the system response modeled as

a water quality standard. By comparing physical and

geochemical rate processes, a net balance is deter-

mined, whereby the quantity of interest displays an

increase (e.g., ammonia) or decrease (e.g., dissolved

oxygen) relative to a water quality standard. When

two of these processes are balanced, an index is created,

constituting some of the earliest models in this research

area, sometimes referred to as screening models.

A further distinction is that assimilative capacity be

a function only of biological processing. Tett et al. [22]

use the net results of water quality models which

include advection–diffusion as well as biological

processing to define assimilative capacity. Following

bioenergetic lexicon, assimilation is a metabolic pro-

cess involving digestion and/or decomposition, but

excluding physical exchange.

There has been some decoupling of the measure-

ments used to characterize aquaculture impacts in sed-

iments (redox, sulfides; [25]) with models that are

based on oxygen fluxes. Brigolin et al. [26] used

a more classical early diagenesis model to examine

coupled redox reactions at fish farm sites. This is one

of the few cases where the field measurements used in

regulation could be compared to model output includ-

ing total sulfides and seabed oxygen consumption.

In terms of benthic impacts, assimilative capacity

as the ability of sediments to accept some degree of

organic enrichment without generating anoxic crises is

well grounded conceptually. A comparison of benthic

carbon supply via fish feed and fecal input to oxygen

demand of the sediment forms the basis of some the

original models of benthic impact [27] including

the long-standing Norwegian MOM approach [21].
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This concept was widely applied to multiple salmon

sites by Morrisey et al. [28]. De Gaetano et al. [78]

produced a more sophisticated version of the model

for Mediterranean fish culture.

The intermediate disturbance hypothesis (e.g.,

[29]) provides a functional form to the model by

suggesting a parabolic response of benthic diversity

and activity to organic loading. Stimulation of aerobic

demand occurs at low enrichment, peaking at interme-

diate levels and declining at high levels (Fig. 7; [30]).

The latter authors define “acceptable aquaculture”

as keeping sediment oxygen demand at or below the

peak. They produced a numerical model which

included a 3D circulation component, organic deposi-

tion, and decomposition based on a sediment diagen-

esis model using oxygen fluxes and anaerobic

processes. Output is in the form of mapped values of

organic loading based on fish stocking density that

produces maximum aerobic oxygen concentration

(Fig. 8).

The map shows that farms within the inner parts of

the inlet have less permissible organic sedimentation

due to reduced flushing.We suggest that this example is

the appropriate approach to assimilative capacity since

it models system function and its response to organic
loading based on the capacity of the benthos to absorb

organic matter while maintaining oxic conditions. In

addition, inclusion of a spatial diffusion–advection

model allows incorporation of nonlocal processes and

provides mapped output. Results are inherently inclu-

sive of far-field effects and include interaction of mul-

tiple farms. Although the paper did not have the
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context of marine spatial planning, it is clearly appli-

cable in terms of both the approach and the results. The

comprehensive nature of this study and its faithfulness

to the concept of assimilative capacity make it note-

worthy in the literature.

Models of assimilative capacity, like those for shell-

fish carrying capacity, differ in spatial resolution. The

original index models are 1-box, 0D models treating

any body of water as a single basin. Physical exchange is

thus averaged over the entire domain. This is often

problematic since estuaries or other embayments are

places with strong gradients in flushing. In addition,

aquaculture sites are averaged in this scheme, so no

questions regarding optimal location can be addressed.

One hybrid approach which solves some of these

problems is the use of a full circulation model whose

output is applied to local models. In this case, at least

the physics is location specific, and subregions of the

system may be considered without the 0D averaging.

Lee et al. [31] applied this approach to yellowtail

culture in Hong Kong Harbour by comparing oxygen

delivery to fish oxygen consumption and determining

net oxygen concentration relative to water quality

standards for different levels of stocked biomass.

Similar schemes have been used for finfish culture in

Scotland [22].
Models for Finfish, Shrimp, and Bivalve Culture

Models for Open Water Culture Models for organic

loading by finfish include submodels of circulation,

particle transport, and benthic response [21]. Models

may also include a phytoplankton-nutrients-

zooplankton (PNZ) component, simulating

trophodynamics in the water column. This may be

necessary due to the importance of phytoplankton

and the microbial loop as nutrient processors [22].

For either finfish or shellfish, some version of a farm

production or bioenergetics model is essential to esti-

mate waste outputs from cultured animals. Benthic

models applied to aquaculture are typically diagenetic,

aimed at resolving sediment decomposition and nutri-

ent regeneration [78].

For finfish, benthic deposition of farm wastes and

consequent impacts are the primary emphasis; since

fish are not dependent on the environment for food,

trophodynamics are less relevant. Similarly, the models

are usually localized since much of the waste material

remains near the cage site (e.g., DEPOMOD). None-

theless, there is concern that wastes reach the far field

and produce negative benthic impacts. Despite this

potential, far-field models of finfish cage culture are

uncommon. Some early examples used 3D circulation

models to examine waste dispersal over kilometer

scales [87].

In a more recent example, Symonds [32] compared

near-field models such as DEPOMOD to a far-field

model based on a 3D circulation. He found that the

dependence of near-field models on limited current

meter observations was subject to the noise and uncer-

tainty inherent in those measurements. In addition, the

far-field model had the potential for bidirectional

transport of waste, whereas the near-field model had

permanent escape from its limited domain causing

potential underestimation of benthic impacts. In addi-

tion, the far-field model allows consideration of mul-

tiple farms and their interaction. Skogen et al. [33] used

a 3D circulation model coupled to a full ecosystem

model to study the effects of fish farms on far-field

oxygen, nutrients, and primary production, conclud-

ing that eutrophication in the far field of a Norwegian

fjord was not enhanced by the farm.

The goal of most bivalve shellfish models is to

understand seston depletion as a limiting food resource
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for farmed animals. This requires a trophodynamic

model which includes primary production, bivalve

grazing, and advection–diffusion. Because farmed

shellfish feed on phytoplankton from distant sources,

recent examples involve models which include the far

field. Nevertheless, there are many examples of 1-box,

0D models in which the physics and biology are

averaged over the basin. Environmental impact of

biodeposition to the benthos has been considered in

several models including spatial examples [30, 34], but

this is less frequently addressed compared to seston

depletion. The opposite is true for field studies where

benthic impacts are emphasized, and seston depletion

is rarely addressed due to the difficulty in observing it.

Because seston depletion occurs first at a farm scale,

models of the depletion process have also been created

at the local scale, prominently the FARM model [4].

Far-field models of seston depletion are increasingly

common [20, 35].

It may be concluded that models of finfish aqua-

culture impacts would benefit from more spatial real-

ism and far-field content, as well as further emphasis

on assimilative capacity. Similarly, shellfish models

would benefit from inclusion of benthic impact pre-

diction in association with existing focus on seston

depletion. The development of assimilative capacity

models would be identical for both finfish and shell-

fish culture. This also places the context to that of

ecosystem function. The present context of faunal

indices based on carbon deposition in local models is

important [36, 37], but is predicted on the basis of

somewhat tenuous empirical relationships which are

a departure from the more quantitative nature of the

models.

Models for Land-Based Culture Models that simu-

late land-based culture taking place in ponds, tanks, or

raceways use many of the biogeochemical features

described above, but the physics is simplified to

a reactor type of system and serves to determine

water exchange and effluent loading to adjacent water

bodies. Such models are cheaper to develop and

implement than the examples given for open waters

(here including lakes and estuaries, where water cir-

culation should also be accounted for). According to

the latest figures from FAO, over 70% of freshwater

aquaculture in China takes place in ponds,
corresponding to an area the size of New Jersey and

an annual production of over 15 million tons [88].

This number is triple the total aquaculture produc-

tion of America, Europe, and Africa combined, which

suggests that substantial emphasis should be placed on

models that can assist with site selection, optimization

of carrying capacity, and evaluation of negative envi-

ronmental externalities of pond culture.

Various examples of this type of approach exist

(e.g., [38, 77]. Figure 9 shows mass balance results

obtained with the Pond Aquaculture Management

and Development (POND) model [39], which simu-

lates the production and environmental effects of

shrimp, fish, and bivalves cultivated in ponds, in

monoculture or IMTA.

The model was run for a site at 23oN, with a daily

water renewal of 3% of the pond volume, and esti-

mates an environmental discharge of about 45 kg of

nitrogen (mostly dissolved, but also as algae), roughly

14 population equivalents (PEQ) per year for the 90-

day cultivation cycle. The cost of offsetting these emis-

sions is over 500 USD [40]. In developing countries,

these waste costs are not internalized but rather

imposed on to the environment, contradicting the

first principle of the ecosystem approach to aquacul-

ture [8] that:

" Aquaculture should be developed in the context of

ecosystem functions and services (including biodiver-

sity) with no degradation of these beyond their

resilience.

By contrast, pond production in the United States

already requires a National Pollutant Discharge Elimi-

nation System (NPDES) permit [41]. Often, this means

that large agro-industrial companies from developed

countries price-leverage the lack of environmental reg-

ulation and/or implementation in the developing

world.

Models of this kind can be coupled with a range of

other models to provide a decision support framework.

POND uses the well-tested Assessment of Estuarine

Trophic Status (ASSETS) model [42], providing

a color-coded assessment (Fig. 9) of the degradation

of water quality over the culture cycle.

Models for Integrated Multi-trophic Aquaculture

IMTA has been practised in Asia for thousands of
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Mass balance of whiteleg shrimp (Penaeus vannamei) culture, including production and environmental externalities for

a 1-ha pond
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years. In the fifth century B.C., the Chinese

aquaculturalist Fan Lee [81] wrote:

" You construct a pond out of six mou of land. In the

pond you build nine islands. Place into the pond plenty

of aquatic plants that are folded over several times.

Then collect twenty gravid carp that are three chih in

length and four male carp that are also three chih

in length. Introduce these carp into the pond

during the early part of the second moon of the year.

Leave the water undisturbed, and the fish will spawn.

During the fourth moon, introduce into the pond one

turtle, during the sixth moon, two turtles: during the

eighth moon, three turtles. The turtles are heavenly

guards, guarding against the invasion of flying

predators.

A substantial proportion of Asian aquaculture

currently takes place in cocultivation, improving
production, optimizing resources, and reducing envi-

ronmental waste [14]. Despite this oriental wisdom,

multi-trophic aquaculture is still rare in North America

and Europe, although commercial interest is growing

rapidly. This is reflected in research (e.g., [43, 44]), with

the annual number of scientific publications on IMTA

doubling from 2007 to 2010 (SCOPUS).

The combinations of species, relevant proportions,

and culture practice are key to successful IMTA. There

is traditional knowledge in China and other parts of

Asia on what works best, but advances in mathematical

modeling canmake a substantial contribution by quan-

tifying energy flows, production, and environmental

externalities ([45], Nobre et al. [11], [16]).

Figure 10 shows a simulation of IMTA for a

shrimp farm, with cocultivation of the Pacific oyster

Crassostrea gigas at different densities, using the POND

model. As the oyster density in the ponds increases,



0

10

20

30

40

50

60

70

80

90

0 10 20 30 40 50

200

0

100

300

400

500

600

Oyster harvest (kg)

NPP (kg chl a)

Individual oyster wt (g)

Ammonia outflow (kg)

O
yster  harvest (kg)

N
P

P
 (

kg
 c

hl
 a

),
 O

ys
te

r 
in

d.
 w

t. 
(g

),
 N

H
4 

ou
tfl

ow
 (

kg
)

Oyster density (seed m−2, 10% of pond)

ASSETS Chl a

ASSETS DO

ASSETS grade

BetterWorse

Carrying Capacity for Aquaculture, Modeling Frameworks for Determination of. Figure 10

Analysis of IMTA production and externalities by means of the POND model
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the net primary production (NPP) of phytoplankton

is reduced due to top-down control, although

NH4
+ increases due to bivalve excretion. The model is

not simulating macroalgae or other aquatic plants,

which if added would significantly reduce the output

of ammonia.

The ASSETS score is best at the higher oyster den-

sity, but at a density of 10 oysters m–2, the shrimp

culture cycle would yield a harvestable oyster biomass

of over 500 kg to provide an annualized extra income

of over 10,000 USD. The removal of algae and detritus

by the filter-feeding bivalves corresponds to three

PEQ per year, about 15% of the discharge. At the

higher densities, the bivalves are performing a

bioextractive function and do not reach market size

in a short cycle due to food depletion. A more detailed

analysis can be made by simulating oyster growth

continuously over multiple cycles of shrimp culture.

Such interactions can also be modeled for other com-

binations, for example, tilapia and shrimp or salmon

and mussels.
Models for Disease Spread and Control In deter-

mining the carrying capacity of aquaculture opera-

tions, it is important to ensure aquaculture

production practices and systems within a farm, man-

aged region, or zone are resilient to the effects of dis-

ease. Modeling provides a means of investigating the

interactions occurring among the four pillars and the

spread and establishment of pathogens; however, to

date, most models have ignored the influence of society

on aquatic disease. Many different models have been

derived to investigate the spread and impact of partic-

ular pathogens: In aquatic systems, two of the most

common approaches are (1) compartment-based

models and (2) network models.

Compartment-based models assume that individ-

uals transition through a series of states from suscep-

tible (S) to infected (I), and potentially back, or

through a series of other states such as resistant (R).

These models are often referred to as SIR models [46]

and are usually based on continuous time, and there-

fore use differential equations; however, stochastic and
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discrete time approaches are also used. SIR models do

not track individuals but assume the population fol-

lows a set of behavior rules, and that at each point in

time, a proportion of the population leaves one state to

enter another according to these rules. In aquatic sys-

tems, these models are generally used to track disease

through a population of animals, but they have also

been applied to look at spread through a population of

sites. Simple implementations are often analytically

tractable, allowing conditions under which thresholds

and equilibria occur to be found without the need to

run simulations.

One of the key pieces of information that can be

derived from these models is a maximum (suscepti-

ble) host carrying capacity for which a pathogen can-

not persist. Such carrying capacities used in the

context of pathogens are often referred to as a critical

threshold (NT) and may be useful to wildlife and farm

managers when attempting to control or prevent dis-

ease. This threshold is however largely dependent on

the assumptions made regarding the way a pathogen is

transmitted, and obviously does not apply if transmis-

sion is not dependent on host density, but is frequency

based (as is often assumed to be the case when model-

ing sexually transmitted infections). It is therefore

important that the correct form of transmission is

used in a disease model to avoid false inference. The

most commonly used form of model assumes that

transmission occurs by contact between animals or

sites, that the number of contacts is density dependent,

and that mixing between individuals occurs equally

and at random. This is often referred to as a “density-

dependent transmission” or “pseudo mass action”

model [47, 48].

Under these assumptions, one method by which NT

can be derived is by determining the conditions

under which the basic reproductive number, R0, is

equal to 1. In simple terms, R0 is the number of

secondary infections that arise if an infected indi-

vidual enters a wholly susceptible population. If

greater than 1, the pathogen will establish; if less

than 1, it will die out. R0 is governed by the total

population density, the period over which an

infected animal sheds pathogen, and the transmis-

sion rate b (the rate of contacts between individuals

and that the probability that given a contact, infec-

tion occurs). Both environmental conditions and
management/husbandry decisions can influence this

number, and therefore the critical threshold for

establishment. Understanding the influence of each

of the four pillars of carrying capacity on R0 is

therefore critical in order to predict and manipulate

NT. Omori and Adams [49] illustrate the application of

compartment-based models to assess the influence of

the ecology and production pillars on the dynamics

of Koi herpesvirus in farmed carp populations

(Cyprinus carpio). Their approach showed that temper-

ature and on-farm production processes used in

conjunction with this could be used to immunize

a population, preventing clinical disease expression.

The assumption of random mixing of a population

is often not reasonable, as in reality some individuals

will be more social or isolated than others, and

individuals tend to have discrete groups of contacts

that may or may not be connected to other groups

within a population. Under these circumstances, the

assumption of random mixing can lead to substantial

overprediction of the epidemic process. Social network

analysis (SNA) and modeling approaches provide

a means of incorporating the contacts that occur

between individuals, and therefore the consequence

this may have on pathogen spread. In the case of

agriculture and aquaculture, these models tend to be

based at the level of the site, rather than the animal

in question.

A major advantage of this modeling approach

is that much epidemiologically useful information

can be obtained merely by examining the network

properties, without parameterizing for a particular

disease. For example, in order to develop generic sur-

veillance and control strategies, it may be useful

to identify:

● Clusters of connected individuals within the net-

work and whether it is possible to make them epi-

demiologically distinct through the removal of

a few connections.

● Long chains of connection that join the network

throughout and thus allow disease spread.

● Super-spreaders, which are individuals that contact

a high number of other individuals and can thus

rapidly spread pathogens.

● Super-sinks, which are individuals that receive from

a lot of other individuals. Though they may not
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spread a pathogen, they are most likely to receive

one and may therefore be useful for surveillance

purposes.

Many statistics can be generated to summarize dif-

ferent properties of a network. Although R0 can also be

estimated, other statistics such as the degree of central-

ity or clustering coefficient may provide more useful

means of assessing the likelihood of spread through

a network. Green et al. [50] demonstrated the applica-

tion of such statistics using SNA applied to the Scottish

network of trout and salmon farms. The analysis

showed how much transmission was likely to occur in

the network as it stood but also used a variety of

methods to remove the most influential connections

to reduce transmission.

In addition to examining the network properties,

stochastic simulations can be run over the network. In

such simulations, the network is randomly seeded with

infected individuals and, at each subsequent time

point, connected individuals change state from suscep-

tible to infected at a given probability and given the

likelihood of a contact. This approach is often useful

when evaluating rates of spread and the effectiveness of

control strategies but also has the potential to be used

as a real-time tool during an outbreak, if it can be

parameterized for the pathogen of interest. Further

useful information may be gained from these models

by making network models spatially explicit, as this

facilitates the designations of control zones.

Werkman et al. [51] used stochastic network simu-

lations to good effect to determine the efficacy of dif-

ferent fallowing strategies in eradicating disease from

areas producing different amounts of fish. Thrush and

Peeler [52] used a simulation of movements over the

English and Welsh trout industry network to investi-

gate the potential spread of Gyrodactylus salaris. This

demonstrated that in 95% of the simulations run, less

than 63 of 193 river catchments would be at risk of

getting the pathogen in the 12 months following intro-

duction. Jonkers et al. [53] developed this model fur-

ther into a strategic tool that could be used to evaluate

the effectiveness of different control and surveillance

efforts on disease spread.

One of themajor limitations of network approaches

is that they rely on knowledge of the complete network

of connections and assume that this remains stable over
time. Missing connections or changes to the network

with time could lead to misdirected efforts. For many

aquatic systems, reliable network data are not available

or are difficult to compile. Under these circumstances,

simpler compartment-based approaches may still be of

value in informing control policies. One such applica-

tion was demonstrated by Taylor et al. [54] to evaluate

the effectiveness of different control options in reduc-

ing the spread of Koi herpesvirus in the UK between

sites holding carp.

Most models applied to aquatic systems to date

tend to be based at either the level of the site or animal,

with few attempting to combine the two approaches.

There is, however, substantial scope to develop future

models that incorporate multiple levels that account

for transmission between individual animals in a unit,

the influence this has on the transmission between

units on a farm, and the subsequent effect on

between-farm spread (Fig. 11).

Where attempts to link these two levels together have

been made, useful results have been obtained. Hydrody-

namic models have been applied to look at the spread of

sea lice between Norwegian salmon cages in fjord sys-

tems [55]. These models track the number of lice gen-

erated and monitor their dispersal and decay over time

and space to see whether they reach and infect other

sites. Green [56] combined compartment-based and

network approaches to incorporate the influence of

within-site processes on network spread and found

that differences in site biomass influenced the rate of

between-site transmission if density-dependent trans-

mission was assumed. One of the major advantages of

models that link the within-site epidemic with

between-site spread is that they allow for the conse-

quences of different detection (or action) rates to be

assessed, allowing more efficient resource planning.

The primary goal of all of the approaches described

above is often to apply changes to the system to under-

stand their influence on pathogen spread. In applica-

tion to aquaculture systems, this may be conducted to

establish how best to maximize NT (either in the num-

ber of animals produced within a site or the number of

sites in an area) and thus increase carrying capacity.

Generally speaking, NT can be increased by reducing

the amount of connectivity between individuals

(restrictions in movements), changing their suscepti-

bility to disease (e.g., by vaccination) or reducing the
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Network models working at different scales in time and space
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period over which an individual is able to transmit

a pathogen (e.g., through good surveillance and rapid

culling). Other important disease management tools

that have or could be evaluated by the modeling

approaches described above include:

● The use of management areas in which aquaculture

activities such as harvesting or treatment are coor-

dinated between all farms in an area

● Fallowing of sites between production cycles to allow

pathogens present to die out and potentially reduce

the infection pressure other sites are exposed to

● Year class separation, where only one age class is

present at a time causing all animals to be harvested

prior to stocking new animals

● Removal of high-risk contacts between sites that are

likely to spread disease widely

● Biomass limits to reduce the maximum amount of

pathogen that could be discharged from a site

● Minimum distances between sites to reduce trans-

mission via hydrographic connectivity

Building a Framework

Screening Models and ResearchModels The models

reviewed above address different components of aqua-

culture carrying capacity, focusing mainly on
production and environmental effects, including dis-

ease aspects. Additionally, they consider different scales

in time and space and range from statistical models to

spatially discrete representations, which may (e.g.,

hydrodynamic models) or may not (GIS) be time vary-

ing. It is useful in this context to distinguish between

screening models and research models.

Screening models typically use a limited set of

inputs and provide highly aggregated outputs, such as

an index of suitability or an environmental scorecard.

Examples include a comparison of ammonia excretion

by caged salmon compared to tidal flushing [57] and

the production of biodeposits compared to tidal

removal for suspended mussel culture [23].

Models of this type (e.g., FARM, [4]; POND; Fig. 9)

are easy to use by the management community and

provide a quick diagnosis for a specific site, or a generic

overview comparison for multiple areas.

Models that are complex to apply (and usually

lengthy and complex to develop and implement) may

be termed research models and are of limited practical

use in day to day management. Partly, this is due to

the knowledge required for parameterization, volumes

of data involved, and substantial requirements in

processing and interpreting results. This does not

mean that the results of such models do not have
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a clear application for management, but operating

them may be beyond the scope of many institutions.

The concept of a single overarching model, able to

provide answers across a range of space and time, has

been shown repeatedly to be unsound. Just as software

suffers from feature creep [58, 59], stand-alone models

tend to become increasingly overparameterized, partly

in an effort to better match reality and partly in

an attempt to solve per se what should really be

approached with a combination of models.

A more promising alternative is to combine GIS,

dynamic models, network models, and remote sensing

tools as appropriate to deal with questions that range

from the impact of a HAB event on a salmon cage at the

scale of days to the economic success of 10 years of

mussel farming.

An increase in model complexity does not neces-

sarily equate to increased accuracy [60], whether in

physical or biological models. In both cases, the scale

at which predictions may be made is limited by our

incapacity to accurately predict the weather. As

a consequence, model resolution and accuracy are lim-

ited by key drivers such as river flows, salinity patterns,

and water and air temperature, which impact meta-

bolic rates, algal blooms, turbidity, spawning, or larval

dispersal.

Models in the Context of Integrated Coastal Zone

Management Carrying capacity models for aquacul-

ture are useful in their predictive capability and there-

fore in management of both cultured biomass as well as

location. Spatially resolved models are particularly

notable in this context. Within the catchment, this

may be addressed by means of GIS (see, e.g., [61])

and can be enhanced through a combination of

dynamic simulations and spatially resolved models.

Aguilar-Manjarrez and Nath [89] performed an

extended analysis of the potential for fish aquaculture

in Africa, based on GIS models, using a resolution of

3 arc minutes (25 km2 at the equator). For small-scale

operations, suitability was based on water require-

ments, soil and terrain, availability of feed inputs, and

farmgate sales projections. This analysis was also car-

ried out for larger, commercial farming and concluded

that for the three species considered (Nile tilapia,

African catfish, and carp), about 23% of the area of

continental Africa scored very suitable for both types of
farming. These authors did not explicitly consider envi-

ronmental effects of fish farming, probably because

that analysis is best performed regionally or locally, as

part of detailed site selection, but the modeling tools

for addressing these impacts are available today.

GIS models have also been combined with remote

sensing to assess aquaculture opportunities, for exam-

ple, for crab and shrimp in the Khulna region of

Bangladesh [62]. In this case, the focus was on gross

production, economic output, and employment, and

discussed species suitability with respect to factors such

as salinity distribution and freshwater availability. Once

again, the environmental externalities of the different

types of culture were not included but can be modeled

to provide a more complete picture for decision sup-

port, including externality costs.

Figure 12 shows the Jaguaribe estuary, in the state of

Ceará, northeast Brazil. As part of the application of the

ASSETS model to determine the eutrophication status

of the estuary (Eschrique and Braga, personal commu-

nication, 2011), the nitrogen loading from 1,200 ha of

shrimp farms, located between the city of Aracati and

the dunes fringing the beach, was determined using

POND.

The contribution of shrimp farming to the nitrogen

load was estimated to be of the order of 60 t year–1,

roughly equivalent to 20% of the total loading, or

about 15,000 PEQ.

Screening models of this kind are simple to use and

help water managers in developing countries to address

the challenge of multiple uses and nutrient sources to

the coastal zone and to make better decisions with

respect to site selection and waste treatment. They can

also be included in a more general catchment modeling

approach, combining their outputs with hydrological

models such as the Soil and Water Assessment Tool

(SWAT) model (e.g., Nobre et al. [11]).

In open water, including semi-enclosed systems

such as estuaries and bays, because spatially resolved

models incorporate physical circulation, they are

potentially useful for other aspects of coastal zone

management.

There are of course a variety of possibly impactful

activities in the coastal zone including eutrophication,

fisheries and fish processing, contaminant input,

resource extraction, and transportation. There are

inevitably competing uses of the water and bottom,
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The Jaguaribe estuary, in Ceará, NE Brazil. Shrimp farms occupy an area of about 12 km2 and discharge the effluent into

the estuary
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and making predictions about aquaculture in isola-

tion is insufficient. Water and sediment quality stan-

dards applied over large spatial scales help to apply

objectives that may be seen as ecosystem-based man-

agement. The implementation of these objectives is

achieved through marine spatial planning. The impli-

cation of planning is that predictions can be made to

anticipate overlaps, conflicts, and cumulative impacts

of various activities.

Although models exist for these other activities,

particularly those acting through eutrophication, the

models need to interact coherently, and their outputs

should be tied together in a way that is useful for
management decisions. Two essential features of this

integration are physical models that unify the transport

of materials common to almost every process in the

ocean and GIS to maintain data layers. The physical

model establishes the spatial domain which can be

either conserved, collapsed, or expanded within the

GIS. At present, models run within GIS are necessarily

simple and based on averaged values. For example, the

AKVAVIS tool developed in Norway [63] utilizes a GIS

with calculation of shellfish growth as well as fish farm

effects on water quality at any location based on an

inline model using depth, temperature, and other spa-

tially located characteristics within the GIS [63].
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Tironi et al. [24] utilized an open source circulation

model to predict far-field deposition for Chilean

salmon culture. An essential feature of their work was

a GIS interface used to depict other coastal activities in

light of hydrodynamics and dispersal of farm waste.

Nobre et al. [11]) combined models of watersheds,

aquaculture, and eutrophication to look at mitigation

strategies for improving nutrification in Chinese bays.

In marine systems with aquaculture but lacking

other activities (e.g., some Norwegian fjords), the cul-

ture model may form the basis of the decision support

system. In Lysefjord (southern Norway), a pump was

used to transport water to depth where it enhanced

diffusion of nutrient from below the thermocline to

the euphotic zone [90]. The increase in primary pro-

duction was used as a food source for cultured mussels.

A model was employed to determine the best location

for the upweller as well as the mussels in order to

benefit from increased primary production, balancing

the increase in new production with mussel removal to

maintain chlorophyll within its natural limits. This

example is of interest because the ecosystem was truly

managed in terms of bottom-up nutrient supply, new

production, grazing in terms of mussel culture, and

marine spatial planning optimized for the extent and

level of shellfish culture.

As more types of activities are added to decision

support tools, one approach is to use GIS as a wrapper

for model outputs produced as layers. Decision sup-

port comes from ancillary software with features such

as portrayal of alternative land uses, exclusion of

protected areas, weighting of valued features and hab-

itats, and economic analyses. Several initiatives have

been undertaken in this vein, with the incorporation

of simulation models mostly in the initial stages of

progress. Examples which have freely available ArcGIS

extensions include NatureServe Vista (natureserve.org)

and Marine InVEST (naturalcapitalproject.org). There

are different emphases in the various projects, includ-

ing conservation, community engagement, ecosystem

services, and land use, in addition to water quality

issues.

Among these, Marine InVEST seeks to maintain

ecosystem services in the context of activities such as

fisheries, aquaculture, renewable energy, and recreation

[64]. Input information ranging from oceanographic

data to species distribution is used in various models to
consider outputs in terms of ecosystem services pro-

vided, traditional model results (e.g., water quality),

and socioeconomic valuation (Fig. 13).

We note the importance of models other than those

based on eutrophication and water quality. For exam-

ple, some of the same spatial data used to model aqua-

culture impacts can be used to predict the location of

sea grasses or species at risk [65, 66]. Protected areas or

buffer zones may then become part of the plan. In this

way, critical habitat and biodiversity are also consid-

ered along with aquaculture siting. Moreover, these

decision-support frameworks can be used in public

forums to incorporate community input, as has been

done with protected area planning via MARXAN GIS

[67]. In practice, these are few examples of models used

to this extent, but it provides a very useful management

shell in which to consider aquaculture submodels.

The Other 50% of the Problem At present, two

major components of carrying capacity, the social and

governance aspects, are not amenable to mathematical

modeling (Fig. 5); they are nevertheless fundamental

areas for aquaculture management.

The social pillar, from the perspective of social

acceptance of aquaculture and, in particular, of the

definition of limits to industry growth, has been

discussed, for example, by Byron et al. [18]. Stake-

holder dialogue, understanding of terms and concepts,

and the simple fact that opinions can be voiced during

the decision-making process are major contributors

to generate consensus. The tools employed include

questionnaires, meetings, and presentations of differ-

ent sides of the issue. Simulation models can help

inform those discussions by, for example, providing

quantitative data on development scenarios but social

positions often have a strong emotional component.

The governance pillar plays amajor role in the assess-

ment of carrying capacity. Table 1 shows key aspects of

the human interaction in aquaculture and highlights

the consequences of poor practices and governance.

The issues identified have consequences that vary in

severity, from a reduction in revenue and profit to

major outbreaks of disease and the loss of aquaculture

resources across large areas.

Because the effects of human mismanagement can

be so far reaching, it is important to discuss to what

extent modeling frameworks can be used to assist the
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Models for different purposes are linked through input data layers that are used to build scenarios about management

actions (e.g., restoration of eelgrass, increase in aquaculture) and climate change (e.g., sea-level rise, water temperature)
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farmer and the water manager. The eight topics in

Table 1 fall under the heading of governance (here

taken to include self-regulation by farmers and farmers’

associations, as well as legal instruments, policy,

and implementation), but only three (dark blue)

can benefit directly from recommendations from sim-

ulation models, addressing stocking density and feed-

ing practices.

Five of the issues identified introduce disease-

related problems, and whereas procedures such as

relaying, or seed import from contaminated sources,

are strictly within the remit of good governance,

models can to some extent assist in predicting the

likelihood (i.e., risk), spread, and establishment of dis-

eases, if present within an aquaculture area.

Regulations enacted to control spread of diseases

can directly mandate what species and culture prac-

tices, stocking densities, etc., are permitted within

a zone/region. Firstly, this would include planning

applications assessments that would consider, among

other factors, how siting a farm may potentially

adversely affect other aquaculture operations located
in that area, as well as potential effects on wild animal

populations. In some cases, e.g., in Chile, regulations

have been enacted that specify minimum distances

between farms.

There is also an increasingmove by some large-scale

industries, as part of developing common codes of

practice, to manage farms to minimize the effects of

disease on production. These codes can include

restricting stocking densities, production on farms,

specifying minimum allowable distances between

farms, and introduction of mandatory fallowing

periods between production cycles. All these are mea-

sures that would theoretically constrain carrying capac-

ity, at least in the short term, but might well increase

the overall sustainability of the industry in the zone or

region in the longer term. Although these may not be

enforced by government regulations when first devel-

oped (e.g., they are often “voluntary codes”), those

signing up may be entering legally binding agreements.

These codes may then be used as the basis to develop

more formal regulatory frameworks in the future at the

local, national, and even supranational level.
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time frames, and potential consequences (color coding reflects the extent to which models can be applied: black –

substantial; dark red – reasonable; light red – inapplicable)

No Topic
Time
frame Issues/consequences Examples

1. Species
selection

Prior to
cultivation

Imported exotics, disease, proliferation Pacific oyster, now considered invasive in
the Netherlands; Perkinsus (dermo) and
MSX, U.S. East Coast

2. Seed
purchase

Start of
cultivation

Disease from imports, stable broodstock Herpes virus spreading in oysters across
Europe

3. Relaying Variable Disease spread Transmission of Herpes in oysters across
Europe, ISA in Chilean salmon

4. Stocking
(farm or
pond scale)

Critical
periods

Overstocking can lead to: mass mortalities
due to dissolved oxygen depletion, other
environmental factors, and stress-related
disease outbreaks

Whitespot Syndrome Virus (WSSV) in
Penaeid shrimp, Perkinsus in clams

5. System-
wide
carrying
capacity

Months to
years

If carrying capacity is significantly
exceeded: harvest reductions, disease
outbreaks, economic hardship, system
collapse, long recovery cycles, long-term
loss of resource

Marennes-Oléron, France, longer oyster
culture cycles; Sacca di Goro, Italy, mass
mortality of Manila clam; Qinshan, Fujian
province, China, 50,000 fish cages (yellow
croaker), mass mortality

6. Feeding
practice

Culture
cycle

Ecologically damaging practices with
ecosystem consequences, e.g., overfeeding
of caged fish and benthic hypoxia

Fertilization of intertidal/subtidal areas in
China to promote seaweed growth,
increasing yields of commercial products
(seaweed, gastropods); use of juvenile fish
as fish meal for cage culture in parts of Asia

7. Spatial
distribution
of culture

Culture
cycle

If inappropriate, e.g., by combining year
classes in shellfish, more labor-intensive,
greater impacts on the ecosystem, e.g.,
through sediment reworking

Clam culture in southern Portugal

8. Lease
structure

– Fragmented/inexistent lease structure,
smallholdings governance issues, due to
multiple stakeholders

Pond culture in Thailand (average
freshwater pond: 0.28 ha); Clam culture in
southern Portugal (average lease: 0.15–
0.5 ha)
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Regulation can also influence the carrying capacity

of a zone or region both directly and indirectly. In

particular, to help control the spread of diseases

between countries, the OIE aquatic animal code [91]

lists a number of infectious aquatic animal diseases that

are generally considered untreatable, pose a significant

threat to aquaculture and/or wild fish populations, and

are not widely distributed (e.g., are exotic to most

countries where the species they affect are farmed).

Countries and regions also have laws and regulations

to prevent the entry and, where pathogens do gain
entry, specify measures for their control and eradica-

tion. For instance, Directive 2006/88/EC lays down, for

European Member States, the required minimum ani-

mal health requirements, disease prevention, and con-

trol measures for aquaculture animals and products.

Eradication of a disease from a country or zone may

involve extensive depopulation of affected farms and

not restocking them until it is confirmed that the risk

from disease is significantly reduced. This has obvious

short- and long-term consequences on the carrying

capacity of the affected species in the affected areas.
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For example, following detection of the notifiable viral

disease Infectious Salmon Anemia (ISA) on an Atlantic

salmon farm in Chile in 2007, the disease spread

throughout the salmon industry [92]. The effects were

dramatic. It is estimated that salmon production in

2010 was little more than 98,000 t, down from

386,000 t in 2006 [93]. With the 1.5–2.5-year produc-

tion cycle for salmon, these effects will be felt for years

to come, with estimated smolt release in 2009 only

10% what it was in 2007 [94]. It is estimated that,

compared to production in 2007, levels will be reduced

cumulatively by at least 700,000 tons during the period

2009–2011, with their value reduced by more than two

billion USD.

Disease controls can restrict the types of aquacul-

ture activity that are permitted, or are practically pos-

sible, within a zone or region. Here, the constraints to

carrying capacity are often opportunity costs, with fish

not reared in a particular area because of potential

disease risks. The effects can be quite subtle. For

instance, in the UK, controls in place to restrict the

spread of bacterial kidney disease are considered by

some sectors of the rainbow trout farming industry to

adversely affect their operations at the expense of the

larger Atlantic salmon industry that has generally

supported the maintenance of these controls. This

would also include the effects of restrictions placed on

the movements of live fish and ova between countries

that limit the opportunities to farm those species in

other countries.

Finally, societal acceptance of aquaculture activi-

ties may be influenced by disease risk concerns, par-

ticularly to wild fish stocks. This is perhaps best

illustrated by sea lice spread to wild fish. There is

additional public concern as to the effects on the

environment of use of chemical treatments. In partic-

ular, there is strong resistance to fish farming in many

remote and pristine environments due to fears they

may adversely affect local ecosystems. Increased public

awareness of welfare issues in aquaculturemay also lead

to practices that reduce the incidence of disease as

a consequence.
Blueprint for a Model System

There are considerable challenges in selecting and com-

bining different types of models, each of which plays
a particular role, for carrying capacity assessment.

A number of models are available, many of which

reviewed above, but the level of usability varies widely,

as does the capacity of onemodel to “speak” to another.

This comes about through the “one tool” syndrome: If

your only tool is a hammer, all your problems are nails.

One tool, i.e., one model, may be fine for a particular

level of analysis, but it will be incapable of doing all

the work.

For instance, a local-scale model such as

DEPOMOD [36], MOM [68], or FARM [4] will need

current velocity fields supplied either by field measure-

ments or by other types of models. Equally, it will not

provide a robust answer with respect to system-scale

carrying capacity. Even at the farm scale, such models

do not consider the interactions among farms,

although the siting of a new farm in a region will

inevitably affect environmental conditions and pro-

duction in existing farms. These changes will then

feed back, so that the original farm-scale assessment

will change because the model input data will change.

Figure 14 illustrates this difference for mussel cul-

ture in Killary Harbour, Ireland, by comparing two

models at differing scales [35]. EcoWin2000 (E2K) is

an ecological model applied at the system scale,

whereas FARM simulates production and environmen-

tal carrying capacity at the local scale. Both models can

be used to perform amarginal analysis [4] to determine

stocking densities that lead to optimal profitability.

This is extremely useful for licensing purposes since

farms often maximize income rather than profit (i.e.,

aim for the highest TPP). It can be seen that for

a coastal or semi-enclosed system, there appear to be

significant differences between the results for the sys-

tem-scale model, where the dotted line indicating

highest TPP (which exceeds the seeding density of

maximum profit) occurs at a density 7–8 times greater

than the present situation. FARM, however, which

deals only with the local scale, determines the end of

stage 2, i.e., highest TPP, as around X15 density. This is

because (1) E2K runs multiple production cycles, typ-

ically for periods of 10–20 years, i.e., the ecosystem

model reports what is actually harvested, whereas

FARM reports what is harvestable over one cycle, and

(2) FARM does not account for interactions among

farms, whereas E2K considers the farms in the whole

water body.
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Impacts of different mussel-stocking densities on total physical product (TPP, harvestable biomass) and average

physical product (APP, the ratio between seeded and harvested biomass) as simulated by EcoWin2000 (system scale,

per unit of cultivated area) and FARM (single farm) for Killary Harbour, Ireland (Adapted from [35])
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The following set of properties is desirable when

assembling a modeling system to address aquaculture

carrying capacity:

1. No single model solves all problems. Overparame-

terization and code bloat only make matters worse.

2. Models should only be as complex as the problem

requires. In other words, as simple as possible.

Increased computational power is no excuse for

unnecessary complexity.

3. Models should be able to work independently, pre-

sent value in doing so, and add further value when

working in conjunction with other models.

4. Models should define exactly what problems they

can address, as part of the overall questions for an

ecosystem, rather than the opposite.

5. Any model in the system must be able to receive

input from data or from other models and be able

to supply outputs in a form that can be easily used

by other models.

6. Different models are appropriate for different scales

in space and time. Carrying capacity assessment

may require scales as short as a tidal cycle (e.g., for

intertidal culture of clams) and as long as a decade

(e.g., for coupling ecological models with economic

models).

7. Models share a challenge with field sampling with

respect to the conversion of data (measured or
modeled) into information that is useful for man-

agers; the use of screening models, or other

approaches that help to distil data into meaningful

information, is a vital component of any system.

Figure 15 shows an example of such a multi-model

framework for investigating the role of bioextraction by

oysters, clams, and ribbed mussels as part of a nutrient

control strategy for Long Island Sound. The various

models chosen conform to the seven properties

described above.

Previous applications of this kind of framework

include the SMILE project in Northern Ireland [19] and

the SPEAR project in China ([69], Nobre et al. [11]).

A different kind of multi-model framework has

been developed by Kapetsky et al. [70], through the

application of various types of remotely sensed

data in a GIS system, incorporating variables such

as sea surface temperature, current speed, and chloro-

phyll a. In the example shown in Fig. 16, current

speeds of 0.1–1 m s–1 are combined with suitable

depth ranges for fish cages and shellfish longlines.

High current speeds are problematic for both culture

structures, due to excessive hydrodynamism, and fin-

fish production, due to higher metabolic costs and

lower yields; very low current speeds may cause

sediment organic enrichment and quality loss for cer-

tain species.
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Modeling framework: the REServ shellfish bioextraction project, Long Island Sound, USA (NOAA/EPA REServ Project)
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Quantification of suitable areas indicates that

123 countries have at least 100 km2 within their exclu-

sive economic zone that meet these criteria.

For an annual production of 1 kg m�2 year–1, this

corresponds to 107 t year–1 of aquatic products. This

analysis has been further refined by considering dis-

tance to port, a key economic consideration for off-

shore aquaculture, which will considerably reduce this

estimate. The same applies to other factors, such as

marine protected areas. An assessment of spatial poten-

tial (a component of production carrying capacity) was

executed at a finer scale for selected areas in Canada,

Chile, Ireland, and Norway (Fig. 17). For a number of

specific locations (farms) in these four countries, the

time required for growing an adult salmon was then

determined using a dynamic model [71], forced by

remotely sensed sea surface temperature. In this case,

the model end point was a particular fish biomass,

rather than a specific cultivation period.

It is easy to see how this kind of coupling can be

leveraged, for example, by introducing the effect of
current speeds on metabolic requirements, using eco-

nomic models to analyze the trade-offs between bio-

mass and market price (lower yield, higher product

quality), and using models such as FARM to quantify

environmental effects, considering factors such as

current speed and depth of site, both of which are

readily available.

It is clear from this discussion that different model-

ing products and services are required for different

markets. Water managers or planners may for instance

be concerned with bay-scale carrying capacity, taking

into account themulti-sectorial context of aquaculture,

i.e., integrating ecological models with marine spatial

planning. Those types of models will help inform deci-

sions on the conservation of wild populations and

biodiversity and also provide support for licensing,

legislative compliance, and source apportionment for

managing pressures.

On the other hand, a farmer will probably be more

focused on optimization of production, improvement

of feed conversion ratios, and business profits.
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World ocean areas suitable for offshore aquaculture (From [70])
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Areas in Chiloé Island, Chile, with temperature apt for Atlantic salmon mariculture (22–32�C) and depths (25–100 m) and

current speeds (10–100 cm/s) apt for submerged cages (From [70])
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But increasingly, the environmental footprint of the

farm, together with potential positive impacts, such as

the role of shellfish in reducing eutrophication symp-

toms, will be of interest. In the European Union, with

legislative requirements for Good Ecological Status by

2015 in all EU water bodies and Good Environmental

Status in all marine waters by 2020, some of the model-

ing approaches and tools described above will

undoubtedly be in demand to perform self-assessments

and to resolve conflicts.

Asmodels of disease risks evolve, and become better

integrated with other types of models, these too will be

in demand for siting decisions.

Some of these models will be products, some will

be services, and some will be a combination of both.

The ways in which those markets develop and the

future directions in which the science and technol-

ogy may evolve will be discussed in the final section of

this entry.

Future Directions

Support for an Ecosystem Approach to Aquaculture

Application of the EAA on a worldwide scale requires

the harmonization of (1) environmental, (2) social,

and (3) multi-sectorial planning objectives [8].

These three principles and their relative weights

differ substantially across world regions, and it is not

feasible from a social and political standpoint to

establish uniform compliance with respect to limits

and thresholds.

The only solution is to define appropriate

approaches, which within particular world regions

define a gradient in relative terms, assessing EAA in

terms of the principles stated above. The three princi-

ples of EAA can be mapped onto the four pillars of

carrying capacity and illustrated as the overlap of these

[16]. The importance of each theme represented will

vary regionally and will evolve through time based on

societal cues.

It is clear that aquaculture in Europe and North

America is more closely aligned with EAA, and the

present effort in marine spatial planning will only rein-

force that. It is also clear that aquaculture production

in developed countries will grow little, and that con-

sumer demand in these regions is satisfied in large part

through imports (Fig. 18).
In the United States, 84% of aquatic products are

presently imported, of which 50% are from aquacul-

ture. This has resulted in a nine-billion-USD seafood

trade deficit [82]. Table 2 presents a summary of the

main issues that are presently considered in aquacul-

ture carrying capacity and site selection, together with

what may constitute future components for assess-

ment. Models play a key role.

Since developing nations supply the bulk of farmed

aquatic products, will continue to do so, and will prob-

ably increase their contribution, it is critical that state-

of-the-art tools are available to ensure sustainability in

the countries where they are most needed.

Which developing countries and which types of

culture should be priorities for the application of

such models? From an EAA perspective, those that

have the highest impact on the environment are the

most promising candidates. Kapetsky et al. [73] used

FAO production statistics at country environment level

(freshwater, brackish water and marine) to estimate the

intensity at which aquaculture was practised in each of

those environments. A knowledge of the species being

cultured can reveal the production systems and their

associated impacts in a very general way. The approach

outlined above can be refined to focus more closely on

modeling needs by considering the potential impacts

by species and culture systems in countries in which

production data by species are reported.

Dissemination of models can be passive (e.g.,

packages freely accessible via the Internet) or active

(training courses and workshops by region or by coun-

try). In both cases, it is essential to establish the

technical capacity, level of interest, and financial com-

mitment of the audience and the status of the Internet

as a communications and data pipeline for technical

support in each country. The focus should not be on

developing countries alone because (1) virtual technol-

ogy specialists in developed countries may be in a

position to aid dissemination and (2) companies

established in developed countries often have aquacul-

ture operations in developing countries, and could

therefore also help to bridge the gap.
Looking into the Crystal Ball

The Thematic Review “Virtual Tools for Aquaculture,”

presented at the FAO Global Aquaculture Conference



Carrying Capacity for Aquaculture, Modeling Frameworks for Determination of. Figure 18

Trade flows of aquatic products into Europe [72]

Carrying Capacity for Aquaculture, Modeling Frameworks for Determination of. Table 2 Novel management

approaches (Adapted from [10])

Topic Now Tomorrow

Feed based (cage, pond) Site selection based on holding
capacity (cages), wastewater
minimization (ponds)

Integratedmodel systems, risks, welfare,
and disease. Holistic indicators

LCA: inefficiencies and eco-labeling

Mechanistic and statistical models

Data assimilation models

Shellfish farming Large areas Economic sustainability, ecology and
economics, disease

Focus on production and social
carrying capacity NIMBY, (Not in my
backyard) NIMTO (Not in my term in
office)

Coupled GIS expert systems including
xenobiotics, HAB, etc.

Model uncertainties in yield

Early warning

Integrated multi-trophic aquaculture Optimize production Integrated coastal zone management

Reduce negative externalities Simulate species combinations

Full economic assessment

Combine GIS, remote sensing, and
modeling
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in 2010 [10], encapsulates much of our thought on the

future of models in aquaculture. The final points in this

entry are drawn from that review.

The aquaculture industry is going to be affected by

many different issues and trends over the coming years,

often operating concurrently, sometimes in unexpected

ways, and producing changes in the industry that may

be very rapid indeed. Mathematical models will play an

important role in addressing many of these, particu-

larly in the following areas:

1. Information exchange and networking are going

to accelerate the use of virtual technology and

decision-making for problem solving to support

industry growth. Web-based access to real-time

information will further accelerate this growth.

2. Links between industry and research centers will

become more effective responding to objective-led

demand for virtual technology-driven RTD.

3. Strategic alliances will need to be reinforced or

created for the implementation of virtual technol-

ogy for aquaculture in developing countries, for

example, FAO and WorldFish Center are working

in many of the same target countries, and this could

facilitate the transfer of research outcomes on vir-

tual technology to end users. The same applies to

collaborative research with third countries medi-

ated, for example, by the European Union, the

United States of America, and Canada.

4. Many virtual technology tools will need to be more

production and management oriented. And even if

attractive and promising, these tools will have to

be adapted to local realities and conditions to

really become useful (and used) in the future.

This requires a compromise with respect to ease of

use, data requirements, and scientific complexity.

Many such tools will evolve from service to prod-

uct, requiring academic developers to accept a loss

of control in conditions of application, as a natural

trade-off (and inherent risk) of product maturity.

A number of key thematic and technical areas

where models for aquaculture are currently incipient,

and expected to develop strongly in the next decade or

so, have been identified below. In all the examples,

such models will contribute to an overall modeling

framework, by integrating and complementing existing

tools.
Disease Disease in cultivated aquatic species is

a major source of concern, yet disease modeling is still

relatively underutilized in these systems though its

worth has clearly been demonstrated in several studies.

However, while epidemiological theory predicts that

host density thresholds may be an important part of

host–parasite dynamics, clear empirical examples are

rare, as much in aquaculture as in other studied agri-

cultural systems. It is suggested that this is not evidence

that host thresholds do not exist, rather that statistical

difficulties arise with confounding factors or inade-

quate data. Evidence here is afforded from much bet-

ter-understood and more data-rich systems, for

example, human measles [95–97], where there is

compelling evidence on the effects of host density on

the likelihood of disease outbreaks taking place within

populations.

One of the major limitations in aquatic systems,

however, is that the routes by which pathogens are

transmitted and their relative contributions to an epi-

demic are often not understood. If transmission is

incorrectly specified, there can be substantial conse-

quences to estimates of NT. Additional experimental

and field data are required to identify and quantify

transmission routes for many aquatic animal patho-

gens, if prediction of the effects of host density on

disease incidence is to be made through modeling.

To facilitate this, increasing emphasis is required on

the use of real-time data acquisition combined

with models for real-time analysis and short-term pre-

diction of animal welfare. It is expected that such sys-

tems will become cheaper and more generalized, and

that some of the indicators and trends will find appli-

cation at longer timescales, albeit by means of

a probabilistic approach.

A further potential limitation of the models cur-

rently used is their inability to predict across and link

scales from the processes occurring within a tank to

the transmission across and then between sites.

Methods of investigating disease processes through

these metapopulation approaches should be investi-

gated further.

To date, only a few models have been developed to

simulate pathogenic infections of shellfish with respect

to physiology, for example, Powell et al. (1996) for the

American oyster C. virginica, but with widespread con-

cerns about relaying, susceptibility, and mortality,
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models focusing on a more mechanistic approach will

undoubtedly appear over the next decade.
Carrying Capacity for Aquaculture, Modeling

Frameworks for Determination of. Figure 19

QR code for farmed shellfish, readable on any smart phone
Harmful Algal Blooms This is another area where

little predictive capacity exists, except in the short term

through the use of operational oceanography, relying

on bloom identification and tracking. Management is

at present reactive, and modeling of appearance and

development of such blooms is in its infancy, due to the

lack of an appropriate paradigm. Sensors such as

targeted RNA probes (e.g., [74]), integrating handheld

devices, or potentially deployed in situ and used in

a networked framework will both help in early detec-

tion and management and contribute to the under-

standing of the underlying triggers. Considerable

developments are also expected in remote sensing algo-

rithms able to discriminate (at least) between HAB and

nontoxic blooms (S. Bernard, personal communica-

tion, 2010).
Certification and Traceability The arrays of sensors

that can be deployed at the farm scale to enable coupled

monitoring and modeling are important for both

product certification and traceability. The number,

reliability, and accuracy of underwater sensors will

increase, and the cost will decrease, both with techno-

logical developments and market growth.

Real-time data acquisition and interpretation will

make it possible for consumers to visualize the whole

“cradle to grave” cycle of an aquaculture product. For

instance, a batch of oysters may be “bar coded” to

reveal the origin of seed and the entire environmental

interaction over the culture period, including metadata

and measured data on water quality, HAB events, con-

dition (meat ratio) of the animals, and impact on their

environment, for example, in terms of reduction of

eutrophication symptoms through the indirect

removal of nitrogen and phosphorus, or conversely

the addition of particulate organic material due to

biodeposition. Such sensors will typically be queried

at a sub-hourly frequency, particularly if they are also

used for welfare monitoring; this will easily allow

importers, health inspectors, or consumers to perform

verification and certification, and will provide an

important contribution to both food safety and envi-

ronmental awareness.
For the farmer, the existence of this kind of inte-

grated coding will also help improve various aspects of

culture practice and increase attractiveness of the busi-

ness model to the key sector of insurance. For the

consumer, such data will need to be presented in

a comprehensible format, for example, in the form of

a few indicators (Fig. 19).

Modeling with Data Scarcity Good data are required

to support acceptable model predictions. The acquisi-

tion of high-quality data, with appropriate spatial and

temporal resolution, is expensive and often beyond

the scope of developing countries, except on a fairly

limited scale. This, together with an often fragmented

approach to the study of interacting ecosystems, in

many cases driven by institutional barriers, presents

a challenge to the application of models.

Improved mechanisms for data access, particularly

for remotely sensed data, together with models that

deal with uncertainty and risk, will contribute to con-

version of sparse data into more meaningful informa-

tion – although such an approach may be considered

unsuitable in parts of the developed world, in many

countries it will be a much better basis for decisions
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than the options that are presently used. In addition, it

will promote a “virtuous cycle” toward more informed

decision support and promote the use of better data

and more sophisticated models, as the data become

available to drive them.

A wide variety of models will benefit from this

development because many models developed and

tested for temperate systems need adjustment with

respect to parameters, thresholds, and equations,

when applied to tropical and subtropical systems.

Information Technology The last 5 years have seen

a huge leap in various areas of distributed computing,

all of which are expected to develop significantly in the

coming years.

Three examples are presented here:

1. Web 2.0 now provides a large diversity of commu-

nity- and corporation-based resources. Currently,

over 7,000 items exist for aquaculture on YouTube –

at the time of presentation of the VITAL Thematic

Review [10] there were 1,800. For aquaculture

modeling, that number has also quadrupled since

2010 and now stands at 75.

2. There is a strong trend toward the development and

use of Software as a Service (SAAS), deployed on the

web and competing with traditional desktop appli-

cations. This is incipient in the aquaculture world
Carrying Capacity for Aquaculture, Modeling Frameworks f

Tidal prediction for the port of Mumbai using the Oceanus21

can be automatically selected based on GPS coordinates and
but can be seen, for example, in the WinShell

application (http://longline.co.uk/winshell), which

allows users to simulate individual shellfish growth

on line. Central to the development of this kind of

application are Rich Internet Applications (RIA),

which provide a full user experience and are an area

of rapid growth [75]

3. Mobile computing is increasingly ubiquitous, and it

is now possible to use models on many handheld

devices, as illustrated in Fig. 20, which shows a tide

prediction model for Mumbai, India. This kind of

model might be used to help predict the yield in

intertidal culture of bivalve shellfish.

The trend toward the increasing use of such devices,

including for various real-time applications in aqua-

culture management, will increase. In parallel, the

stand-alone server is rapidly being replaced by cloud

computing, which will tend to make the circulation of

data both easier and cheaper. Both elements will con-

tribute to bridge the information divide between richer

and poorer nations.

Computer access, literacy, and internet connectivity

are significant barriers to entry for the population in

the rural areas in developing countries, where aquacul-

ture takes place. Over the coming decade, many aqua-

culture farmers will have their first contact with

the World Wide Web by means of smart phones.
or Determination of. Figure 20

smart phone app (http://longline.co.uk/oceanus21). Ports

phone location

http://longline.co.uk/winshell
http://longline.co.uk/oceanus21
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Cell phones are ubiquitous even in remote areas and are

much better adapted to local language and alphabet,

which constitute other barriers in accessing technology.

The future of aquaculture is promising. It needs to

be, given the world population growth expected in the

next decades. Simulation models, particularly when

used within appropriate frameworks, show enormous

potential to inform and guide the future development

of aquaculture, toward a world which is more socially

responsible, more equitable, and more sustainable.
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Glossary

Benthic Pertaining to the sea floor.

Carrying capacity The intensity of a practice that

a given environment can sustain indefinitely given

the availability of various necessities in that envi-

ronment and the various pressures on them.

Ecosystem approach to aquaculture (EAA) A strategy

to integrate aquaculture into context of the wider

ecosystem such that it promotes sustainable devel-

opment, equity, and resilience of interlinked social

and ecological systems.

Ecosystem-based management (EBM) A process that

highlights the need to use the best available knowl-

edge about the marine ecosystem to manage marine

resources, with an emphasis on maintaining eco-

system service functions.

Integrated coastal zone management (ICZM) A pro-

cess for managing coastal zones that uses an inte-

grated approach and considers all aspects of the

coastal zones, including biological, geographical,

and political boundaries, to achieve sustainability.

Model A simplified description, conceptual or mathe-

matical, of a system or process, to assist in calcula-

tions, predictions, and understanding.

Pelagic Pertaining to the water column.
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Definition of the Subject

Bivalve aquaculture is one of the fastest growing sec-

tors of the food industry, raising concerns about the

influence of the activity on the environment. This is

true at two levels: First, farmers must make sure that

the bivalves that they raise do not deplete resources in

a given area to such an extent that bivalve production

is decreased. Second, society in general wishes that

such activities have an acceptable impact on the envi-

ronment and are sustainable. There is also intense

competition for space and its use in many coastal

zones, making siting of many farms contentious.

Thus, many organizations have stressed the impor-

tance of determining the carrying capacity of different

areas for bivalve culture. There are a number of ways

that “carrying capacity” may be defined, including

physical, production, ecological, and social, and the

first three categories are to lesser or greater degrees

related to social expectations and standards.

A number of methods have been developed to calcu-

late these different categories of carrying capacity for

bivalve culture. This entry outlines some advances to

estimate the different categories of carrying capacity

and suggests a framework that may be followed to

encourage the development of a sustainable bivalve

aquaculture industry. An emphasis is placed on

the latter two categories as these are the ones for

which knowledge is the most lacking, are arguably the

most complex, and for which advances are the most

pressing.

Introduction

Aquaculture is the fastest growing sector of the food

industry. Since the 1970s, production in the sector has

increased at a rate of about 7% per year and by 2008

accounted for 43% of the total annual fisheries produc-

tion of 160 million tons and projections by the UN [1]

suggest that this production will increase greatly in the

future. This increase in production has raised concerns

about the impacts of the activity on local environ-

ments, (e.g., [2]) and much work has been focused on

understanding the interactions between aquaculture

and the ecosystem, (e.g., [3, 4]). Although concerns

were initially largely directed at the influence of finfish

cage culture on the environment (e.g., nutrient
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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loading, disease issues, and interactions due to

escapes), concerns have also been raised about the

influence of farmed bivalves.

As for aquaculture in general, production of farmed

bivalves has increased greatly over the past few years

and as of 2008, 11.7 million tons of the total 13.5 mil-

lion tons of worldwide bivalve captures was from aqua-

culture production. This includes the culture of over

4 million tons each of clams and oysters and about

1.5 million tons each of scallops and mussels. The

greatest concerns relating to farmed bivalves include

enhanced localized biodeposition [5], food depletion

in the water column due to bivalve grazing [6], alter-

ation of nutrient and oxygen fluxes [7], and the transfer

of disease and hitchhiking species [8]. Recent reviews

on the environmental interactions associated with

bivalve culture have been done for oysters [9], clams

[10], and mussels [11].

Increasingly, regulators and other groups are

looking to science to determine whether sites have

reached their carrying capacity for bivalve culture.

Moreover, a number of standards – performance stan-

dards, best management practices, certification stan-

dards, etc. – have been or are being developed to ensure

that bivalve production is being done in a manner

that is consistent with a global environmental ethic

[12–14]. Some of these codes have been developed

by industry groups and are voluntary in nature, some

have been developed and are used by public authorities

and regulatory agencies, and others are being devel-

oped by a variety of organizations (e.g., buyers,

nongovernmental organizations, marketing groups)

as a means of informing consumers about a product

with the goal of influencing farm practices through

consumer choice and market forces [15]. In all cases,

the idea is that such criteria will encourage the devel-

opment of a sustainable bivalve aquaculture industry

such that the carrying capacity of a given area has not

been exceeded and impacts are minimized. Recently,

the National Research Council [15] suggested that per-

formance standards based on the carrying capacity of

sites be developed and implemented at the ecosystem

level. Similarly, the FAO [16] has suggested that an

Ecosystem Approach to Aquaculture (EAA) be

followed to ensure the “integration of the activity

within the wider ecosystem in such a way that it pro-

motes sustainable development, equity, and resilience
of interlinked social and ecological systems.”

Many advances have been made in the estimation of

carrying capacity for bivalve culture over the past few

years. The broad aim of this entry is thus to update an

earlier paper on the subject [17] and to discuss

a number of ideas that have been developed in the

interim. It focuses on the outgrowing stage of bivalve

culture as this stage is arguably the most important in

terms of its interactions with the environment.

Many other activities related to bivalve culture exist

(see list below) and these are discussed by McKindsey

et al. [17].

Abbreviated selection of activities related to bivalve

culture that may influence the ecological carrying

capacity of coastal areas. (Modified from McKindsey

et al. [17].)

1. Seed collection

(a) Dredging
(i) Disturbance of benthic communities,
especially the removal of long-living

species

(ii) Removal of juveniles from wild

populations of target species

(iii) Collection of non-target species

(iv) Suspension of sediments

(v) Depletion of food resources for other

species

(vi) Release of H2S and reduction of dissolved

oxygen in the water due to oxygen-

consuming substances, release of

nutrients

Artificial collectors
(b)

(i) Removal of juveniles from wild popula-
tion of target species

(ii) Increasing target and non-target species

recruitment success

(iii) Alteration of the hydrodynamic regimes

(iv) Acting as FAD

(v) Risk of entanglement for large vertebrates

(e.g., marine mammals, sea birds, turtles,

sharks)

(vi) Foci for nuisance species

Hatcheries
(c)

(i) Chemical pollution (e.g., pharmaceuticals)
(ii) Genetic selection

(iii) Spread of diseases
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(d) Importation

(i) Introduction of alien species
(ii) Genetic pollution

(iii) Spread of diseases

rowing
2. Ong

(a) Effects common to all techniques
(i) Organic enrichment of seafloor
(ii) Providing reef-like structures

(iii) Alteration of hydrodynamic regime (cur-

rent speed, turbulence)

(iv) Food web effects: competition with other

filter feeders, increasing recycling speed

of nutrients, removal of eggs and larvae

of fish and benthic organisms

(v) Spawning: release of mussel larvae

(vi) Providing food for predators of bivalves

(vii) Control of predators and pests

Bottom culture
(b)

(i) Activities to prepare the culture plots,
e.g., dredging for predator removal

(ii) Placement of protective structures (net-

ting, pipes)

(iii) Removal of associated organisms by

dredging and relaying

(iv) Competition for space with wild benthos

organisms

Artificial structures for suspended and off-
(c)

bottom culture (trestles, poles, rafts, longlines)

(i) Acting as artificial reef or FAD
(attraction/displacement or enhancement

of animals)

(ii) Risk of entanglement for large vertebrates

(e.g., marine mammals, sea birds, turtles,

sharks)

(iii) Foci for nuisance species

vesting
3. Har

(a) Effects common to all techniques
(i) Removal of biomass, nutrients
(ii) Removal of filtration capacity

(iii) Removal of non-target species

(iv) Competition with predators

Dredging
(b)

(i) Disturbance of benthic communities,
especially removal of long-living species

(ii) Suspension of sediments

(iii) Release of H2S and decrease of diss-

olved oxygen in the water due to
oxygen-consuming substances, release of

nutrients

Collection of off-bottom structures
(c)

Processing
4.

(a) Dumping of by-catch
(b) Relaying near auction houses

(c) Depurating

(d) Dumping of shells

(e) Effluents from processing plant

(f) Spread of alien species or diseases
As a first step, it is important to understand what is

meant by “carrying capacity.” A number of definitions

have been suggested that consider a variety of physical,

biological, and social criteria. In this entry, the four

functional categories of “carrying capacity” as outlined

by Inglis et al. [18] and McKindsey et al. [17] are used:

1. Physical carrying capacity – the total area of marine

farms that can be accommodated in the available

physical space.

2. Production carrying capacity – the stocking density

of bivalves at which harvests are maximized.

3. Ecological carrying capacity – the stocking or farm

density above which unacceptable ecological

impacts become apparent.

4. Social carrying capacity – the level of farm develop-

ment above which unacceptable social impacts are

manifested.

The specific aims of this entry are to (1) provide an

overview and update of different categories of carrying

capacity, (2) give a more in-depth review of factors

that could be considered for the determination of eco-

logical and social carrying capacity as these categories

are the least developed conceptually and in terms of

modeling, (3) outline a decision framework for incor-

porating all four categories of bivalve carrying capacity

into the determination of the overall carrying capacity

of a given area for bivalve culture, and (4) outline

research to address knowledge gaps for carrying capac-

ity studies.
Functional Categories of “Carrying Capacity”

Physical Carrying Capacity

The physical carrying capacity of a site (embayment,

inlet, offshore area, etc.) is simply the geographic area
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in which conditions are suitable for the production of

a given species using a given method. It is a function of

the overlap of the requirements of the species being

harvested and the physical resources (e.g., depth, sub-

strate type, salinity, hydrodynamics) in the site. The

physical carrying capacity of a site may differ greatly

between species and culture methods being employed.

For example, an embayment may have an extensive

area that is suitable for on-bottom clam culture but

relatively little area that is appropriate for suspended

oyster culture. Likewise, modification of an area (e.g.,

by the addition of a species-specific appropriate sub-

strate) may extend the physical carrying capacity of

an area.

Traditionally, the physical carrying capacity of sites

was determined by building knowledge of an area using

hydrographic charts as the base layer, adding other

appropriate layers (e.g., temperature and salinity)

as available, and analyzing the layers using formal

or ad hoc Geographic Information Systems (GIS),

(e.g., [19, 20]). With the expansion of culture sites in

more remote regions where such information may not

be readily available, the use of remote sensing methods

to estimate various physical parameters (e.g., depth,

salinity, temperature, as well as chlorophyll levels and

related biological parameters that are needed to esti-

mate production carrying capacity – see further) may

be used in combination with GIS to facilitate site selec-

tion [21]. Although more of a social factor (see fur-

ther), an additional advantage of using GIS for

aquaculture site selection is that it can be used within

a coastal management framework to include other

activities so as to avoid user conflicts [22, 23].
Production Carrying Capacity

The production carrying capacity of a site is the stock-

ing density at which harvests are maximized. Given

that trade-offs between bivalve growth rates, market

tastes, and economic returns, etc., would likely

encourage selection of a specific bivalve size and type

(see further), production carrying capacity is often

not necessarily the greatest biomass. This category of

carrying capacity is what most people think about

when they consider “carrying capacity” and is the

best studied. The production carrying capacity of

a given site is strongly related to hydrodynamic and
food regimes and its physical carrying capacity.

Indeed, various “habitat suitability models” have

been developed that combine both categories of data

to predict the best areas for bivalve production, (e.g.,

[24]). Models to predict production carrying capacity

have three main components: (1) a hydrodynamic

model that transports food, nutrients, and other

wastes; (2) a biogeochemical component that describes

processes that influence food production and con-

sumption; and (3) a physiological component that

determines the rate of food consumption and growth

of the farmed bivalves [25].

Bivalve culture systems are hierarchical, with indi-

vidual bivalves and their associated fouling organisms

nested within culture units (socks, cages and stacks of

cages, pearl nets and strings of pearl nets, etc.), these

being nested within culture gear (longlines or rafts),

which are nested within farms, and so on [26–28]. An

understanding of processes operating at each scale as

well as the relations between these scales is needed to

predict hydrodynamics and how this influences bio-

geochemical and physiological processes within culture

systems and to understand cascading effects on the

greater ecosystem.

In its simplest form, the production carrying capac-

ity of a given location is a function of the available food

resources and the rate at which they are renewed via

in situ production and/or flushing relative to their rate

of removal (filtration) by the farmed bivalves. This type

of approach has been developed for mussel culture in

eastern Canada [29]. However, such models commonly

under- or overestimate flushing and a number of

authors have suggested that their use be avoided for

production carrying capacity studies, (e.g., [30]).

Despite this, a number of groups have advocated cal-

culating the ratio of clearance time by farmed bivalves

to flushing rate or water residence times (as calculated

by such methods) to evaluate the sustainability of sites

for bivalve culture [31] and as a rough first step in

evaluating whether carrying capacity is potentially

exceeded for ecological certification standards [32]. In

the latter case, if the ratio between clearance and

renewal times is less than unity, then further analyses

based on primary productivity are required.

More encompassing approaches to calculating pro-

duction carrying capacity based on hydrodynamic and

mathematical models that include spatially and
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temporally explicit feedbacks between the farmed

bivalves, phytoplankton, zooplankton, detritus, and

physical (e.g., temperature, nutrients, see Fig. 1)

parameters are becoming the standard. Models vary

greatly in complexity. Although a simple box model

for a location may be sufficient for some situations, it is

likely unsuitable for embayments with some degree of

environmental heterogeneity [33]. The next level of

complexity is a simple 1-D hydrodynamic transport

model, (e.g., [34]), which may be expanded upon to

include vertical transport for suspended culture, (e.g.,

[35]). More complex models include multiple coupled

boxes within an area driven by a 2-D hydrodynamic

model (with tidal and meteorological forcings). The

most complex models, fully refined 3-D finite-element

hydrodynamic models, generally provide a much more

accurate estimation of hydrodynamics andmay be used

to drive the biological models. Historically, computa-

tional power has limited the broad application of com-

plex models [36] but this is no longer the case as

powerful computers are now readily available [25].
However, increased development time and sampling

requirements to validate more complex models make

the use of simpler box models a good approximation

for understanding the hydrodynamics of an area and

slow ecological processes [37] and for carrying capacity

modeling [38].

Production carrying capacity models require data

on biogeochemical components which include a large

number of variables related to the flux of nutrients and

primary production and interactions between different

food sources for the farmed bivalves. This includes

nutrient fluxes due to excretion by the farmed bivalves

and associated organisms and organic matter in

trapped sediments in culture structures [39–41], nutri-

ent uptake by and production of phytoplankton

[42–44], zooplankton and detritus components, and

a benthic component that includes biological and

chemical processes [45–47]. This latter submodel is of

particular importance in shallow areas [33]. Figure 1

gives an example of the types of processes that are

included within such models.
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Bivalves graze on and may impact plankton and

other suspended components in the water column

[48]. These components and environmental factors

(e.g., temperature) in turn greatly influence the growth

of the farmed bivalves. Models to predict the physio-

logical response and growth of bivalves vary greatly in

their complexity. Models may be divided into statistical

and more mechanistic approaches that include bioen-

ergetics [49, 50]. Today, many studies use an approach

based on dynamic energy budget (DEB) models that

were developed by Kooijman, (e.g., [51–53]). In these

models, energy budgets are partitioned into core pro-

cesses: structural volume, reserves, and a reproductive

buffer, and forced by food and physical parameters.

Examples include work on a variety of bivalves, (e.g.,

[25, 54–56]) and have been incorporated into general

models for bivalve production carrying capacity [35,

57]. A generalized set of DEB models for a few of the

most commonly farmed bivalve species has been

assembled and is available (http://www.shellsim.com).

Production carrying capacity models based on this

latter suite of components have been successfully used

in a number of studies, (e.g., [35]). Although these

types of models are attractive in that they include

logical mechanistic processes, their complexity makes

them difficult to apply at times and requires substantial

ground truthing and simpler models will often yield

acceptable results.

Ultimately, the different sub-models must be put

together to estimate production carrying capacity. An

important advance in modeling production carrying

capacity is the development of Graphical User Interface

(GUI) modeling environments that allow users to link

different sub-models fairly easily through a visual envi-

ronment rather than with text commands. An example

of this is the use of object-oriented modeling environ-

ment, as promoted for the FARM model developed by

Ferreira et al. [35, 57]. This model links together

various components forced by a 1-D hydrodynamic

model, or 1-D with horizontal mixing for off-bottom

bivalve culture, to estimate production carrying capac-

ity and eutrophication assessment (see further) at the

farm-scale based on a limited number of parameters. It

may also be used to guide the selection of growing sites,

culture layouts, production densities, farmed species,

and to maximize production or economic returns. The

model has been shown to be useful in a number of
locations and for a number of species [57] and is

available as a client–server application (www.

farmscale.org; www.longline.co.uk/winshell). Simile

[58] is an object-based GUI modeling environment

that has been used extensively by Grant and colleagues

[25, 33, 38, 54, 59]. This environment is well suited to

constructing carrying capacity models for bivalve cul-

ture because of its inherent ability to represent spatial

elements and specify hydrodynamic connections

between them and, because of its GUI environment, it

is transferable to nonexperts [38].

Models for production carrying capacity usually

consider only the farmed bivalves as consumers of

plankton. However, in some situations, particularly

shallow sites with large densities of natural bivalves,

grazing by natural bivalves may also exert a large pres-

sure on plankton communities [60–62]. Thus Sequeira

et al. [63] have recently developed a model that

includes natural benthic communities as a forcing

function on plankton communities and suggest that

these populations may significantly reduce production

carrying capacity. Similarly, Cugier et al. [64]

found that wild native and exotic filter-feeding organ-

ism had a greater effect on the control of primary

productivity than did the farmed bivalves in Mont

Saint Michel Bay, France (Fig. 2). The biomass of

filter-feeding fouling organisms, particularly tuni-

cates, on farmed bivalves and infrastructure may be

considerable, at times greater than that of the farmed

bivalves [65]. Given that they may have similar

grazing rates to that of farmed bivalves [66], these

should be included within production carrying

capacity models where fouling is great. This has been

attempted for the Thau Lagoon [67] and the

Oosterschelde Estuary [68].
Ecological Carrying Capacity

The definition the “ecological carrying capacity” of

a system is greatly dependent on social values as what

is considered to be an “unacceptable” impact is depen-

dent on the values of a given society. A society or

their representatives must select which components

(e.g., species or habitats) of a given area are important

and set acceptable limits of change for each. Often,

information on specific parameters may not be avail-

able andmanagers may choose to consider components

http://www.shellsim.com
http://www.farmscale.org
http://www.farmscale.org
http://www.longline.co.uk/winshell
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for which information is available or more easily

obtained. As pointed out by McKindsey et al. [17],

this may be a logical choice given that components

that have a high societal value are also likely to have

been studied.

While production carrying capacity focuses on the

farmed bivalves themselves and the organisms that sup-

port their production, ecological carrying capacity also

includes other organisms and habitats in the ecosystem.

There are three main categories of ecological carrying

capacity: (1) that related to the pelagic habitat; (2) that

related to the benthic habitat; and (3) that which

employs ecosystem function approaches. The first cate-

gory is largely related to plankton depletion due to graz-

ing by farmed bivalves. The second category is related to

increased sedimentation within culture sites due to

biodeposition by the farmed bivalves. The third category

considers both these issues and changes in biomass and

energy flow in a system. Ecological carrying capacity is

strongly related to both the physical carrying capacity

and the production carrying capacity of a site, particu-

larly with respect to that related to the pelagic habitat.

Models to estimate the production carrying capac-

ity of a site contribute to determining the ecological

carrying capacity of a site for organisms that are depen-

dent on the delivery of food from the water column.

Presumably, if the farmed filter-feeding bivalves impact

themselves by overgrazing the available resources, then

they are also likely impacting other organisms that feed

in a similar manner [69]. Indeed, some recent produc-

tion carrying capacity models explicitly included ben-

thic filter-feeding organisms [63, 64] and some work

has suggested that overgrazing by farmed bivalves may

impact other suspension feeders in the surrounding

ecosystem [70]. The calculation of carrying capacity

for other planktivores in the water column may be

similarly evaluated. Sedimentation rates to the bottom

are a function of the plankton communities in an area

(e.g., [71]). Thus, as has been shown for natural sys-

tems with bivalves [72, 73], depletion of the water

column via grazing by farmed bivalves may influence

sedimentation rates within a given area and thereby

benthic communities, potentially enhancing differ-

ences between benthic communities within and outside

of culture sites [11].

With respect to the benthic habitat, research has

largely focused on the impact of increased
sedimentation due to biodeposit production by

farmed bivalves on infaunal communities [9–11].

Research on the ecological carrying capacity of ben-

thic habitats has likewise been focused on predicting

how increased sedimentation due to biodeposit pro-

duction by farmed bivalves influences infaunal com-

munities. Grant et al. [74] predicted benthic loading

rates from biodeposits from farmed mussels (Mytilus

edulis) at a bay scale as a balance between biodeposit

production, as calculated using a simple physiological

model, and flushing, as calculated based on a simple

tidal prism model (validated using a finite-element

2-D hydrodynamic model and field work). Although

there was some variation between modeled and

observed biodeposition for both studied bays, the

authors suggest that the approach is valuable as

a screening tool to develop relative ranking of different

systems and identify potential issues. A number of

approaches have also been evaluated that couple spa-

tially explicit hydrodynamic-dependent particle

tracking models to predict flux of biodeposits from

farmed bivalves to the bottom to predict benthic load-

ing footprints and associated benthic community

changes. A simple approach is to modify the existing

DEPOMOD model, which was developed to this end

for finfish cage culture but for which individual bivalve

culture structures (e.g., mussel longlines, see Fig. 3) or

groups of structures in a system may be modeled [75].

However, this approach has a number of limitations.

First, the model assumes a homogenous flow field, an

assumption that is unlikely to be true for extensive

culture sites. Second, the module for resuspension

of sedimented biodeposits is not fully developed

and remains one of the greatest sources of uncertainty

for biodeposition/impact models [74]. Although

resuspension may be negligible in areas with weak

currents [75], Giles [76] used a more advanced hydro-

dynamic model to drive a biodeposit dispersion model

and stressed the importance of this aspect for

predicting the dispersal of biodeposits in areas with

strong currents. A number of recent studies have

started to address this issue and supply data to better

parameterize this module, (e.g., [75, 77, 78]). Although

general relationships exist for benthic organic loading

and infaunal community structure [79], predictive

dose-dependent relationships between organic loading

from bivalve biodeposits and faunal responses are
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Figure 3

Modeled biodeposition footprint (g m�2 d�1) within an

idealized suspendedmussel farmwith (a) mussels only and

(b) mussels fouled with Ciona intestinalis. Biodeposition

rates were modeled for five backlines (white lines in figure)

measuring 100 m each based on currents measured during

a 24 h period in St. Marys Bay, eastern Canada (Modified

from McKindsey et al. [65])
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largely lacking, making predictions difficult [80]. Sim-

ilarly, there is no universal metric available to describe

benthic responses although a large number of indices

have been developed, some showing good relationships

with aquaculture [81]. As noted above, the biomass of

tunicates and other fouling organisms on farmed

bivalves and infrastructure may be considerable, and

these likely contribute greatly to organic loading to the

sea bottom in some cases [65, see Fig. 3] and thus must

be considered when determining the biodeposition-

related ecological carrying capacity of an area for the

benthic habitat.
Tenore et al. [82] used a mass-balance approach to

examine the influence of bivalve culture as a part of

a coastal ecosystem but specifically to predict ecologi-

cal carrying capacity. Gibbs [83] used food web analysis

to estimate the level of bivalve culture that could

develop before it dominated the energy flow in

a marine system and impacted fisheries resources.

More recent work has used Ecopath with Ecosim [84]

to determine the trophic functioning of various areas

that include bivalve culture [85–88]. These models

differ considerably in their complexity (i.e., number

of trophic groups included) and have generally found

that bivalve culture promotes short energy pathways

with high trophic efficiency and energy cycling. How-

ever, the aim of these studies was not specifically to

determine the ecological carrying capacities of the

studied areas. Research [69] to evaluate the carrying

capacity of an area for mussel culture in New Zealand

using Ecopath found that the ecological carrying

capacity of the area (defined as the level of culture

that would not significantly change the major

energy fluxes or structure of the food web) was much

less than the production carrying capacity (defined as

the level of production at which the ecosystem collapses

down to a nutrient–phytoplankton–culture–detritus-

dominated system) of the area. More recent research

in the eastern United States based on the same

approach but for coastal lagoons with oysters also

found that the stocking density calculated for ecologi-

cal carrying capacity was less than that calculated for

production carrying capacity [89]. Although the orig-

inal version of Ecopath was limited in its applicability

because it could not be used to simulate changes to

flows with time, the new version does not assume

a steady state. Rather, it bases the parameterization on

an assumption of mass balance over an arbitrary

period, often a whole year, and biomasses of any

given trophic group need not be at equilibrium.

A component of Ecopath, Ecosim, accepts time series

data for different trophic groups and may be appropri-

ate to evaluate different management (i.e., stocking and

harvesting) options. These approaches have some lim-

itations. Perhaps the most important for bivalve cul-

ture is that the models are not spatially explicit. Thus,

the model may not be used to identify near-field and

far-field effects and exchanges between areas are

assumed to be instantaneous. This is not logical in
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complex coastal areas where most bivalve culture is

done. This issue has been addressed to some extent

with the development of Ecospace, a dynamic, spatial

version of Ecopath that incorporates the key elements

of Ecosim [84]. This review found no studies that use

either Ecosim or Ecospace to estimate ecological carry-

ing capacity for bivalve culture; information to do this

is usually not available and when such spatially explicit

temporal data are not available, Ecopath provides

a standardized methodology for developing a model

[89]. As it is, data on many specific biological variables

(life history values, interactions, etc.) are lacking

for most systems. If default values are used, these

must not be simply accepted without critical evaluation

[90]. Even when data is available to guide the determi-

nation of variable values, many must be adjusted to

make the model balance [69]. Perhaps most impor-

tantly, Ecopath uses a largely top-down mass-balance

approach and thus poorly represents bottom-up effects

[91], a situation that will be problematic for bivalve

culture given that it largely impacts nutrients and lower

trophic levels.

In sum, most potential measures of ecological car-

rying capacity consider only a single or a restrained

number of ecosystem components [92]. Little research

has been directed at understanding the impact of

biodeposition (of biodeposits and of farmed bivalves

and associated organisms) on the productivity or

sustainability of benthic infaunal communities or

the communities of larger invertebrates and fishes

that may prefer to associate with culture sites to

profit from the biodeposition. Likewise, little research

has addressed the impact of the modification/addition

of physical structure associated with bivalve culture

(i.e., both the infrastructure and the farmed product,

as well as removal of seagrass, etc.) [11]. The addition

of structure may attract and create suitable habitat

for a large variety of organisms, such as fish and deca-

pods, but also of fouling organisms that may otherwise

not have appropriate habitat in a given area. In con-

trast, the removal of some features for bivalve culture

may repel other organisms. Thus, flexible approaches

to evaluating ecological carrying capacity need to be

developed to incorporate our evolving understanding

of the functioning of marine ecosystems and their

interactions with bivalve culture [17, 89].
Social Carrying Capacity

The social carrying capacity of a site is the most com-

plex of all types of carrying capacity to determine. It

depends on not only the three above categories of

carrying capacity but also on trade-offs between stake-

holders to meet the demands of both the population

(socioeconomic factors such as traditional fisheries,

employment in other sectors, and recreational use)

and the environment (protected habitats, species,

etc.) [22, 31, 83, 93–95]. Moreover, social issues often

inform other categories of carrying capacity (see fur-

ther in “Decision Framework” section). This category

is at the heart ofMarine Ecosystem-BasedManagement

(EBM) and Integrated Coastal Zone Management

(ICZM) and must be fully developed so that responsi-

ble management decisions may be made [96]. That

being said, the techniques for determining the social

carrying capacity of a site are the least developed of all

carrying capacity categories [97].

Despite these limitations, a number of criteria

are common to each of the different methods: represen-

tativeness, independence, and involvement/buy-in of the

groups involved in the process, and transparency [98].

One method that has been developed to manage

natural resources is the concept of “limits of acceptable

change,” or LAC. Although originally developed to

define the limit of recreational activities in terrestrial

wilderness areas, it may also be applicable to a wider

range of natural resource management issues [99, 100].

More recently, it has been applied to bivalve aquacul-

ture in New Zealand [101]. It was recognized that LAC

was not a tool to determine the level of bivalve culture

that was ecologically sustainable. Rather, it provided an

adaptive management framework to prevent signifi-

cant negative effects due to the activity. Through

a collaborative process, LAC provides a framework to

identify indicators of change, setting levels of changes

of indicators that are acceptable, and identifying man-

agement responses that are to be undertaken if these

levels are exceeded. The selected indicators must be

relevant and practical to measure. Although in the

New Zealand example ecological indicators were

selected (spatial extent of phytoplankton depletion,

also done recently in eastern Canada [25]), the

approach could also be used for other types of
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indicators derived from other categories of carrying

capacity evaluations. The important aspect is that the

selected indicators are chosen in a collaborative way

[102], including input and discussions with members

of the public, environmental managers, scientists,

members of the industry, groups with conflicting inter-

ests, etc. In addition to the process being representative,

it must also be transparent and adaptive so that new

information may be easily included in the decision-

making process. Indeed, much work has shown that

collaborative efforts between all stakeholders are essen-

tial to ensuring satisfaction in the consultation process

and developing policy [103].

A recent example of this is the evaluation of the

ecological carrying capacity of lagoons in Rhode Island,

eastern United States, for oyster culture [97]. This

involved the development of the Working Group on

Aquaculture Regulations (WGAR), which guided and

oversaw the development of a mass-balance modeling

approach to calculate both the ecological and social

carrying capacities of the area for oyster culture.

Whereas it is usually left up to the modelers to deter-

mine what constitutes an acceptable or an unacceptable

impact [97], it was considered that the process would

be much more transparent and inclusive by including

input from all stakeholders, following the criteria

outlined by Soto et al. [104] stating that an ecosystem

approach to aquaculture (EAA) should:

1. Be developed in the context of ecosystem functions

and services with no degradation of these beyond

their resilience capacity

2. Improve human well-being and equity for all rele-

vant stakeholders

3. Be developed in the context of (and integrated to)

other relevant sectors

The above strategies to evaluate the social carrying

capacity of locations may be considered as social-

ecological systems (SESs) where all of the potential

stakeholders participate. Walker et al. [105] outline

four general steps in the process:

1. Stakeholder-led development of a conceptual

model of the system, including its history and pre-

liminary assessments of the drivers of key ecosystem

goods and services.
2. Identification of the range of drivers of the system,

stakeholder visions for the future, and contrasting

possible future policies, to identify a limited set of

future scenarios.

3. Identify the resilience of the system by examining

the results from i and ii. This is generally done

through the development of models of the system’s

dynamics to identify important attributes that

affect resilience.

4. Stakeholder evaluation of the process and outcomes

in terms of policy and management implications.

Ostrom [106] recently developed a framework to

evaluate the sustainability of management strategies for

SESs. It is a nested approach with four first-level core

subsystems. In bivalve culture systems, these may

include (1) resources systems – a given embayment or

other logical management area; (2) resource units –

such as phytoplankton biomass or physical space;

(3) governance systems – the specific rules related to

culture activities that manage resource use; and

(4) users – the various groups that use the resource

for sustenance, recreation, etc. Each core subsystem is

made up of a series of secondary subsystems and inter-

acts with other core subsystems. One of the main find-

ings was that, although many researchers have

predicted that users of a system will not self-organize

to create a sustainable SES and thus regulation by

governments is needed, this prediction was not

supported when stakeholders were enabled to discuss

management options. Monitoring and enforcement

were other key components that determined the suc-

cess of the studied SESs.

A further method to determine the social carrying

capacity of a site is by attaching a monetary value to the

different categories of impact due to aquaculture [15].

However, this is a complex undertaking and must

include both positive and negative effects of the

operations [107]. Moreover, acceptability of different

effects is quite variable among locations and groups,

further complicating the goal of attaining consensus for

different variables.

The use of fuzzy expert systems has also been advo-

cated to determine the social carrying capacity of an

area for bivalve culture [17]. This approach has been

shown to be useful when data types are disparate and
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uncertainties are great or simply unknown. In short,

instead of stating that a given level of production is

acceptable or unacceptable, a given level is treated as

being, say, 50% acceptable. It is rather more like dealing

with varying shades of gray rather than cases that are

black and white. This has the important effect of induc-

ing less conflict between stakeholders on issues that

may be contentious.

In sum, methods to determine social carrying

capacity for bivalve culture remain poorly developed.

In general, few methods have been developed specifi-

cally for aquaculture although methods developed

for other sectors may be adapted. Analysis of the

attempts to use SESs in other systems has shown that

some approaches work; such approaches may be

looked to for determining social carrying capacity for

bivalve culture.

Decision Framework to Determine Carrying

Capacity

A hierarchical approach to determine the carrying

capacity of an area for bivalve culture is proposed

(Fig. 4). The first level, the physical carrying capacity,
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Figure 5

Hypothetical response curve of an environmental variable

under the influence of varying levels of bivalve culture

production. The dotted line indicates the level of the

indicator that has been determined to be acceptable and

the dashed line the corresponding level of production

(Modified from McKindsey et al. [17])
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competition for limited space, other species, etc. For

the first category, physical carrying capacity, competi-

tion for physical space may be direct or indirect. For

example, direct competition may result as there may be

multiple demands to use the same area for different

purposes, such as bivalve culture as well as fishing or

recreational boating. Indirect competition may arise

because of visual aesthetics or the not-in-my-backyard

factor where waterfront owners or users do not want

their views affected by aquaculture installations. Pro-

duction carrying capacity is likely rarely maximized

because of economic costs related to production.

Thus, Nobre et al. [108] developed a modeling

approach that considers both ecological and economic

aspects and their interactions to maximize profit and

EAA as focusing aquaculture management on maxi-

mizing output is likely economically inefficient and

carries unnecessary ecological risks. In fact, this

approach addresses all four categories of carrying

capacity with an emphasis on maximizing economic

returns. The ecological carrying capacity of an area

is also clearly a function of social values as what is

valued varies among populations (e.g., specific bird

and fish populations, water clarity, eelgrass, or specific

rare habitats).

Consultation with stakeholders throughout the

process of defining the carrying capacity for a given

area will identify the appropriate (given the social

values of the population) response variables or indices

to be examined [97]. Ideally, the scientists should then

be able to select suitable tools from a toolbox (e.g.,

models, GIS, and comparisons with previous studies)

to predict the form of the response curves of the

selected response variables to a range of production-

level scenarios. It is important to note that although it

is the role of scientists to describe the form of the

responses to a range of production-level scenarios

(see Fig. 5), their role ends once they have done this.

It is then up to managers, in consultation with the

various stakeholders, to use all available scientific infor-

mation to inform regulations and policy [17, 97].

Again, this should be done within the context of EBM

and ICZM, given that there is likely a paucity of infor-

mation about a number of factors that are needed to

make informed judgments [96]. Thus managers will

likely have to rely on instinct, local knowledge, extrap-

olation from studies done elsewhere, contributions
from various stakeholders, etc., to make management

and policy decisions. Even faced with an absence of

some types of information, this does not remove the

logic of the hierarchical nature of the decision frame-

work outlined above. Indeed, it could be argued that

this is precisely when the process is most useful and

should be followed using all available information – so

that an unbiased view of the situation may be formed

and thus promoting appropriate management deci-

sions. As pointed out by McKindsey et al. [17], failure

to follow the process (e.g., by stating at the outset of the

process that certain types of development or develop-

ments in certain areas are not permitted) will likely

result in otherwise feasible bivalve culture installations

not being initiated. It is also contrary to the notion of

effective and transparent processes in the establishment

of ICZM or EBM.

Knowledge Gaps and Future Directions

This entry concludes with a brief discussion of knowl-

edge gaps and directions for future research to better

estimate the carrying capacity of areas for sustainable

bivalve culture, except for the estimation of physical

carrying capacity for which methods are fairly well

developed and are currently used extensively to this end.
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While it is generally true that “existing models must

be made spatially explicit” [17], this is currently being

done. However, models to this end require much infor-

mation that is often not easily available. So, perhaps

a better knowledge gap to address is to determine when

such models are needed and when can general models

be used.

Similarly to the first point, although temporal var-

iation must be included in models to consider seeding

and harvesting activities, some generalized models to

this end have already been developed [35, 57, 108, 109].

These should be expanded upon and evaluated in sev-

eral locations to fully assess their generality.

Far-field impacts for the benthic environment

need to be evaluated. For example, is sedimentation

outside of culture sites decreased due to grazing and, if

so, what is the influence of this on the benthic environ-

ment? How does this influence our interpretation of

“impacts” on the benthic environment within farm sites?

Work is needed on how nonlinear or unexpected

results may be incorporated into carrying capacity

models. For example, how can the provision of bivalve

culture-related structure in the environment – which

may increase the abundance of fouling organisms and

thus filtration capacity or attract various other organ-

isms – be included in carrying capacity estimates?

Methods need to be developed to include both

“positive” and “negative” effects into the decision-making

process. For example, while suspended bivalve culture

may increase organic loading locally, it may also mitigate

the effects of eutrophication (and models have been

developed to assess this, e.g., 35) or increase the abun-

dance of commercially important species locally [11].

Despite the growing prevalence of certification

standards and ecolabeling for aquaculture products, it

is not clear that such processes are improving condi-

tions in the field [14]. Although such standards are

often elaborated within a multi-stakeholder frame-

work, it is not clear under which conditions they are

necessary and how the three previous points are con-

sidered in their development or application.

Given that many groups promote including the

notions of reversibility or resilience in the definition

of carrying capacity, (e.g., [16]), surprisingly little work

has actually addressed this for the benthic environment

[but see 110]. Work on evaluating the resilience of

benthic systems to bivalve culture is needed.
Appropriate management tools, such as methods

for combining disparate data types, need to be devel-

oped to incorporate the information needed to esti-

mate various aspects of carrying capacity to aid in

decision making and policy development.
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37. Ménesguen A, Cugier P, Loyer S, Vanhoutte-Brunier A, Hoch T,

Guillaud J-F, Gohin F (2007) Two- or three-layered box-models

versus fine 3D models for coastal ecological modelling?

A comparative study in the English Channel (Western Europe).

J Mar Syst 64:47–65

38. Grant J, Curran KJ, Guyondet TL, Tita G, Bacher C,

Koutitonsky V, Dowd M (2007) A box model of carrying

capacity for suspended mussel aquaculture in Lagune de

la Grande-Entrée, Iles-de-la-Madeleine, Québec. Ecol Eng
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Glossary

Cartagena protocol on biosafety (CPB) The Carta-

gena Protocol on Biosafety to the Convention on

Biological Diversity is an international agreement

which aims to ensure the safe handling, transport,

and use of livingmodified organisms resulting from

modern biotechnology that may have adverse

effects on biological diversity, taking also into

account risks to human health. It was adopted
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
on 29 January 2000 and entered into force on

11 September 2003 (for full text, see http://bch.

cbd.int/protocol/text/).

Convention on biological diversity (CBD) The objec-

tives of this Convention are the conservation of

biological diversity, the sustainable use of its com-

ponents, and the fair and equitable sharing of the

benefits arising out of the utilization of genetic

resources, including by appropriate access to

genetic resources and by appropriate transfer of

relevant technologies, taking into account all rights

over those resources and to technologies, and by

appropriate funding (for full text, see http://www.

cbd.int/convention/text/).

Convention/protocol/treaty A treaty is an agreement

in written form between nation-states (or interna-

tional agencies, such as the United Nations,

that have been given treaty-making capacity by

the states that created them) that is intended to

establish a relationship governed by International

Law. It may be contained in a single instrument or

in two or more related instruments such as an

exchange of diplomatic notes. Various terms have

been used for such an agreement, including treaty,

convention, protocol, declaration, charter, cove-

nant, pact, act, statute, exchange of notes, agree-

ment, modus vivendi (“manner of living”

or practical compromise), and understanding.

The particular designation does not affect the

agreement’s legal character.

Genetically modified/genetically engineered/trans-

genic organisms Organisms, such as plants, ani-

mals, and microorganisms (with the exception of

human beings), in which the genetic material

(DNA) has been altered in such a way that does

not occur naturally by mating and/or natural

recombination (The terms “genetically modified”

(GM), “transgenic,” “genetically engineered” (GE),

and “living modified” (LM) are used in different

legal instruments around the world. It is useful

(and deliberate) in this document to essentially

use them interchangeably).

Living modified organism (LMO) Any living organ-

ism that possesses a novel combination of genetic

material obtained through the use of modern bio-

technology (according to the CPB).
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3

http://bch.cbd.int/protocol/text/
http://bch.cbd.int/protocol/text/
http://www.cbd.int/convention/text/
http://www.cbd.int/convention/text/


468 Commercialisation of GM Crops: Comparison of Regulatory Frameworks
Modern biotechnology The application of [1] in vitro

nucleic acid techniques, including recombinant

deoxyribonucleic acid (DNA) and direct introduc-

tion of nucleic acid into cells or organelles, or [2]

fusion of cells beyond the taxonomic family, that

overcome natural physiological reproductive or

recombination barriers and that are not tech-

niques used in traditional breeding and selection

(according to the CPB).

Definition of the Subject

This contribution describes and compares the regula-

tion of GMOs and the underpinning legislative frame-

works in selected countries from around the world. It

also includes a description of the relevant international

agreements related to biosafety and a description of the

main characteristics and attributes of a modern bio-

safety regulatory framework in this area.

Introduction

The rapid development and deployment of modern

biotechnology in the last decades have made biosafety

a critical issue. Although modern biotechnology has

the potential of benefiting agricultural interests in

developing countries as well as overall human wel-

fare, living modified organisms (LMOs) resulting

from modern biotechnology or genetically modified

organisms (GMOs) remain a source of concern with

regard to the conservation and sustainable use of bio-

diversity, as well as to human health. The perceived

risks, which relate to the release of GMOs into the

environment as well as the placement of GMOs onto

the market, have as much to do with social values as

scientific concerns. For example, social concerns may

require the labeling of genetically modified (GM) food

and feed, themitigation of socioeconomic impacts, and

the demonstrated potential for the co-existence of

organic, conventional, and GM farming [1].

Global use of GM crops is growing rapidly, increas-

ing approximately 87-fold from 1996 to 2010 to

148 million hectares under cultivation by 15.4 million

farmers in 29 different countries [2]. Furthermore, the

estimated value of the global GM crop market in

2010 grew to US$11.2 billion, while the value of

harvested products was estimated at US$150 billion

[2]. Although the majority (52%) of GM crops are
still grown in industrialized countries, developing

countries are rapidly approaching parity and, due to

their high rates of adoption, are soon expected to grow

the majority of GM crops [2]. By 2009, the major

biotech crops had achieved high levels of market pen-

etration: 77% of soybean, 49% of cotton, 26% of maize,

and 21% of oilseed rape grown globally in 2009 were

GM varieties [3].

Despite expected high benefit-cost ratios from

biotechnology, only a few developing countries, such

as Brazil and Argentina, have had high uptake rates

(over 20million hectares) [2] of GM crops, with uptake

typically concentrated in crops that are exported to

developed country markets. Few others (mainly

India and China) have started exploring their own

national research capability in biotechnology. In the

vast majority of developing countries, both investment

in biotechnology research and development and

the transfer to farmers of transgenic crops already

being marketed have been generally low. This in part

reflects a lack of transparent regulatory capacity

necessary in dealing with risks associated with bio-

technology as well as in addressing the issues of prop-

erty rights development and protection that are

essential to promoting innovative research. This is

particularly important because of the high cost of

undertaking the initial research and development in

biotechnology [4].

As GM technologies are very recent and fast devel-

oping, most governments are trying to keep pace by

developing regulatory policies that reflect consumer

demands and preferences affecting GM agricultural

products. Almost all developed countries require prod-

ucts derived from GM sources to be assessed both for

their safety as foods and for their environmental

impacts. However, there are considerable differences

in the approaches taken by different countries. In the

United States, analysis and approval mechanisms for

GM foods have been subsumed into existing regula-

tions governing the release of new foods, plants, and

pesticides, whereas in the European Union, regulation

of GM products requires considerable separate scrutiny

(see chapter “▶Commercialisation of GM Crops:

Comparison of Regulatory Frameworks” by Devos

et al.). Countries worldwide are in different stages of

policy development, with the majority of the develop-

ing countries still in the infant stage [4]. In setting up

http://dx.doi.org/10.1007/978-1-4419-0851-3_837
http://dx.doi.org/10.1007/978-1-4419-0851-3_837
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domestic legislation, developing countries seem to be

paying increasing attention to international trade

concerns [5].

India along with Argentina, South Africa, and

others constitute a group of developing countries that

aspire to develop domestic biotechnology through

national public R&D and/or by creating incentives for

the participation of multinationals as sources of tech-

nology. They each have relatively liberal regulations as

well as more explicit regulatory institutional arrange-

ments [6]. Those developing countries with well-

developed public agricultural research and extension

systems (such as India) are well placed to benefit

promptly from the new biotechnology by working in

partnership or in parallel with private biotechnology

and seed companies. Approving investments in those

activities by the private sector – and the overall invest-

ment climate – will allow the process of adaptation and

adoption to move forward. The experiences in India,

China, and South Africa all indicate that rapid and

widespread adoption is then possible, including by

small farmers [7].

The biosafety frameworks of the described coun-

tries were selected based, primarily, on considering the

following criteria: level of production and commercial-

ization of GMOs, investments made and political

commitment with the research and development par-

ticularly in the field of GMOs, regional leadership in

the adoption of GMOs and in the elaboration and

implementation of biosafety legal frameworks, and the

existence of a functional biosafety framework in place.
Argentina

Argentina is a major producer of agricultural products

and the third largest producer of soybeans. Initially, the

harvested area of soybean was 36,000 ha (59,000 mt) in

1970, increasing to 5.98 million hectares in 1995/1996

(12.43 mmt). The country has historically been the

earliest and most aggressive adopter of GM crops in

Latin America, first planting glyphosate-tolerant soy-

beans in 1996, which sparked a further expansion of soy

production and which is now in excess of 14 million

hectares, of which at least 98% is GM [8]. This rate of

adoption is far higher, and much faster, than that in the

USA, which was the first country to introduce this

technology [9]. In addition, Argentina also grows
significant quantities of GM corn (Bt and glufosinate

ammonium tolerant) and Bt cotton, comprising 40%

and 20% of overall production in 2009 for these two

crops, respectively [3, 10]. Available estimates place

accumulated benefits (extra income which would

have not been generated in the absence of the technol-

ogy) until the year 2001/2002 at approximately US$5.2

billion in the case of soybeans, about US$400 million

for Bt maize, and approximately US$40 million for Bt

cotton [7]. Argentina is now third only to the United

States and Brazil in terms of the area planted with

transgenic crops (22.9 million hectares) [2] and is

thus a very important player in the international

arena. Notably, Argentina signed, but has yet to ratify,

the Cartagena Protocol on Biosafety (CPB, hereinafter

referred to as “the Protocol”) of the Convention of

Biological Diversity inMay 2000. Argentina is currently

undergoing a consultation process, analyzing and

debating with all the involved sectors the position the

country will take in this respect [8].
Regulatory Oversight in Argentina

Argentina was one of the first countries to establish

a system of regulatory oversight for GMOs [11]. It

has instituted regulatory measures for the safe devel-

opment and application of biotechnology in general

and GMOs in particular. It chose to develop the

policy on biosafety within the context of trade-related

issues [12] and as such has policies, procedures, and

institutional arrangements to regulate the develop-

ment, importation, and export of GMO products.

The Argentine biosafety system is based on guidelines,

not on legislation. Argentina’s legislative framework for

regulating GMOs is based on the existing agricultural

regulatory system (e.g., for plant protection chemicals)

supplemented with GM crop-specific regulations

established to specify conditions for environmental

release or to assess food safety. The non-statutory

guidelines include standards for facilities and

practices designed to prevent the unintended release

of a GMO, conditions of isolation, monitoring field

trials, and standards for risk assessment for conducting

the environmental release. This approach gives the

system flexibility and allows for changes needed

to keep up with scientific advances. One disadvantage,

however, is that compliance with guidelines is
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not legally enforceable; there is no way to prosecute

offenders in the rare cases of non-compliance that have

occurred [13].

Similar to the USA and Canada (see below), Argen-

tine biosafety regulation follows a product-based

approach which results in several agencies, all within

the Agriculture Directorate of the Secretariat of Agri-

culture, Livestock, Fisheries and Food (SAGPyA), man-

dated to regulate GM crops and products. The National

Advisory Commission on Agricultural Biotechnology

(CONABIA) is the lead agency in charge of regulating

GM crops and was established in 1991 by Resolution

124/91 (later expanded by Resolution 669/93) of the

SAGPyA to provide advice and oversee the implemen-

tation of biosafety regulations [14]. CONABIA’s juris-

diction and procedures were established in Resolutions

656/92, 837/93, and 289/97 (later replaced with 39/03)

[13]. Resolution 39/03 is part of the general regulatory

system governing the existing agricultural regulations

in Argentina related to plant protection (Decree-Law of

Agricultural Production Health Defense 6704/66 and

its amendments), seed and phytogenetic creations

(Seed and Phytogenetic Creations Law 20.247/73 and

its regulatory decree), and animal health (Law of

Veterinarian Products, and Supervision of Creation

and Commercialisation 13.636/49).

CONABIA is a multidisciplinary and inter-

institutional organization with advisory duties and

comprises representatives from the public sector, aca-

demia, and private sector organizations related to agri-

cultural biotechnology. Its main responsibility is to

assess the potential environmental impact of the intro-

duction of GMOs in Argentine agriculture [8]. The

Commission handles applications for laboratory and

greenhouse testing, field trials, and governs the

“flexibility status” of release conditions (unconfined

release, usually large-scale, for regulatory purposes or

off-season seed multiplication) of GM plants [13].

Resolution 60/2007 provides a differentiated treatment

for the authorization of the breeding of parental

material which contains transgenic events already

approved for commercialization. Furthermore, it

advises SAGPyA on the issuance of necessary licenses

and authorizations for experimentation and/or envi-

ronmental release of GM microorganisms, as well as

GMO-derived or GMO-containing products (although

the final decision is made by SAGPyA) [6]. In order to
obtain the appropriate marketing license, varieties

must also comply with requirements stipulated by the

National Service of Health and Agrofood Quality

(SENASA) [15]. SENASA’s jurisdiction concerning the

oversight of GMO-derived food was established in

Resolution 289/87, while Resolution 511/98 including

Annexes established the food-safety review criteria

[13]. The latter was based on FAO and WHO docu-

ments, as well as on relevant regulations fromAustralia,

Canada, the EU, Japan, and the US, but has since been

replaced by Resolution 412/2002.

A key part of the GMO regulatory process consists

of verifying that the commercial approval will not have

a negative impact on Argentina’s foreign trade. This

specific assessment is carried out under Resolution

39/03 by the National Bureau of Agrifood Markets

(NBMA), and it includes an analysis of the current

status of regulatory systems and public acceptance in

the importing countries. The National Seed Institute

(ex-INASE) is responsible for ensuring that all the

necessary requirements for registration in the National

Registry of Cultivars have been established. Ex-INASE

plays a further role in the biosafety system by receiving

and logging applications for GMO field trials. Applica-

tions containing confidential business information are

kept secure at INASE’s offices. Agency personnel per-

form field test site inspections, checking for compliance

with the biosafety requirements set by CONABIA [13].

During 2001, the SAGPyA actively cooperated

with members of the Argentine Congress in drafting

a biosafety law. This draft represented a major

improvement on the current situation, since it clearly

set forth a conceptual framework, as well as issues and

instances to be considered as participants in risk

analysis procedures. But due to the institutional and

economic crisis that broke out on December 2001, the

draft was never discussed in Congress, and there is no

evidence that it will be discussed in the near future [8].
Commercialization of GM Crops: Argentine

Approval Process

When an organization intends to obtain an authoriza-

tion for commercialization of a GM crop in Argentina,

it has to pass reviews by the three regulatory agencies.

Briefly, CONABIA should determine that the environ-

mental impact of the large-scale release of the GM crop
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will not significantly differ from that of its non-

modified counterpart; SENASA’s Technical Advisory

Committee on the Use of GMOs should determine

that the derived foods are safe for human and animal

consumption, and the DNMA should determine that

the release will not have an undesired impact on the

country’s international trade [16].

The prerequisite for entering the commercial eval-

uation process is that authorizations for experimenta-

tion and/or release into the environment of the specific

GM crop have been previously granted [16]. After at

least one release into the environment has been

approved and the safety of the GM crop has been

demonstrated, the applicant can apply for a

“flexibilization” permit which allows future releases

by simply providing notification of the location, area,

sowing date, and intended harvest date [11]. Flexibility

status conditions are granted for the following

purposes [13]:

● For providing testing material

● For export

● For off-season seed multiplication (not for use in

Argentina)

● For tests, which need to be presented at later stage

(e.g., variety registration)

● For pre-commercial seed multiplication for

a pending variety registration

The deregulation of field testing conditions is

dependent on the results of the biosafety assessment

conducted by CONABIAwith regard to the criteria laid

down in Resolution 131/98. These include the charac-

terization of the GMO (recipient organism, genetic

modification, insert, donor organisms, phenotypic

characterization, potential environmental interactions

of GMO) and the impacts expected from the produc-

tion of the GM crop at commercial scale (environ-

mental effects and impact on human health) [16]. If

SAGPyA, on the recommendation of CONABIA,

authorizes “flexibility status” release conditions for

the GM crop in question, the applicant only needs to

submit information on the area to be sown, the date of

sowing, the site of release and the harvest date [16]. The

flexibility status of a GM crop allows large-scale plant-

ing, but not planting for commercial purpose.

The second step to commercialization is the evalu-

ation of the safety of the GM crop for human
consumption and feed. This evaluation is carried out

by SENASA under Resolution 412/2002 [17]. In the

third step of the commercialization process, the

NBMA assesses the impact of the GM crop in question

on export market security. It does this by analyzing the

status (if any) of the specific event in the destination

markets and, as a result, whether the addition of this

event to Argentina’s export supply might represent

a potential barrier to the access to these markets.

After completion of all of the steps mentioned

above, CONABIA’s Office of Technical Coordination

compiles all pertinent information and prepares

a “Project of Resolution” on the basis of its own,

SENASA’s, and DNMA’s assessments and submits it to

the SAGPyA, which takes the final decision on approval

or denial of the commercialization request [13]. Should

the GM crop be authorized for open cultivation, it

must also be registered in the National Registry of

Cultivars, a process overseen by ex-INASE. For those

GM crops expressing either herbicide tolerance or

insect resistance, they require a pesticide approval

from SENASA prior to their commercial use [13].

Canada

Regulatory Oversight in Canada

In line with a similar approach adopted in the United

States (see below), the regulatory framework

established in Canada is based on the extension of the

existing regulations to GMOs [18]. However, in con-

trast to all other countries, Canada relies on the concept

of novelty to trigger regulatory oversight, thereby

enabling the regulation of a wider array of novel seeds

or food [19], and includes those produced by conven-

tional breeding, mutagenesis, or rDNA techniques.

Directive 94–08, first published in 1994, defines

these as “plants containing traits not present in

plants of the same species already existing as a stable

population” [20].

The Canadian Environmental Protection Act

(CEPA) of 1988 formally recognizes biotechnology as

a manufacturing process for products potentially pos-

ing environmental risks, and therefore, the act requires

environmental assessments. CEPA, however, embraces

a product-based approach to biotechnology, an

approach explicitly defined in the 1993 Regulatory

Framework for Biotechnology [21]. In accordance
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with this framework, policy-makers proceeded to the

amendment of a series of regulations (below) contigu-

ous to the laws governing the products of biotechnol-

ogy. These amendments were mostly aimed at

inscribing a trigger (the novelty of the trait) launching

the risk evaluation process for the products of

biotechnology.

The Canadian approach is based on an agreement

between the Canadian Federal agencies in 1993 that was

renewed in 1998. The responsibility for regulating

plants with novel traits (PNTs), including GM plants,

is shared between the Canadian Food Inspection

Agency (CFIA) and Health Canada [18]. The CFIA

operates under the authority of the Seed Act, the

Plant Protection Act, the Feeds Act, the Fertilizer Act,

and the Health of Animals Act. It also shares some

responsibilities with Environment Canada under the

Canadian Environmental Protection Act, and with

Health Canada under the Pest Control Products Act,

and the Food and Drugs Act. The Canadian Environ-

mental Protection Act is an umbrella legislation

intended to serve as a regulatory “safety net” for any

biotechnological products not currently regulated by

another federal act. The Department of Fisheries

and Oceans regulates aquatic organisms under the

Fisheries Act.

In 1997, the CFIA took over the risk management of

novel seeds and feeds from Agriculture and Agri-food

Canada. The agency regulates novel plants following

assessment criteria provided by Directive 94–08. In

particular, the CFIA is responsible for the regulations

and guidelines dealing with cultivating PNTs, assessing

their impact on the environment and biodiversity.

Canadian authorities state that “all plants derived

through genetic engineering have been considered

novel, and as such have undergone a full, comprehen-

sive, and rigorous safety assessment prior to release

into the environment” [22]. In addition, the agency is

also in charge of ensuring livestock feed safety, along

with the responsibility for the regulation of seeds,

veterinary biologics, and fertilizers. Furthermore, the

CFIA develops standards related to the packaging,

labeling, and advertising of foods and handles all

inspection and enforcement duties [23].

Many GM crops are destined, in whole or in specific

parts, for the human food supply system. For this

reason, they must not only obtain CFIA approval but
must also be assessed by Health Canada. It is within the

jurisdiction of Health Canada to regulate GM foods

according to the Food and Drugs Act under Division 28

of Part B of Food and Drug Regulations (Novel Food).

As with seeds, the trigger for pre-market safety assess-

ments is novelty, and as such, Health Canada treats as

novel food all those derived from GMOs “whether it

is a micro-organism, a plant or an animal, such that

it exhibits characteristics that were not previously

observed, no longer fall within the anticipated range

or no longer exhibits characteristics that were

previously observed, for that plant, animal or micro-

organism” [23].

Environment Canada is only responsible for the

environmental assessment of GMOs used in industrial

processes. Although the Canadian Environmental Act

requires environmental risk assessments for GMOs, the

responsibility for conducting assessments relevant to

novel plants, feeds, and food rests with the CFIA,

PMRA, and Health Canada. Notably, CFIA, as the

agency most involved in the environmental risk assess-

ment of GMOs, is the responsibility of the agriculture

minister whose mandate is to promote agricultural

development.

Commercialization of GM Crops: Canadian

Approval Process

Before crops with novel traits may be authorized for

unconfined release, they must be fully assessed for

environmental safety by the CFIA. In meeting the

extensive information requirements for these applica-

tions to the CFIA, applicants will have conducted

experiments at the earlier confined release stage.

These experiments are expected to contribute scientif-

ically robust data to address the key criteria of environ-

mental safety assessments. The applicant is required to

provide the Plant Biosafety Office (PBO) at the CFIA

with extensive high-quality, statistically sound data

and/or valid scientific rationale to demonstrate the

environmental safety of the PNT. This information

initiates a review and decision for authorization of the

release. CFIA officials also use pertinent information

generated from the Agency’s own research, either

conducted in-house or contracted out, on specific key

environmental areas [18].

The unconfined release assessment by the PBO

focuses on real or potential interactions of the PNTs
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with the wider agricultural and ecological environ-

ment, using “substantial equivalence” as the basis for

these assessments. Evaluations consider the unique

combination of species and traits, using standard

descriptions of each species known as biology docu-

ments as a baseline for comparison. If the PBO con-

cludes that there is minimal potential for significant

negative environmental impact of the PNT relative to

its unmodified counterpart, an unconfined environ-

mental release may be authorized. In some cases, the

PBO may authorize an unconfined release with condi-

tions, such as a requirement that the applicant ensures

that users of an insect-resistant PNT deploy methods

to delay development of resistance among insect

populations. Note that for species that may be used

for food or feed, developers of PNTs must also seek

approvals fromHealth Canada for human food use and

from the CFIA Feed Section for livestock feed use [19].

The starting point for the safety assessment of novel

foods is also based on “substantial equivalence,” where

the novel food is evaluated relative to conventional

counterparts that have a history of safe use [23]. Health

Canada has 45 days to decide whether the product is

safe or to request additional information to pursue the

risk analysis, even to the extent of involving experi-

ments [23].

All imported PNTs (or products derived from

them) require a prior import permit, being subject

to the CFIA regulatory review under the Plant Protec-

tion Act and Regulations. Pest risk assessments (PRAs)

are conducted by the Plant Health Division in order

to evaluate the potential capability of PNTs to pose

a pest risk to the agricultural and forestry environ-

ment. Those commodities determined not to pose

a plant pest risk are now no longer required to have

an import permit. Additional exempted commodities

include: PNTs with prior approval; PNTs (or products

derived from them) that are incapable of sexual or

asexual propagation, i.e., have been processed in

some way to render them non-viable, such as by

grinding or freezing; and plants further developed

from exempted PNTs, or considered substantially

equivalent to them provided that the intended use is

similar, and that the plants do not display any addi-

tional novel traits, do not contain novel genetic ele-

ments, and have not been subject to inter-specific

breeding [24].
China

China has become one of the Asian leaders in biotech-

nology and has dedicated substantial economic, scien-

tific, and technological resources to R&D. Since the

1980s, ministries and relevant government agencies in

China have been investing significantly in agro-

biotechnology research and have established more

than 150 laboratories, resulting in the largest plant

biotechnology capacity outside of North America

[25]. The government has allocated research budgets

to biosafety and management, and nearly all biotech-

nology research programs have expanded their scope

into biosafety issues [5]. The commitment to sustain

biosafety after project closure is demonstrated by its

growing budget to support agricultural research in

biosafety over the last few years. From an initial budget

of slightly over US$ 80,000 in 1999, China now spends

about US$ 3 million annually on agricultural biosafety-

related activities [10].

A wide variety of crops and traits has passed

through China’s biosafety system and are now planted

commercially, while many others remain at the field

trial stage, including many varieties with adaptation-

related traits developed by Chinese institutes and com-

panies [26]. In contrast to the other countries described

in this chapter, most of these crops have been devel-

oped predominantly by public sector laboratories in

China. The biosafety regulatory system in China has

also reviewed a large number of applications since it

was formally set up in the late 1990s. The government

received 1,044 applications for field trials or commer-

cial release, and 777 of these were approved [27, 28].

These applications predominantly covered 60 crops, as

well as several animals and a large number of microor-

ganisms [28]. Varieties of cotton, tomatoes, phytase

maize, insect-resistant rice, and sweet and chili peppers

have all been approved for commercial planting [3].

Regulatory Oversight in China

China has adopted a policy that promotes research and

development of biotechnology, while at the same time,

retaining control over research in genetic engineering.

In the early 1990s, China had already implemented

a very pragmatic approach to GM crop regulation.

Regulations were basically product-based with special

attention given to the economic interest of a given
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application. By 1993, China had already established its

first biosafety regulation, namely the “Safety Adminis-

tration Regulation on Genetic Engineering” issued by

the Ministry of Science and Technology (MOST). This

instrument required relevant ministries to draft and

issue corresponding biosafety regulations on biological

engineering (i.e., the Ministry of Agriculture (MOA)

for agriculture and the Ministry of Public Health for

food safety) and established general principles, safety

categories, risk assessment and risk management pro-

cedures, application and approval mechanisms, and

legal responsibilities [29]. It was followed in 1996

with the “Safety Administration Implementation Reg-

ulation on Agricultural Biological Genetic Engineer-

ing” by the MOA [12]. This was an explicit regulatory

regime for the risk assessment and management of

agricultural products of genetic engineering. Labeling

was not part of this regulation, nor was any restriction

imposed on imports or exports of GM products. The

regulation did control GMOs for research and com-

mercial production, as well as establishing the National

Agricultural GMO Biosafety Committee (Biosafety

Committee) to provide the MOA with expert advice

on biosafety regulations.

Criticism of GM crops on environmental, food-

safety, and ethical grounds, however, led to some

significant changes in the Chinese legal framework on

agro-biotechnology [5]. In 2001, the State Council

decreed a new and general rule on biosafety, with the

aim of protecting human, animal, and plant health and

the environment. This new “Regulations on Safety of

Agricultural GeneticallyModified Organisms” replaced

the 1993 Regulation issued by MOST. The 2001 regu-

lations provide the MOAwith overall national author-

ity to oversee the use of GM crops, whereas the 31

provincial biosafety management offices are responsi-

ble for the supervision and administration of biosafety

in their respective areas [30]. The 2001 regulations

meet the generally accepted risk assessment procedures

outlined in the relevant international instruments

and also stipulate a comparative risk assessment

approach, in which a GM crop is compared with the

corresponding non-transgenic crop for environmental/

ecological safety and food safety.

To implement this Regulation, the MOA issued

three implementation regulations including Imple-

mentation Regulations on Safety Assessment of
Agricultural Genetically Modified Organisms, which

provided the legal basis and technical guidelines in

GM crops risk assessment in China [31]. These new

regulations primarily concerned Biosafety Evaluation,

Import Safety, and Labeling and included several

important changes to existing procedures and details

of regulatory responsibilities after commercialization.

The changes included an extra pre-production trial

stage prior to commercial approval, new processing

regulations for GM products, labeling requirements

for marketing, new export and import regulations for

GMOs and GMO products, and local and provincial-

level GMOmonitoring guidelines [29]. Specifically, the

Regulation on Biosafety Evaluation establishes proce-

dures for handling applications for GM cultivation and

sets up an advisory body, the National Biosafety Com-

mittee (NBC), and a decision-making body, the Office

of Agricultural Genetic Engineering Biosafety Admin-

istration (OGEBA), under the MOA to handle applica-

tions. Applicants must provide information on risk

assessment, and GMOs are classified into four classes

depending on their potential danger to human and

animal health and to the environment. The Regulation

establishes the requirements that should be met to

obtain authorization to import GMOs and will vary

according to the intended purposes of the imports,

i.e., research, release into the environment, or processing.

In response to representations from GM-producing

countries, China agreed to allow trade to continue as

normal until the new Regulation on Safety of Imports

entered into force on 20 April 2004 [32, 34]. The

Ministry of Public Health (MPH) is responsible for

food-safety management of biotechnology products

(processed products based on GMOs) and promul-

gated its first regulation on GMO food safety in April

2002, to take effect after July 2002.

China’s policy on GM regulation is now under the

responsibility of an agency whichwas established by the

State Council, the name of which has been variously

reported as either the Joint Monitoring and Manage-

ment Commission [12] or the Allied Ministerial

Meeting [29]. It has a multi-stakeholder membership

comprising the highest representatives from ministries

like Agriculture, Health, Commerce, Science and Tech-

nology, the National Development and Reform Com-

mission, the National Inspection and Quarantine

Agency, and the State Environmental Protection
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Administration. It is responsible for the coordination

of key issues related to the biosafety of agricultural

GMOs, the examination and approval of the applica-

tions for GMO commercialization, determining the list

of GMOs for labeling, and establishing import or

export policies for agricultural GMOs and their prod-

ucts. In addition, under the new regulation, foreign

investment in biotechnology has been prohibited [5].

The NBC remains the major player in the process of

biosafety management. Currently, the NBC is com-

posed of 56 members who come from different admin-

istrative departments, academic institutions, etc.

They are experts in biological research, production,

processing, inspection and quarantine, public health,

and environmental protection with respect to agricul-

tural GMOs [31]. The committee meets twice each year

to evaluate all biosafety assessment applications related

to experimental research, field trials, environmental

release, pre-production trials, and commercialization

of agricultural GMOs. It makes recommendations to

the OGEBA based on the results of its biosafety assess-

ments. OGEBA is responsible for the final approval of

decisions, as well as handling routine work and daily

operations [29]. In 2005, all 31 provinces in China

established biosafety management offices. These bio-

safety management offices collect local statistics on and

monitor the performance of research and commercial-

ization of agricultural biotechnology in their provinces

and assess and approve (or disapprove) all applications

of GM-related research, field trials, and commerciali-

zation in their provinces. Only those cases that are

approved by provincial biosafety management offices

are submitted to the NBC for further assessment [29].

In May 2007, the National Development and

Reform Commission in China announced that it had

approved the establishment of a National Biosafety

Research Centre. To be completed by 2009, the Centre

will manage agricultural and biological-related issues.

It is to house several research departments, including

laboratories for high-risk plant pathogens, insects, and

plants, as well as units for agriculture-related informa-

tion analysis and quarantine facilities. The Centre will

be supervised by the Plant Protection Institute of the

Chinese Academy of Agricultural Sciences.

In 2009, a major development in China was the

commercialization of transgenic Bt rice, which reached

pre-production trials but was still pending final
commercialization approval for several years.

Influenced in part by opposition to the technology in

Europe and to some extent Japan, the final approval of

many crops stalled at the level of China’s inter-

ministerial committee even as research and field trials

continued apace. The discovery by Greenpeace that

some transgenic seed was planted by farmers without

authorization caused international debates about

China’s biosafety system and may have contributed to

regulatory approval delays [33].
Commercialization of GM Crops: Chinese Approval

System

If the product is for cultivation, applications must be

authorized before the first import of a specific GMO

can take place and must be accompanied by a safety

assessment carried out in the country of origin of the

GM material [5]. For permanent approval of each

imported GM product, compulsory field trials are car-

ried out in China in order to re-assess safety within the

Chinese context [35]. Generally, the practice in China is

to use a comparative risk assessment approach, in

which the transgenic crop is compared with the

corresponding non-transgenic crop in ecological risk

assessment and hazard identification in transgenic

foods [36, 37]. Although there are no official guidelines

in China for risk assessment on food derived from

transgenic crops, the assessments carried out so far on

nutrition, toxicity, and allergenicity generally followed

the relevant Codex principles and guidelines [31].

In China, agricultural GMOs also need to satisfy the

procedures governing the release of new seed varieties.

These procedures are governed by the Seed Law in

China. Only agricultural GMOs that have previously

obtained a biosafety certificate are eligible to be classi-

fied as a new seed variety in accordance with the Seed

Law and relevant regulations. After the GMO has

passed seed variety testing and received the permission

for production, it is eligible to enter into the chain of

production and marketing [31].

India

In India, a wide variety of crops have been field trialed,

but most have not yet been commercialized. The first

approval for the commercial production of any GM

crop in India occurred in March 2002 when the Indian
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competent authority approved three varieties of

Bacillus thuringiensis (Bt) cotton (MECH 12, MECH

162, and MECH 184 expressing the cry1Ac gene for

insect resistance) amid widespread protests by anti-

GM activists. This was followed by a significant

increase in the availability of Bt cotton (currently 809

hybrid varieties) [38] better suited to Indian cultiva-

tion. By 2003, more than 34 genes were being tested in

a wide variety of crops, including cotton, rice, mustard,

maize, potatoes, eggplant, tomatoes, pigeon pea, and

cabbage [29]. Most of the varieties initially introduced

included insect-resistant cotton varieties as well as

some crops modified with herbicide tolerance. Several

Bt crop varieties have passed through the field trial

stage and have received approval for commercial

planting. The primary technology used in India origi-

nated in the Monsanto Company, which partnered

with Maharashtra Hybrids Company (MAHYCO) to

develop transgenic hybrid Bt cotton for sale in India.

Once some Bt varieties had been approved for com-

mercial planting, it was discovered that 800,000 ha of

unapproved BT cotton had been planted, weakening

confidence in the biosafety system [29]. The latest

GM crop awaiting regulatory approval for commercial

release is Bt brinjal (known also as aubergine or

eggplant), which received positive assessments by the

regulatory bodies based on years of field trials [3] but

was refused authorization by the Environment Minis-

ter at the last stage of the commercialization process.
Regulatory Oversight in India

With the signing of the CPB in 2001, India became

committed to introducing structures and procedures

commensurate with the conditions laid down in the

CPB agreement – one of the main guiding principles

for India when dealing with products derived from

agricultural biotechnology. This commitment pro-

vided India with the incentive to strengthen its bio-

safety capacity and have relevant institutional

mechanisms at hand to enable the proficient dealing

of GMOs. As the CPB places due importance to

national legislations, provided it is developed in accor-

dance with the former, the existing domestic policy on

GMOs was required to be fine-tuned and amended

wherever necessary. The goal of the Indian regulatory

system is therefore to ensure that their GM crops pose
no major risk to food safety, environmental safety, or

agricultural production and that there are no adverse

economic impacts on farmers [29]. As such, the

Government of India has adopted a policy of careful

assessment of the benefits and risks of GMOs at various

stages of their development and field release to ensure

biosafety [39].

The existing regulatory framework takes the form

of rules and guidelines and is based upon three specific

provisions of the Environment Protection Act of 1986

(EPA). These are sections 6, 8, and 25. While Section 6

of the Act empowers the Central Government to make

rules on procedures, safeguards, prohibition, and

restrictions for handling of hazardous substances,

Section 8 of the Act prohibits a person from handling

hazardous substances, except in accordance with

procedures and after complying with safeguards.

Section 25 of the EPA empowers the Central Govern-

ment to lay down rules regarding procedures and safe-

guards for handling hazardous substances. Thus, the

biosafety rules in India are statutory in nature as they

originate from the EPA. These provisions of the EPA led

to the adoption of the 1989 Rules for the Manufacture,

Use, Import, Export and Storage of Hazardous Micro

organisms Genetically Engineered Organisms or Cells

(“1989 Rules”) [39, 40].

In 1994, the Department of Biotechnology revised

its earlier guidelines of 1990, entitled “Revised Guide-

lines for Safety in Biotechnology.” These revised guide-

lines aimed at regulating large-scale production and the

deliberate release of GMOs, plants, animals, and prod-

ucts into the environment and shipment and importa-

tion of GMOs for laboratory research [6]. By 2002,

an array of legislation likely to impact biosafety

regulations had come into existence. This included

the National Biodiversity Act 2002 (NBA) and the

Protection of Plant Varieties and Farmers’ Rights Act

2001 (PPVFR), the latter of which derived from

a broad-based consultation with a view to incorporate

a form of farmers’ rights into the national plant variety

rights legislation. The biosafety rules have since been

supplemented by the Biotechnology Safety Guidelines

issued by the Department of Biotechnology (DBT).

These guidelines have been issued in pursuance of

Rule 4[2] of the Biosafety Rules, which require manuals

of guidelines to be brought out by the Review

Committee on Genetic Manipulation [40].
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Therefore, the Indian biosafety regulatory frame-

work, comprising the 1989 Rules and the 1990, 1994,

and 1998 DBT guidelines, covers the entire spectrum of

activities relating to GMOs. This includes “research

involving GMOs, as well as genetic transformations of

green plants, recombinant DNA (rDNA) technology in

vaccine development, and large-scale production and

deliberate/accidental release into the environment of

organisms, plants, animals and products derived from

rDNA technology.” Production facilities such as distill-

eries and tanneries that use GMOs are also covered. In

India, the risk assessment and regulatory approval for

releases of GMOs and GM products are mandatory.

The concept of “biosafety” used in the regulations is

a broad one, covering the health safety of humans and

livestock, environmental safety (ecology and biodiver-

sity), and economic impact. The first two safety aspects

dominate the regulations, while economic impact is

given less prominence.

Two nodal agencies, the Ministry of Environment

and Forests (MoEF) and the DBT at the Ministry of

Science and Technology, are responsible for the imple-

mentation of the regulations [39]. The life cycle of

a GM product features four domains, pre-research,

research, release, and post-release, and is characterized

by the presence of six competent authorities [41, 42].

The Recombinant DNA Advisory Committee (RDAC)

is in the pre-research domain as it triggers research

through its initial approval mechanisms. The Review

Committee on Genetic Manipulation (RCGM) resides

in the DBT and functions in the research domain,

closely monitoring the process of research and experi-

mental releases. It requests food biosafety, environmen-

tal impact, and agronomic data from applicants who

wish to do research or conduct field trials and will give

permits to import GM material for research. Pursuant

to Rule 4 [2] of the 1989 “Rules,” the RCGM is also

required to produce manuals of guidelines. The RCGM

is primarily made up of scientists (including agricul-

tural scientists) and can request people with specialized

knowledge to review cases. It has a Monitoring cum

Evaluation Committee (MEC) that monitors limited

and large-scale field trials of GM crops and is primarily

made up of agricultural scientists. Commercial pro-

duction of GM crops, large-scale field trials of GM

crops, and the imports of GM commercial products

and GM-derived products (e.g., foodstuffs, ingredients
in foodstuffs, and additives including processing aids

containing or consisting of GMOs) come under the

authority of the Genetic Engineering Approval Com-

mittee (GEAC) at the MoEF. The committee members

are primarily bureaucrats representing different minis-

tries, and they draw on the scientific expertise of each

ministry. Additional to these national committees are

the State Biotechnology Coordination Committee

(SBCC) and the District Level Biotechnology Commit-

tee (DLC), who, along with the MEC, basically occupy

the post-release domain, although they also contribute

to the research domain activities through data provi-

sioning to the RCGM. Completing the regulatory

apparatus are the Institutional Biosafety Committees

(IBSC) which undertake the monitoring and imple-

mentation of safeguards at the R&D sites, under the

close supervision of the RCGM, the SBCC, and the

DLC. IBSCs must be established in any public or

private institute using rDNA in their research and

comprise scientists from their respective institutes

and a member from the DBT. There are more than

230 IBCs in India, of which 70 deal with agricultural

biotechnology. They can approve contained research at

institutes unless the research uses a particularly hazard-

ous gene or technique which will require specific

approval from the RCGM [29]. In general, these

authorities are vested with non-overlapping responsi-

bilities [39, 43].

Under the Constitution of India, it is not the central

Government of India but the state governments that

exercise formal authority over agriculture. Thus, while

the national government may take the initiative in the

policy arena and formulate policies concerning agricul-

tural biotechnology and GM crops (in R&D as well as

commercialization), as well as being where the deci-

sion-making process resides, the agreement and active

cooperation of state governments are indispensable for

their implementation [44].

The multitude of rules and regulations underline

the complexities involved in biosafety as it cuts across

ministries and agencies and does not merely govern

environmental issues. Most of these regulations deal

with GMOs in seclusion without referring to a

common agency or secretariat to deal with the risks

that are associated with the organism [46], resulting in

the biosafety regulations being subjected to criticism

both by industry and civil society groups. While
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industry associations consider these regulations as

affecting their growth, civil society groups consider

biosafety regulations as not being strong enough to

check the introduction of potentially harmful biotech-

nology products. Since 2004, there have been serious

discussions in India on re-engineering the structure of

biosafety regulations. The primary objective of the

exercise is to cut down red tape and ensure greater

transparency in decision-making. Calls have come for

the replacement of the present regulatory system (with

its dispersed, unclear, and confusing mandates; respon-

sibilities; and powers) by a new, single, integrated, and

professionally led authority, the National Biotechnol-

ogy Regulatory Authority (NBRA), with a comprehen-

sive mandate and a wide range of responsibilities, with

the power to implement the regulatory regime with

speed and efficiency [40, 44] and to help the assessment

of risks and benefits associated with GM crops in

a credible and transparent manner [47]. In May 2007,

it was announced that the NBRAwill be fully functional

in 2 years time and will be administered by the DBT to

expedite the application of biotechnology in the agri-

culture, veterinary, and medicine sectors [48].

The current amendments or changes that have

favored the industry relate to changes in the 1998

revised guidelines for research in transgenic plants,

whereupon a relaxation was permitted regarding the

concept of deliberate release. This amendment, by

conferring powers to the RCGM to permit limited

conduct of field trials in multi-locations, was at vari-

ance with the 1989 Rules that prohibited deliberate or

unintentional release for experimental purposes, except

where the GEAC approved it as a special case. The

distinction between small-scale and large-scale releases

brought about by the changed guidelines was unusual

and was designed to ensure the control of the DBTand

the RCGM over initial field testing of transgenic crops.

An amendment was made by the DBT in September

1999 conferring rights to the RCGM to approve small

experimental field trials for research, limited to a total

area of 20 acres in multi-locations with any one loca-

tion not exceeding 1 acre. Through this amendment,

the DBT removed small experimental trials for

research from the deliberate release clause of the 1989

Rules [40].

The changes that have been made to accommodate

civil society concerns are basically twofold. The first
relates to the formation of theMEC by the DBT in 1998

in order to closely and objectively monitor private

sector biosafety data and through the mandatory

involvement of state-level agricultural university scien-

tists. The second change, which was induced by the Bt

cotton controversy in India, has been the introduction

of allergenicity tests of transgenic seeds, leaves, and

vegetables on rodents, rabbits, guinea pigs, and goats

in the 1998 version of the Biotechnology Safety Guide-

lines [42]. This precautionary step is viewed by the

industry as having contributed to the delay in the

regulatory approval for Bt cotton [40]. Additional reg-

ulations have recently been added to the PPVFR Act of

2001, requiring applicants to provide relevant GEAC

clearances and approvals for registering transgenic

varieties, as well as an affidavit stating that the “Termi-

nator” Technology or the Genetic Use Restriction

Technology is not involved [52]. Notably, the deci-

sion-making circle does not include the participation

of industry, civil society, or consumer groups. While

the 1989 Rules explicitly say that the RCGM, the GEAC,

the SBCCs, and the DLCs may co-opt other members/

experts as necessary, they neither include nor exclude

representatives of NGOs and the private sector. In

practice, however, these non-governmental stake-

holders have been excluded [44]. However, following

the “Terminator” controversy, the National Bureau of

Plant Genetic Resources is now mandated by the gov-

ernment of India to develop probes to detect the pres-

ence of terminator genes in imported material,

highlighting how the force of public opinion can still

shape biosafety rules in India.

To keep up with the rapid pace of developments in

plant biotechnology, especially GMOs, the Indian reg-

ulatory system revised its existing guidelines in 2008.

These were to provide greater clarity on data require-

ments and include: Standard Operating Procedures

(SOPs) for Confined Field Trials of Regulated, Genet-

ically Engineered (GE) Plants [49], Guidelines for the

Safety Assessment of Foods Derived from Genetically

Engineered Plants [50], and Protocols for Food and

Feed Safety Assessment of GE crops [51]. Guidelines

for Institutional Biosafety Committees (IBSCs) are also

currently under review.

While the overall regulatory system remains

unchanged, a notable difference is the classification of

all GM field trials into two categories, based on size.
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The RCGM, operating in the DBT, is now the regula-

tory authority for Biosafety Research Level I (BRLI)

trials. BRLI trials are limited in size to no more than

1 acre (0.4 ha) per location and amaximum cumulative

total of 20 acres (8.1 ha) for all locations for each plant

species/construct combination (e.g., one or more

events originating from the transformation of a plant

species with the same genetic construct), per applicant,

per crop season. The GEAC, operating in the MoEF, is

now the regulatory authority for Biosafety Research

Level II (BRLII) trials. BRLII trials are limited in size

to no more than 2.5 acres (1 ha) per location, and the

number of locations is decided on a case-by-case basis

for each plant species/construct combination, per

applicant, per crop season.

Members of the MEC, SBCCs, and DLCs and mon-

itoring teams of SAUs have the authority to inspect and

monitor confined field trials at the time of planting,

during the growing and harvesting season, and during

the period of post-harvest land-use restriction for com-

pliance with the terms and conditions of authorization.
Commercialization of GM Crops: Indian Approval

Process

The approval process in India begins with the submis-

sion of an application regarding a new LMO event with

potential benefits over the conventional variety/hybrid

in terms of economic benefit to the farmer and/or the

environment. The developer is required to follow a set

procedure that involves providing all the necessary

information specified by the regulatory body. Such an

application is reviewed by the RCGMwhich, in the first

instance, may recommend various limited contained or

open field trials to be undertaken in order to generate

specific biosafety data which may be lacking in the

original submission. Once the full dossier of informa-

tion from experiments undertaken under confined

conditions is submitted, the RCGM will then ascertain

as to whether the LMO presents any immediate adverse

effects, either to humans, animals, and the environ-

ment (including the likely impact of large-scale culti-

vation on biodiversity). If considered as presenting

minimal risk, the RCGM may permit large-scale open

field trials to be conducted to generate data concerned

with the agronomic performance of the LMO. Once

more, possible adverse impacts on the environment,
including on non-target organisms, are evaluated. The

unconfined, open field trials are conducted either by

the applicant or by the ICAR, involving their institutes/

State Agriculture Universities, and are monitored by

the MEC. The MEC reports their observations directly

to the RCGM and the GEAC. Based on the biosafety

data and the field performance, the RCGM may rec-

ommend the case to the GEAC for further evaluation.

The GEAC will consider all the data provided and may

ask the company to furnish additional data or repeat

the trials in multi-locations during the next season.

Based on the overall recorded benefits, the GEAC can

approve the commercialization of the GM crop for

a limited period and in a specified geographical zone.

Data collected during this period will form the basis of

the review undertaken by the GEAC for any extension

or expansion to the set conditions of commercializa-

tion. Any adverse impact on human, animals, and

environment derived from such large-scale cultivation

is required to be immediately notified by any individual

or organization directly to the GEAC.

All commercial authorizations are for a limited

period, requiring renewal after the expiry period. Fur-

thermore, approval is conditional upon the observing

and collecting of relevant information on the risks, if

any, arising from the commercial use of the GMOs and

products thereof [42]. A key addition in the 1998

guidelines is the requirement to generate data on com-

parative economic benefits of a modified plant. Thus,

the 1998 guidelines call for a demonstration that

a transgenic crop is both “environmentally safe and

economically viable.” An agronomic evaluation of the

transgenic crop to determine economic advantage to

farmers is seen as an integral component of the trans-

genic crop approval process, along with the biosafety

evaluation [42]. Thus, when the government granted

permission for large-scale field testing of transgenic

cotton in India in July 2000 (the first crop to receive

such approval), mandatory data to be generated by the

applicant included “cost of transgenic seed, projected

demand, and the area to be covered under transgenic

cotton cultivation” [45].
The Philippines

The Philippines’ National Agenda for Sustainable

Development for the twenty-first Century (PA 21)
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provides the policy framework of the country’s strategy

for sustainable development. In 2001, the Presidential

Policy Statement on Modern Biotechnology [53]

reiterated the government policy of promoting the

safe and responsible use of modern biotechnology

and its products as one of several means to achieve

and sustain food security, equitable access to health

services, sustainable and safe environment, and indus-

try development. The Philippine government formally

funds biotechnology as part of the annual budget for

agricultural R&D through legislation [54]. In Decem-

ber 2002, the Philippines became the first country in

Asia to commercialize a GM crop for use as food, feed,

or for processing [55] when the Department of

Agriculture (DA) approved the Bt corn MON810 for

import and propagation [56]. By summer 2005, the

Philippines had approved 19 different LMOs for direct

use as food, feed, or propagation [57], while in 2010,

this had increased to 53 (when stacked events are also

included).
Regulatory Oversight in the Philippines

The Filipino biotechnology regulatory system was

established as a result of the recommendations from

the scientists asking the national government to for-

mulate a national policy on biosafety and create

a technical body to draft guidelines to ensure that

experiments using GMOs do not pose unacceptable

risks to human health and the environment [12]. The

Philippines has a body of policies aimed at regulating

the development, importation, transfer, and use of

GMOs. The first guidelines for biosafety were promul-

gated in October 1990 as Executive Order (EO) 430,

which established the National Committee on Bio-

safety of the Philippines (NCBP). The NCBP was

established to “oversee the compliance with policies

and guidelines in all institutions, public or private, as

well as to coordinate with the appropriate national

bodies that have regulatory powers over any violations”

[58]. At present, the NCBP is concerned with contained

use (confined laboratory and greenhouse experiments

on the regulated article), and its primary function is to

identify and evaluate potential hazards involved in

initiating genetic modification experiments and rec-

ommend measures to minimize risks [59]. Additional

guidelines were developed and published by the NCBP
and the Department of Science and Technology in

1991, 1998, and 2002 before being incorporated into

the National Biosafety Framework, which was finalized

in 2004 and issued as EO 514 in April 2006 [5, 12]. The

rules and regulations for the import and release into the

environment of plants and plant products derived from

the use of modern biotechnology are set out in Admin-

istrative Order no. 8, Series of 2002 of the Philippine

Department of Agriculture (AO 8) [35, 55]. The fol-

lowing year, the DA issued Memorandum Circular

No. 8, which outlined the import requirements for

biotech products. This was quickly followed by the

issuance of Memorandum Circulars 11 and 12 in

August 2003, which further clarified the import rules

for biotech products for direct use as seed, food, feed,

or for further processing [57]. Importers of GM

plants for contained use, field testing, and propagation

(or commercial planting), as well as GMOs for direct

use as food, feed, and processing, are required to

obtain an approval permit [15, 55] which stipulates

that the performance of the GM crop and its effect on

the environment as well as human and animal health

have been positively assessed [11].

The decision-making process is vested in multiple

national competent authorities (NCAs) after consul-

tation with other agencies and/or with a multi-

stakeholder advisory body. The Department of

Agriculture (DA) is the competent national authority

responsible for biosafety decisions concerning plants

and plant products derived from modern biotechnol-

ogy, fisheries and other aquatic resources, domesticated

animals and biological products used for animal hus-

bandry or veterinary purposes, and biological agents

used for biocontrol. It is the government institution

with mandatory responsibility for GM crop field

releases and commercialization. Likewise, the Depart-

ment of Science and Technology is responsible for

research and development, the Department of Health

for pharmaceuticals which are not addressed by other

relevant international agreements or organizations,

and the Department of Environment and Natural

Resources concerning regulated organisms intended

for bioremediation, the improvement of forest genetic

resources, and wildlife genetic resources, and appli-

cations of modern biotechnology with potential

impact on the conservation and sustainable use of

biodiversity [12].
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Commercialization of GM Crops: Filipino Approval

Process

In consultationwith the NCBP, the Bureau of Plant and

Industry (BPI) of the DA is responsible for the granting

of permits issued under AO 8 and are classified

according to the intended use of the regulated article:

(a) importation for contained use, (b) field testing,

(c) release for propagation, and (d) importation for

direct use as food or feed or for processing [61]. Appli-

cations for import must be accompanied by a certificate

from the competent authority in the country of origin

stating that the regulated article has been locally

approved and a notification in accordance with interna-

tional obligations. Local applications must be supported

with the necessary technical and scientific dossiers,

a public information sheet (PIS), and a certificate from

the BPI stating that the regulated article has undergone

satisfactory field testing in the Philippines. The AO

8 policy for commercial propagation stipulates that no

regulated article will be released unless (a) field testing

showed that the GM crop will not pose any significant

risks to the environment, (b) food and/or feed safety

studies showed that the GM crop will not pose any

significant risks to human and animal health, and

(c) a permit for propagation has been secured from the

DA. If the GM crop has transgene-derived pesticidal

properties, it must also be duly registered with the

Fertilizer and Pesticide Authority (FPA) [61]. Upon

receipt of an application, the BPI has 5 days to process

and evaluate all of the documentation to ensure that it

is sufficient in form and substance. If it is found to be

defective, then the applicant is given a 60-day grace

period to correct or provide further necessary informa-

tion. Only a complete application will be accepted for

evaluation by a multi-stakeholder advisory body, the

results of which must be reported to the BPI within

30 days of acceptance. For the duration of the evalua-

tion process, the reviewers remain anonymous to both

the public and the BPI. The Scientific and Technical

Review Panel (STRP) and the Bureau of Agriculture

and Fisheries Products Standards (BAFPS) evaluate all

applications; the STRP comprises of at least three

experts from a roster of independent scientists and

particularly evaluates the risk assessment and risk man-

agement strategies outlined by the applicant, whereas

the BAFPS will make a determination of compliance
with food-safety standards. Additionally, the Fertilizer

and Pesticide Authority (FPA) and the Bureau of Ani-

mal Industry (BAI) will also evaluate applications of

those regulated articles which are also pest-resistant

plants or to be used as feed, respectively. Concurrently,

the applicant must carry out a public consultation by

publishing the PIS in two newspapers of general circu-

lation and inviting the public to make comments

directly to the BPI within 60 days of posting the notice.

A decision, together with any agreed permit conditions,

is made within 120 days of publication of the notice

[62]. Approved products are then included in the reg-

istry for direct use maintained by the BPI. Once in the

registry, for imported articles, the applicant is no lon-

ger required to secure an import permit for succeeding

shipments. However, a notification of shipment to

BPI is required within 15 days before its arrival at

a Philippine port [57].

South Africa

South Africa is a biotechnology leader in Africa and is

involved in sophisticated biotechnology activities,

including those pertaining to the development and

commercialization of GMOs [6, 63]. In 2000, the

South African government began to focus on, and

substantially increased, its research support for bio-

technology. This led to the adoption of the 2001

National Biotechnology Strategy (NBS), a policy

framework to create incentives for the biotechnology

sector [63], involving several government departments

[64]. The NBS commits more than US$300 million per

year from government to finance a variety of biotech-

nology initiatives [6].

South Africa is among only three African countries

in which GM crops are commercially grown [2]. In

2006, the commercial release of insect-resistant (Bt)

cotton and maize; herbicide-tolerant (RR) soybeans,

cotton, and maize; and cotton with the “stacked gene”

(Bt and RR) had been approved. At the time, it was

estimated that these GM crops accounted for the culti-

vation of 30.5% of yellow maize, 28.8% of white maize,

59% of soybean, and 90% of cotton in South Africa

[65]. The total area of commercialized transgenic crops

increased in 2010 to 2.2 million hectares [2], which is

mostly due to white and yellow maize, followed by RR

soybeans and insect-resistant cotton. Giving an insight
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into potential future commercial releases, several vari-

eties of these crops were also in field trials as of 2009,

along with additional new crops. Between January and

September 2009, the number of field trial permits

issued totaled 267 [3]. Maize topped the list with

222 approvals, followed by 24 permits for cotton, 15

for vaccines, 3 for soybeans, and one each for sugar

cane, sorghum, and table grapes. The traits associated

in these approvals included drought tolerance and her-

bicide tolerance in maize, herbicide tolerance in cotton,

biofortified sorghum, fungus resistance in table grape,

alternative sugar production pathways in sugar cane,

and cassava with altered starch content.

Regulatory Oversight in South Africa

Concerns regarding the commercial release of GMOs

led to South Africa enacting legislation to regulate

the development, importation, and application of

GMOs. The Genetically Modified Organism Act 1997

(GMOAct) was passed in 1997, and it was subsequently

modified in 2006 to bring it in line with the CPB [66].

Regulations for its implementation were initially

adopted in 1999, and then, amended regulations took

effect in February 2010. The formal structures for the

implementation of this act include an Executive

Council, which reviews applications for GMO work;

a scientific advisory committee (South African Com-

mittee for Genetic Experimentation [SAGENE]);

a registrar to administer the GMO Act; and an inspec-

torate to monitor function. According to the legisla-

tion, no person may import or export from South

Africa, or develop, produce, use, release, or distribute

any GMO in South Africa, other than under a permit

for undertaking such an activity [67]. Such a permit is

to be issued after a technical assessment and risk anal-

ysis report has been submitted by the applicant and has

been approved by the Executive Council. This Council

is responsible for making regulatory decisions and is

comprised of ten members: one representative from

each of eight government ministries (Agriculture,

Science and Technology, Health, Environmental Affairs

and Tourism, Trade and Industry, Labour, Water

Affairs and Forestry, and the Department of Arts and

Culture), the chair of SAGENE who provides scientific

and technical analysis of risk assessment data, and the

GMO Registrar [68]. The GMO Regulations provide
that an applicant shall notify the public of any pro-

posed release of GMOs prior to the application for

a permit for such release. Public notifications shall be

in the form of a standard notice published in the

printed media informing the public of the intended

release. It is worth noting, however, that the first field

trials were allowed in 1994, and since 1997, several

multinational companies have been permitted to

grow and import GMOs even before the GMO Act

was belatedly implemented in November 1999 [63, 69].

Commercialization of GM Crops: South African

Approval Process

Commercial activities concerning GMOs all require

a permit, including those for: import, export,

contained use (including development, production,

distribution, transport, but not those under contain-

ment levels 1 & 2, i.e., in the laboratory or growth

chamber), deliberate release of GMOs into the envi-

ronment (trial and general release), and commodity

clearance [70]. All applications must be submitted to

the GMO Registrar at the DA, along with a copy of the

public notice and proof (newspaper clippings) in order

for the application to be processed. The public notice

allows interested parties to submit comments or objec-

tions in connection with the intended release to the

Registrar within 30 days after the date of the notifica-

tion [71]. TheRegistrar thenundertakes an initial review

of the application to determine compliance with

the provisions of the GMOAct. If the application is not

compliant, the application is referred back to

the applicant. Once compliant, the application is

forwarded to a committee (expertise nominated by

SAGENE chairperson) formed under SAGENE to con-

duct a review of the proposed activity. The review

includes an evaluation of the risk assessment data,

including food safety (if applicable), submitted in the

application. Conclusions of the assessment are detailed

in a recommendation report, which is sent to the

Registrar on completion of the review. At this stage, the

application can be referred back to the applicant to

address any concerns raised or to supply additional

information, and the response returned to the commit-

tee. Once all concerns have been addressed, the commit-

tee makes a recommendation on the application. The

recommendation document, public input, and a copy of
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the application is forwarded to the Executive Council

for consideration, who will also take into account

the socioeconomical impact that the GMO may have.

The Council then submits its decision in writing to the

Registrar. Should the Council raise any concerns, the

Registrar will once again refer the application back to

the applicant for clarification. Based on the information

received from the applicant and the assessment done by

the Council, the applicationwill be approved or rejected.

If the application is approved, the Council authorizes the

Registrar to issue a permit to the applicant. This permit

will be accompanied by specific containment conditions

as prescribed by the Council. If the application was

rejected, the Registrar will communicate the decision

back to the applicant with reasons for the rejection

[70]. Regulations of the Department of Health of

2004 provides for the labeling of foodstuff with genet-

ically modified ingredients that are significantly differ-

ent to the non-GMO ingredients. The Consumer

Protection Act of 2008 also addresses this issue.

United States of America (USA)

In the USA, GM crops have been sold since 1994 and in

2006 were already planted on 54.6 million hectares

(soybean, maize, cotton, canola, squash, papaya, and

alfalfa), confirming the USA’s role as the world leader in

agro-biotechnology [10]. The regulatory system in the

USA relative to biotechnology products is rather

different from the one put in place in the EU, and

the discrepancies mainly reflecting the different

approaches taken by the governmental authorities, cit-

izens, and firms toward GMOs and GM food, especially

in the initial years of the biotechnology revolution.

In the USA, agricultural biotechnology politics has

been dominated by a strong and cohesive coalition of

pro-biotechnology upstream and downstream pro-

ducers and farmers. Lower public outrage has made

mobilization of NGOs in the United States difficult

and, in combination with a less-favorable institutional

environment (notably, centralized regulatory policy-

making), has resulted largely in their exclusion from

agri-biotech policy-making [72].

Regulatory Oversight in the USA

Taking the approach that GM products are essentially

an extension of conventional products, the US
Government has made use of existing laws to ensure

the safety of GM products [15]. US regulatory author-

ities operate under the assumption that the fact that

a plant has been genetically modified is less important

than the specific effects of the modification [4]; there-

fore, the regulation focuses on the characteristics of the

products rather than the way in which the product was

produced [35]. The current system was delineated by

the White House Office of Science and Technology

Policy under the 1986 Coordinated Framework for

Regulation of Biotechnology [73]. It is still the key

document for regulating gene technology in the United

States and provides the basis for the regulation of crop

varieties produced by rDNA techniques. Under the

Framework, the US Department of Agriculture

(USDA), the Food and Drug Agency (USFDA), and

the Environmental Protection Agency (USEPA) that

were responsible for regulatory oversight of certain

product categories or for certain product uses are also

responsible for evaluating those same kinds of products

developed using genetic engineering techniques. Trans-

portation, growing (including field testing), and prop-

agation of GM crops are governed by the USDA’s

Animal and Plant Health Inspection Service (APHIS)

under the Federal Plant Pest Act 1996 (FPPA) and the

National Environmental Policy Act 1969. Specifically,

the APHIS has two responsibilities: deciding on which

GM seeds to oversee, so-called regulated articles, and

which GM seeds are safe enough to be free from the

agency’s oversight, so-called deregulated articles.

Deciding on GM seeds to be regulated depends on

“familiarity,” gained from direct experience through

field testing under regulated conditions. Any eventual

deregulation, that is, exempting a GMO from the

oversight of APHIS, involves a petition process

whereby an advertisement is published in the US Fed-

eral Register, and a period to comment is provided to

the public [74].

If a GM plant is not intended for human consump-

tion and is not modified to contain a pesticide, the

USDA is the leading agency. For plants genetically

modified to produce their own pest protection,

APHIS coordinates its evaluation with the USEPA.

Pest-resistant GM crops fall under the authority of

the USEPA under the Federal Insecticide, Fungicide,

and Rodenticide Act 1996 (FIFRA) and the Toxic Sub-

stances Control Act 1976. They are subject to a strict
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testing regime, where producers must submit testing

data to the USEPA who determines the quantity of

pesticidal substances that may be present in food

[75]. In fact, industry is required to obtain an Experi-

mental Use Permit (EUP) from the USEPA to test any

pest-resistant plant in a field larger than 10 acres. Once

the permit is granted, firms are expected to consult the

USEPA on the details of the field experiment. While the

APHIS analyzes data on the source of the new gene,

the nature of the pesticidal substance produced, differ-

ences with its natural equivalent, effects on non-target

organisms, and environmental fate, the USEPA focuses

on the toxicology, the digestive fate, and the potential

allergenicity of the toxin. In line with the product-

based approach, the USEPA does not assess the GM

plant per se but the toxin produced by the plant. As for

any pesticides, the USEPA subjects these toxins to

a registration process. Pest-resistant plants whose

toxin falls under this process are mostly of the Bt

variety. Following this registration logic, if the toxin

produced by a GM plant has been approved previously

as a regular pesticide, a new registration is not required.

The USEPA has been requesting for years new regula-

tions to obtain a wider role in the assessment and the

management of GM plants, but thus far with only

limited success [11, 72, 74]. The US Food and Drug

Administration (USFDA) regulates food applications

of GM crops and relies on existing laws that hold food

manufacturers responsible for food safety. Of the three

agencies, the USFDA has had the most influence on

biotechnology policy because most biotechnology

products on the American market are health care or

food products [72]. In 1999, public meetings were

held by the agency with the aim of sharing its experi-

ence regarding GM foods and soliciting views on

whether its policies and procedures should be

modified. Public comments indicated considerable

public support for a mandatory and more transparent

process [4].
Commercialization of GM Crops: US Approval

Process

The APHIS oversees the confined and unconfined

release of transgenic plants as well as any importation

and interstate movement under the FPPA. In addition

to the FPPA, the USDA issued rules in 1987 for the
“introduction of organisms and products altered or

produced through genetic engineering which are

plant pests or which there is reason to believe are

plant pests” [76]. By these rules, the introduction of

a crop produced by rDNA techniques into the environ-

ment is only legal with an authorization by the APHIS.

The APHIS grants a release permit after preparing an

environmental impact assessment and “Finding Of No

Significant Impact” (“FONSI”). Exempt from these

rules are experiments with plants produced by rDNA

technology in a contained environment (e.g., labora-

tory, green house).

In 1997, the USDA simplified the procedure for the

unconfined release of GM crops into the environment

by allowing the applicant to petition the APHIS for

a “determination of non-regulated status” [77]. When

receiving a petition, the APHIS prepares an environ-

mental impact assessment taking into account the fol-

lowing eligibility criteria:

● The crop must not be listed as noxious weed or

weed.

● The introduced genetic material must be stable and

characterized.

● The introduced genetic materials must not

– Result in any plant disease

– Confer an infectious entity or encode toxic

substances to non-target organisms

– Encode products intended for pharmaceutical

use

● Any plant virus-derived sequences must not pose

a significant risk for new plant virus creation.

● The GM crop must be free of known human and

animal pathogens or allergens.

After a complete petition is filed, it is published in

the Federal Register to solicit comments from the

public. Thereafter, the APHIS reviews the data, taking

into account public comments and takes a final deci-

sion, which is again announced in the Federal Register.

The issuance of a “non-regulated” status for a trans-

genic cropmeans that it is deregulated and can be freely

commercialized in the US (unconfined release, import,

interstate movement), except if it contains a pesticidal

substance. In that case, an additional “plant pesticide”

approval by the USEPA is required.

The responsibility of the USEPA is to evaluate the

risks of GM crops “producing their own pesticide” for
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human consumption under the FIFRA. The evaluation

process is held to the same standards as those for

pesticides applied to plants. To be registered under

the FIFRA, a pesticide must not cause “unreasonable

adverse effects” on the environment and on human

health [78]. Transgenic insect- and virus-resistant

plants fall under the jurisdiction of the USEPA; how-

ever, viral coat proteins are normally exempted from

the requirements as the USEPA considers these proteins

as “low-risk applications” based on the principle of

familiarity and their ubiquitous presence in the food

supply. Today, Bt toxins, one viral coat protein, and the

potato leaf roll virus protein are registered as pesticides

and supervised by the USEPA. The agency evaluates the

risks of these “plant-incorporated protectants” by tak-

ing into account the following criteria: toxicological

effects, effects on non-target organisms, insect resis-

tance management, and persistence of the substance

in the environment. The evaluation process lasts

approximately 1 year. If adverse effects of insect- or

virus-resistant plants are observed after commerciali-

zation, the USEPA has the legal power to amend

existing registrations. Moreover, the USEPA may

impose new measures such as new pest resistance

schemes [79].

Besides the pesticide registration under FIFRA,

Section 408 of the FFDCA requires the USEPA to deter-

mine tolerance limits for substances used as pesticides

on and in food and feed [78, 80]. “Nucleic acids that are

part of a plant-incorporated protectant” are exempted

from this requirement because the USEPA considers

them as “safe” [80]. Once approvals from the APHIS,

and from the USEPA when pesticidal substances are

used, have been granted, it is legal to commercialize

the GM plant or derived product in the USA. However,

applicants normally engage in a voluntary consultation

process with the USFDA before marketing of the

GM plant or derived products. This policy is now

under review.
International Obligations Relevant to the

Biosafety Frameworks

Countries do not have complete discretionwhen decid-

ing how to set up their biosafety regulatory system as

there are several international treaties and agreements

that relate to biosafety. If a country is bound by any or
all of those international agreements, then their bio-

safety regulatory system must be compliant with those

obligations [81].
Cartagena Protocol on Biosafety

The conclusion of the CPB was broadly recognized as

a step forward in providing an international regulatory

framework to reconcile trade with environmental pro-

tection by creating an enabling environment for the

environmentally sound application of biotechnology

[82]. The Convention on Biological Diversity (CBD)

[83] in Article 19 [3] states that:

" The Parties shall consider the need for and modalities

of a protocol setting out appropriate procedures,

including, in particular, advance informed agreement,

in the field of the safe transfer, handling and use of and

living modified organism resulting from biotechnology

that may have adverse effect on the conservation and

sustainable use of biological diversity.

In 1995, the second Conference of the Parties

(COP) to the CBD began the consideration of the

need for and modalities of such a protocol. COP Deci-

sion II/5 commenced the negotiations for the protocol

by launching an open-ended ad hocWorking Group on

Biosafety [1]. Meeting six times between 1996 and

1999, the Working Group concluded its work with the

submission of a draft protocol for consideration by the

first extraordinary meeting of the COP, convened with

the purpose of adopting a protocol on biosafety to the

CBD. The result of this first extraordinary meeting,

which took place in two separate meetings in 1999

and 2000, was the adoption of the Protocol [84]. In

accordance with its Article 36, the Protocol was opened

for signature by States and regional economic integra-

tion organizations from 15 to 26 May 2000 and

remained open for signature from 5 June 2000 to

4 June 2001. By that date, the Protocol had received

103 signatures. The Protocol entered into force on

11 September 2003, 90 days after receipt of the 50th

instrument of ratification [85]. There are presently

160 parties to the Protocol [86], with the COP to the

CBD serving as the meeting of the Parties to the Pro-

tocol (COP-MOP), the Protocol’s governing body.

Since the coming into force of the Protocol, the COP-

MOP has met five times. The fifth meeting of the
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COP-MOP took place from 11 to 15 October 2010 in

Nagoya, Japan, and it approved a Supplementary Pro-

tocol on Liability and Redress to the Cartagena Proto-

col on Biosafety [87].

The Protocol’s scope is the “transboundary move-

ment, transit, handling, and use of all living modified

organisms that may have adverse effects on the conser-

vation and sustainable use of biological diversity,

taking also into account risks to human health” [82].

To ensure the safe transfer, handling, and use of GMOs,

the Protocol sets up two separate procedures. The first

time that a GMO is to be intentionally introduced into

the environment, the Protocol sets up an Advance

Informed Agreement (AIA) procedure. That procedure

requires that the exporter of the GMOprovides a notice

with detailed information about the GMO to the

importing country. The importing country then

reviews the information, conducts a risk assessment,

and decides, based on the risk assessment results,

whether to approve or reject the GMO. The second

procedure set up by the Protocol is for GMOs to be

used for food or feed or for processing (such as corn,

soybeans, wheat, or other grains that will be fed directly

to humans or animals or used for processing). For

those GMOs, the AIA procedure is not required.

Instead, the Protocol establishes a simpler system that

reflects the decreased likelihood that those GMOs will

affect the importing country’s biodiversity. Before the

GMO can be exported to another country, the only

requirement is that the safety decision in the exporting

country is communicated to other countries through

the Biosafety Clearing-House. For LMOs used for other

purposes, such as LMOs used in the laboratory, the

Protocol leaves any regulation to the discretion of the

individual country. The Protocol also does not cover

products derived from LMOs, such as processed foods

that have ingredients that came from LMOs. Although

the Protocol comprehensively covers many issues, there

are a few remaining to be addressed by the individual

Party when establishing their biosafety regulatory

regime [81].

In addition to the CPB, other relevant international

agreements exist. Under international law, countries

shall comply with all treaties to which they are parties,

provided that the provisions of these treaties are not

contradictory (principle of accumulation of interna-

tional obligations). According to the principle of
integration contained in the Rio Declaration on Envi-

ronment and Development (Principle 4) and the 2002

Plan of Implementation of the World Summit on Sus-

tainable Development (Paragraph 92), environmental

treaties and trade goals shall mutually support each

other. In fact, the various agreements and instruments

on the topic of the development and use of agro-

biotechnology are all closely interrelated and need to

be carefully considered in the decision-making process,

both individually and collectively. This regulatory and

public policy background consists of relevant interna-

tional instruments and processes, such as: the entry

into force of the CPB, the Codex Alimentarius Guide-

lines on Food Safety and Labelling of GMOs, and the

World Trade Organization (WTO) Agreements on

Sanitary and Phytosanitary Measures and Technical

Barriers to Trade. Table 1 presents a summary of the

main international instruments and processes of

relevance for biosafety.
A Comparative Analysis of Regulatory Processes

in All Study Countries

Attributes of a Modern Regulatory Biosafety System

Although the development of regulatory regimes is

essentially based on national specific practices, legal

systems, public management strategies, and local

socioeconomic considerations, national regulatory

biosafety frameworks will generally always consider

the following elements [110–112]:

● Biosafety policy, occasionally as part of a broader

biotechnology or biodiversity policy

● Regulatory policy

● A mechanism to handle requests and permits

related to LMO use, in particular, notifications

required by the CPB (i.e., an administrative system)

● A mechanism for monitoring and inspections

● A system that allows public participation and

information

According to Jaffe [113]:

" The purposes of a national biosafety regulatory system

are to scientifically assess the safety of genetically

engineered (GE) organisms to humans and the envi-

ronment, manage any potential risks, and authorize the

development and marketing of safe GE organisms and
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and processes (Taken from [88])

Agreement, declaration,
or process Content

Rio Declaration on
Environment and
Development

The precautionary principle is a fundamental instrument for the safe use of biotechnology.
This principle is contained in Principle 15, which sets forth that: “In order to protect the
environment, the precautionary approach shall be widely applied by States according to their
capabilities. Where there are threats of serious or irreversible damage, lack of full scientific
certainty shall not be used as a reason for postponing cost-effective measures to prevent
environmental degradation”.

United Nations Environment
Program – International
Technical Guidelines for
Safety in Biotechnology

Enacted in Cairo in 1995, these guidelines may assist governments, intergovernmental
organizations, private organizations, and others to strengthen capacities and exchange
biosafety information.

The guidelines are based on the following principles: (a) identification of hazards; (b) risk
assessment, taking into account the probability of any hazards arising and the potential
consequences of such hazards; and (c) risk management, applying adequate management
strategies which include developing procedures and methods to minimize risks and their
consequences, or making decisions not to proceed. Such management strategies shall be
proportional to the risk assessment results.

World Trade Organization
(WTO) Agreement

The WTO Agreement recognizes the goal of sustainable development, considering that
free trade shall protect and preserve the environment [89]. There are three WTO
Agreements which can be associated with GMOs: The Agreement on the Application of
Sanitary and Phytosanitary Measures (SPS; [90]), the Agreement on Technical Barriers to
Trade (TBT; [91]), and the Agreement on Trade-Related Aspects of Intellectual Property
Rights (TRIPS; [92]). It is also important to understand the regulations and procedures that
govern Dispute Settlement Understanding (DSU) in the WTO context [93].

Agreement on Technical
Barriers to Trade (TBT)

The TBT Agreement is relevant to biotechnological products as it applies to technical
regulations and rules, including requirements for packaging and labeling [91]. The TBT
Agreement recognizes that no country shall be prevented from taking necessary measures
to ensure the quality of its exports, the prevention of deceptive practices, and the
protection of the environment and human, animal, and plant life or health. However, such
measures shall not be taken as means of arbitrary or unjustifiable discrimination between
countries, where the same conditions prevail, or as disguised restrictions on international
trade. Furthermore, such measures must otherwise comply with the provisions of the
Agreement [91].

The Agreement on the
Application of Sanitary and
Phytosanitary Measures
(SPS)

SPS rules are summarized in the following manner [90]:
1. Members have the right to take necessary sanitary and phytosanitary measures to
protect human, animal, and plant life or health, provided that such measures are not
inconsistent with the provisions of the Agreement.
2. Any sanitary or phytosanitary measures are applied only to the extent that is necessary
to protect human, animal, and plant life or health, based on scientific principles.
Furthermore, such measures cannot be maintained in the absence of sufficient scientific
evidence of their necessity.
3. Members shall ensure that their sanitary and phytosanitarymeasures do not arbitrarily or
unjustifiably discriminate between members among whom identical or similar conditions
prevail. Moreover, sanitary and phytosanitary measures shall not be applied in a manner
that would constitute a disguised restriction on international trade.

487Commercialisation of GM Crops: Comparison of Regulatory Frameworks



Commercialisation of GM Crops: Comparison of Regulatory Frameworks. Table 1 (Continued)

Agreement, declaration,
or process Content

4. Sanitary or phytosanitary measures, which are taken in accordance with the relevant
provisions of the Agreement, are presumed to comply with the members’ obligations
under GATT 1994, which relate to the use of sanitary or phytosanitary measures, in
particular, the provisions of Article XX(b) [94].
5. In principle, members shall base their sanitary or phytosanitary measures on
international standards, guidelines, or recommendations, where these exist.
6. Sanitary or phytosanitary measures which comply with international standards,
guidelines, or recommendations are deemed necessary to protect human, animal, and
plant life or health and are presumed to be consistent with the relevant provisions of GATT
1994 [94] and the SPS Agreement [90].
7. Members may introduce or maintain sanitary or phytosanitary measures which result in
a higher level of sanitary or phytosanitary protection than the level that is required by the
relevant international standards, guidelines, or recommendations, provided that there is
a scientific justification to this heightened level of protection or that this level of protection
is determined by a member country to be appropriate according to Article 5 of the SPS
Agreement regarding risk assessment and adequate protection levels [90]. However,
measures which result in a heightened level of sanitary or phytosanitary protection need
not go against any other provisions in the Agreement.
The above-mentioned standards, guidelines, and recommendations are defined as those
established by international organizations, such as the Codex Alimentarius Commission,
the Office International des Epizooties, and the Secretariat of the International Plant
Protection Convention. As for other subjects that are not within the scope of the
aforementioned organizations, they shall be regulated by “other international
organizations” identified by the WTO Committee on Sanitary and Phytosanitary Measures
as being open to the Parties’ membership.

The Codex Alimentarius Created by the World Health Organization (WHO) and the Food and Agriculture
Organization (FAO) of the United Nations, the Codex Alimentarius (http://www.
codexalimentarius.net) is the organization which is in charge of establishing regulations
related to food safety. Codex Alimentarius standards need to ensure fair trade practices in
food trade, according to WTO rules.
The Codex Alimentarius Commission established an Ad Hoc Intergovernmental Task Force
on Food Derived from Biotechnology [95] to handle issues associated with food obtained
through biotechnological processes, particularly food used for health and nutrition
purposes. In July 2003, the Codex Alimentarius Commission held a meeting during which
three risk assessment standards for food resulting from biotechnology were approved [96].
These standards establish risk assessment principles for food derived from modern
biotechnology. The principles refer to the concept of “tracing,” which is a risk assessment
tool whose meaning is the subject of an important debate. In fact, the United States of
America consider this concept to be different from traceability and limit themselves to
following only the previous and subsequent link in the LMO movement chain. The
approved standards are the following:
– Principles for the Risk Analysis of Foods Derived from Modern Biotechnology [97]
– Guideline for the Conduct of Food Safety Assessment of Foods Derived from –
Recombinant-DNA Plants [98]
– Guideline for the Conduct of Food Safety Assessment of Foods Produced Using
Recombinant-DNA Micro-organisms [99]
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Agreement, declaration,
or process Content

In 2008, the Ad Hoc Intergovernmental Task Force on Food Derived from Biotechnology
completed a Guideline for the Conduct of Food Safety Assessment of Foods Derived from
Recombinant-DNA Animals [100]. At its 31st session, the Commission noted that the Task
Force had completed its work, one year ahead of schedule, and agreed to its dissolution
[101].
Likewise, the Codex Committee on Food Labelling is working on draft guidelines for the
Labelling of Food and Food Ingredients Obtained through Certain Techniques of Genetic
Modification/Genetic Engineering, as well as on a Draft Amendment to the General
Standard for the Labelling of Pre-packaged Foods (in order to address the issue of
genetically modified foods) [102]. Finally, in 2007, the Codex Alimentarius Commission
adopted the “Working Principles for Risk Analysis for Food Safety for Application by
Governments” that were proposed by the Codex Committee on General Principles [103].
These principles allude to the precautionary approach. For more information on Codex
activities, see www.codexalimentarius.net.

International Plant
Protection Convention
(IPPC)

The IPPC (https://www.ippc.int/) aims to prevent the international spread and introduction
of pests of plants and plant products and to promote appropriate measures for their
control. The Convention was reviewed in 1997 and entered into force in 2005 [104].
A Commission Working Group studied plant pest risks associated to LMO issues and an
international standard (ISPM No.11 pest risk analysis for quarantine pests, including
analysis of environmental risk and LMOs) [105]. This text intends to protect plants and
ecosystems from LMO-related risks. According to the text, such protection measures
should be cost effective, nondiscriminatory, and feasible and should not limit basic trade
needs.

World Organization for
Animal Health (OIE)

The World Organization for Animal Health, also known as the Office International des
Epizooties (OIE; http://www.oie.int/), is an intergovernmental organization created by the
International Agreement signed on 25 January 1924. OIE’s mission is to ensure the
transparency of animal health conditions worldwide. Member countries promise to declare
animal diseases detected on their territory. In addition, the OIE is in charge of safeguarding
international trade through the elaboration of health regulations destined to be applied to
international transboundary movements of animals and animal products. The WTO
recognizes such regulations as international reference rules.

Regional International
Organization for Plant
Protection and Animal
Health (OIRSA)

In 2000, the Regional International Organization for Plant Protection and Animal Health
(OIRSA; http://www.oirsa.org) produced a Regional Guideline on the Safety of Plant
Biotechnology [106]. In fact, the Guideline is based on the CPB and essentially regulates the
same issues as the Protocol. However, in view of its nature, the guideline also aims to
harmonize the various regional laws and practices pertaining to the issue of biosafety.

Central American
Commission for
Environment and
Development (CCAD)

The Central American Commission for Environment and Development (CCAD), which is the
environmental authority of the Central American Integration System (SICA), through its
biodiversity program and territorial legal system, prepared a Central American Protocol on
the Safety of Modern Biotechnology. A series of technical consultations was undertaken
and led to the adoption of a draft Protocol, which was then approved by the Central
American Ministries of Environment in 2002. Although the Central American Protocol is
based on the CPB, some of its provisions go beyond the scope of the CPB. In fact,
provisions regarding labeling, documentation, liability, contained use, and transit, as well
as various biosafety principles, have been included in the Central American Protocol in an
attempt to avoid the inconsistencies and ambiguities which resulted from the multilateral
negotiations that lead up to the adoption of the CPB.
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Agreement, declaration,
or process Content

The Inter-American Institute
for Cooperation in
Agriculture (IICA)

As requested by the Ministries of Agriculture in 2002, IICA, in collaboration with the OIRSA
and the Tropical Agricultural Research and Higher Education Centre (CATIE), was put in
charge of preparing a regional biosafety regulatory framework, in response to the lack of
regulations in certain countries that are receiving, or may potentially receive, requests for
field trials or trade in LMOs. A group comprising of various agencies was formed, along
with a consultative process, which led to the preparation of a Regulatory Framework Draft
for Living Modified Organisms for Agricultural and Livestock Use in Central American
Countries. This initiative intends to promote a model regulation on agricultural
biotechnology that is to be adapted by each country, according to its particular needs and
situation. There is hope that this regulation will be enacted in a similar fashion by the
various nations, thereby triggering a process of harmonization of regulatory frameworks in
the region.

Other relevant agreements
and declarations

– CGRFA draft Code of Conduct on Biotechnology [107]
– United Nations Model Regulations on the Transport of Dangerous Goods (UN
Recommendations) [108]
– The Aarhus Convention on Access to Information, Public Participation in Decision-
making and Access to Justice in Environmental Matters, which contains specific guidelines
on public participation in LMO-related decision-making processes [109]. The Convention
entered into force in 2001. Although it was enacted by the United Nations Economic
Commission for Europe, the convention is open to other nations. The Convention was
amended in 2005 in order to set out more precise provisions on the deliberate release of
genetically modified organisms, but the amendment has not yet entered into force. The
amendment will enter into force once it has been ratified by at least three-quarters of the
Parties. In September 2007, the amendment had only been ratified by four countries. The
third meeting of the Parties was held in Riga, Latvia, on 11–13 June 2008. The meeting
adopted the Riga Declaration and a strategic plan for the Convention, resolved the issue of
how to calculate ratification of amendments, and renewed the mandates of task forces
dealing with access to justice, electronic information tools, and public participation in
international forums.
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their products. To develop such a regulatory system,

a government can use existing laws or develop new

laws. Any national biosafety regulatory system that is

proposed, however, must be functional, protective,

and also comply with international trade standards

that are evolving in recognition of the growing impor-

tance of GE organisms in world affairs.

A national biosafety regulatory system is a regula-

tory regime responsible for assessing and managing the

full range of potential risks that might be posed by

a GMO and its products. It addresses potential risks

to the environment and biological diversity as well as

any food/feed risks or other safety-related issues involv-

ing GMOs (e.g., worker health, drug safety, etc.).
A protective biosafety regulatory system ensures that

any risks from GMOs are managed and allows safe

GMOs to be developed, marketed, and utilized for

their intended purpose. Such a system, however, must

also be functional, which means that it should be

understandable, workable, equitable, fair, adaptive,

and enforceable [114].

Existing biosafety regulatory systems from around

the world reflect, among other things, the type of

government in the country, the politics of the country,

the country’s view on the relative safety of GMOs, and

the country’s regulation of food, agriculture, and envi-

ronmental issues. Establishing those systems required

balancing numerous goals and trading off different

interests. Through an analysis and comparison of
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different existing biosafety regulatory systems, how-

ever, one can identify key characteristics and compo-

nents that are generally important to a functional and

protective biosafety regulatory system [113]. Incorpo-

rating each of those characteristics and components in

a functional and protective biosafety regulatory system

involves problem solving because there can be tensions

between the different characteristics.

Jaffe [113] indicates the following attributes of

a system:

● Comprehensive.

● Adequate legal authority to subject each GMO to

a food-safety and environmental risk assessment

approval.

● A clear safety standard.

● Proportionate risk-based reviews.

● Transparent and understandable.

● Participatory.

● Post-approval oversight. A biosafety regulatory

system does not stop its oversight once a GMO

has been approved for a confined field trial or for

a commercial release.

● Flexible and adaptable.

● Efficient, workable, and fair.

Decision-makers are facing an important challenge

because biotechnology and biosafety fields are ever

evolving at a dramatic pace. In this context, overly

precise and detailed regulatory frameworks can easily

become obsolete in a short period of time. In order to

avoid forever having to enact new legislation and pol-

icies, it is preferable to develop a regulatory framework

that takes on the form of a general guide, thus regulat-

ing more specific biosafety aspects by way of by-laws

and other regulations. In fact, this alternative allows

more efficient regulation of future situations but has

the effect of conferring the power of regulating specific

aspects of biotechnology to the executive branch of

government and other administrative institutions,

instead of to the Parliament [115].
General Comments on Evolution of Biosafety

Regulatory Systems

The nature of GM crop regulations around the world

has as much to do with social and political values as

with concerns about health and safety. Consumers’
growing awareness of their rights and farmers’ increas-

ing fear of dependence on multinational companies are

symptoms of a deeper concern about values and prior-

ities, the type of environment that people want, the role

of biodiversity, their tolerance to risk, and the price that

people are prepared to pay for regulation. Therefore,

the regulations in the study countries were formed, or

amended, during this period of heightened public

awareness and are a reflection of how the various gov-

ernments have attempted, or not, to address these

concerns. A comprehensive discussion of regulatory

requirements for GM crops at the national and inter-

national levels is a broader topic than can be covered

here, and previous studies have addressed them in

detail [5, 116].

In general terms of regulatory systems, several

approaches have been considered worldwide with

respect to the safe use of modern biotechnology:

(a) certain countries decided to apply preexistent

plant or animal health regulations to GMO-related

issues or to incorporate biosafety provisions into

plant and animal health protection laws; (b) other

countries decided to adopt specific biosafety regula-

tions that need to be enacted by the Parliament, the

executive power (through agreements or resolutions),

or public sector institutions; (c) certain countries

decided to mention biosafety in their environmental

regulations; (d) some countries decided to apply seeds,

pest control, and plant or animal regulations to mod-

ern biotechnology, enacting but a few coordination

rules and specific provisions associated to biosafety.

The original trend of agricultural biosafety regula-

tions focusing on transgenic plants continues to exist in

some countries but is in the process of being replaced

by a broader focus that comprises biosafety regulation

of animals, microorganisms, fish, and forest species.

This progressive expansion of biosafety toward new

areas results from the need to regulate research and

eventual trade of other types of organisms created

through genetic engineering. The CPB, whose scope

extends beyond the issue of plants, and the subsequently

developed regulatory frameworks implementing its

provisions, brought on a gradual increase in the

number and variety of organisms and activities being

regulated. In addition, health authorities have

increased participation in biosafety advisory commis-

sions and committees.
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In view of the complexity of biosafety issues, par-

ticularly issues of risk assessment and risk manage-

ment, and several other issues associated to the

introduction of GMOs into the environment, almost

all of the countries have established a committee or

a national commission to assist decision-makers in

the development of biosafety regulations. The compo-

sition of these committees and commissions varies

considerably in the region, mainly with respect to the

inclusion of the productive sector, consumers, and

non-governmental organizations. However, the trend

points toward the inclusion of these organizations,

even though such an inclusion can potentially lead to

conflicts of interest. Currently, these committees or

commissions are for the most part directly connected

to the regulatory authorities in place. Nevertheless,

independent national commissions (commissions that

are not connected to the regulatory authorities) were

created in some countries and were assigned political

and coordinative functions, leaving the issue of

technical recommendations to be dealt with by other

sector-based authorities established by each country’s

competent Ministry or Secretariat.

The entry into force of the CPB had the effect of

introducing the Ministries of Environment to the bio-

safety debate. For the reasons mentioned in the previ-

ous paragraph, the Ministries of Agriculture have

traditionally been the authorities involved in the deci-

sion-making process regarding GMOs. Gradually,

environmental authorities started demanding and

assuming an active role in the regulation of GMOs in

view of their mandate to protect the environment. This

trend has been strengthened by the incorporation of

biosafety provisions into environmental laws and

regulations. In some cases, GMOs are even subject to

environmental impact assessments (at least based on

a literal interpretation of the pertinent legal provisions).

Comparison of Approval Systems

In Asia, the only major GM crops approved for com-

mercial release are Bt cotton, which is grown commer-

cially in China, India, and Indonesia, and GM corn

recently approved in the Philippines. To date, no

Asian government has given official permission to

plant GM soybeans or rice.

In the context of GM crops, the concept of “bio-

safety” is, in principle, a broad one, covering three
areas: the health safety of humans and livestock, the

safety of the environment (i.e., ecology and biodiver-

sity), and socioeconomic safety (i.e., the economic and

social impact on farmers, consumers, and different

social classes, as well as on trade and economy in

general) [44]. While the biosafety regulations in force

in industrialized countries (e.g., Canada, the European

Union, and the USA) address only the health and

environmental risks and exclude socioeconomic con-

siderations, the regulations in developing countries

(e.g., India, Argentina, SA, and the Philippines) tend

to include all three areas.

Countries have responded differently to the oppor-

tunities presented by GM crops and the potential risks

associated with them (Table 2). The composition of the

“trade off” between potential benefits and risks in each

case depends upon whether a government adopts

a permissive, precautionary, or prohibitive policy

approach to GM crops. Three basic conditions may

thus trigger application of protective measures: uncer-

tainty, risk, and lack of proof of direct causal link [5].

As major agricultural exporters, Argentina, Canada,

and the USA have each adopted a permissive attitude

very early on, widely authorizing most GM products

for production and consumption, thereby benefiting

from lower production costs and greater export profits.

Regulators in India, Europe, and the Philippines, on the

other hand, have taken amore cautious approach based

on guaranteeing a very low level of risk to human

health and the environment. They have therefore

imposed strict control measures on approval and mar-

keting of GMOs and GM products [5]. While China

had initially moved quickly on the approval of GM

crops for environmental and commercial releases, the

approval process has slowed considerably since 2000,

and strict regulations have been implemented for GMO

imports [15].

Further differences are obvious. Process-based reg-

ulation is the rule in almost all countries that have

developed national biosafety regulatory systems. Even

in countries employing a product-focused RA process,

the scope of regulatory oversight is defined by the

process of genetic modification. Canada is the only

country in which regulatory oversight is triggered

solely by the novelty of the trait(s) expressed by plants,

irrespective of the means by which the novel traits were

introduced – an approach that is most consistent with



Commercialisation of GM Crops: Comparison of Regulatory Frameworks. Table 2 Main characteristics of

commercialization approval systems in study countries

Country/region

Element of approval system Argentina Canada China Europe India Philippines S. Africa USA

Biosafety/GMO-specific law/
act

X X X ✓ X X ✓ X

Regulatory trigger: process (A)
or product (B)

B Ba B A A A A B

Responsible ministry or
government department:
agriculture (A), environment
(E), or health (H)

A A,H A A or Eb E A A, Ec

ERA committee composition:
academia (A), commercial (C),
government (G), or public (P)
representatives

A,C, G,P G A,G A G A,G A,G G

Obligatory domestic field
testing

✓ Xd ✓ Xd ✓ ✓e

Obligatory prior approval in
export country

X ✓ X ✓ ✓

Compulsory compliance with
food-safety requirements

✓ ✓ ✓ ✓ ✓ ✓ ✓ Xf

Socioeconomic impacts
considered

✓ X Xg X ✓ ✓ X

Compulsory variety
registration

✓ ✓ ✓ ✓

Mandatory post-market
monitoringh

X ✓ ✓ X

Time- or spatially restricted
authorization

✓ ✓ ✓ X

Public consultation (days) 30 30i 60 30 ✓

aIn contrast to all other countries, Canada relies on the concept of novelty to trigger regulatory oversight and has declared that all plants

derived through genetic modification are considered novel
bThe European Commission sends its draft approval to the Council of Ministers (agricultural or environmental ministers), which has three

months to reject or adopt it. If they do not act within this time, the Commission may adopt its own decision and authorize the new GM

product
cFor those GM plants producing their own pesticide, the evaluation is coordinated between APHIS and the USEPA
dWhere data from field studies on other continents are supplied, the applicant should submit a reasoned argument that the data is

applicable to domestic conditions
eFor local applications only, not for applications for import
fDevelopers of GM crops engage in a voluntary, but recommended, consultation process with the USFDA (voluntary pre-market review).

This process is currently under review
gTaking socioeconomic considerations into account during the risk assessment process is not legally required in China [30]
h✓ – Mandatory requirement for approved post-marketingmonitoring plans and reporting. X – No specific approval requirement, but the

developer is expected to monitor for existing and emerging risks that may be associated with its product and notify the regulatory

authorities whenever new information is uncovered
iThirty-day time period is provided for public consultation after the formal approval
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the scientific principle that the risks associated with

GM crops are not inherently different than those

posed by more conventional crops [117, 118]. Indeed,

the US National Research Council has explicitly

recommended using objective compositional changes,

not breeding method, as the basis for regulatory scru-

tiny and even then, only “when warranted” [119].

India, Argentina, Canada, most EU countries, and

South Africa have all used non-statutory guidelines to

manage the environmental impact of GM crops before

promulgating new acts or regulations. There is no

evidence that this approach has ever compromised

environmental safety. India is the exception among

the study countries in locating its biosafety decision-

making authority solely within the ministry responsible

for the environment, while the Ministry of Agriculture

predominates among the remaining study countries.

As a rule, environment ministries have a more

precautious or preventative approach to introducing

new technologies, as compared to those with the

responsibility for agriculture. Different structural

approaches are used to secure the necessary scientific

advice for the decision-making process. The EU has

implemented a system of expert advisory committees,

while others, such as India, Canada, and the USA, rely

primarily on scientists and professionals working

within government departments and agencies. Other

countries, e.g., Argentina, China, and South Africa,

have a combination of both. Only India and the EU

mandate post-market monitoring in attempts to gauge

the impacts of the introduction of GM crops over

the long-term as well as larger spatial scales. Other

countries may address this indirectly by authorizing

time-limited or geographically limited introductions

(e.g., Canada), whereas the USA does neither.
Conclusion and Future Directions

Governments have an important role in ensuring that

novel foods are safe for human consumption and that

novel agricultural inputs do not cause major negative

impacts on the environment and long-term agricul-

tural production. The adoption of biosafety regulatory

frameworks is a challenging task since decision-

makers are faced with numerous difficulties, such as

ever-evolving technology, which can quickly render

specific regulations obsolete. Countries and policy-
makers are responding to these various problems with

different legislative and policy-based strategies. As seen

above, most countries, with the notable exception of

the USA, consider GM crops to be novel foods, regard-

less of the characteristics of their final product. Hence,

new laws and institutions to regulate potential bio-

safety and food-safety issues have and continue to be

established, requiring that GM products be approved

before they may be grown in, consumed in, or

imported into a country. Concurrently, public opinion

in many parts of the world still regards the use of GM

crops as controversial. Concerns about new risks have

led biosafety, food-safety, and labeling regulations to

become complex and costly, with no tiered mecha-

nisms in place to regulate the various and different

GMOs based upon the level of risk presented and the

amount of regulatory experience gained with similar

products. As a result, regulation has evolved which

implicitly assumes that all GMOs have the ability to

present the same (high) risk unless proven otherwise,

requiring the over-production of data of questionable

value to decision-making. This regulatory position has

become a real threat to the future development of GM

crops in the non-corporate and public sectors, espe-

cially for those subsistence crops involving tolerance to

abiotic stress and higher nutrient contents being spe-

cifically developed for the benefit of farmers and con-

sumers in the developing world. Should regulatory

safety standards be set to an impossibly high threshold

(e.g., at zero risk), these GM crops are unlikely to be

approved in those countries who stand to gain most

from their potential benefits.

The requirements of setting up effective and effi-

cient regulations and legislative systems pertaining to

products of rDNA technology inevitably involve addi-

tional costs, e.g., the development and maintenance of

institutions, procedures, and management tools, costs

which many developing countries cannot afford. Even

should developing countries decide to form their reg-

ulatory frameworks by adapting regulatory guidance

already implemented elsewhere, cost sharing still

carries a financial burden. Once a system is in place,

other relevant costs include the cost of compliance with

biosafety regulations and risk management conditions,

as well as the economic, environmental, and health

costs related to delayed access to new technologies

and products and their associated benefits. The variety
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and disparity of potential frameworks call for a nor-

malization of information requirements and, wherever

synergies and cooperation mechanisms are promoted,

a harmonization of the scientific and technical aspects

of regulatory oversight at the national and subregional

level. As such, an expanded use of internationally

accepted consensus can promote the acceptance of

regional approaches to regulation. Examples include

OECD documents on scientific aspects of risk assess-

ment, as well as guidelines issued by international stan-

dard-setting bodies such as the International Plant

Protection Convention and the Codex Alimentarius.

Programs that create networks on regional and subre-

gional levels may also facilitate the acquisition and dis-

semination of biosafety expertise at reduced costs.

Providing useful, relevant information is a worthwhile

task, but it can also prove expensive to provide training

on how best to utilize such information in decision-

making. It is therefore imperative that external funding

streams continue to be directed toward supporting the

establishment of effective regulatory systems in develop-

ing countries that respond to national needs and poli-

cies, until such time that they become self-sustainable.

Disclaimer

Opinions and views expressed in this chapter are

strictly those of the authors and may not necessarily

represent those of the organizations where the authors

are currently employed.
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Glossary

Association mapping Association mapping is a high-

resolution method for mapping quantitative trait

loci (QTLs) or gene(s) for traits of interest based on

linkage disequilibrium (LD) and holds great prom-

ise for the dissection of complex genetic traits.

Back cross (BC) Back cross is a cross of the F1 with

either of the parental genotype and the resultant

progeny is called BC1. The progeny of the cross

between BC1 and the recurrent parent is called

as BC2.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Gene pyramiding Gene pyramiding is a process of

accumulating the favorable genes/alleles from dif-

ferent genotypes into an elite/commercial cultivar.

Gene pyramiding is often performed through

marker-assisted selection (MAS).

Genome-wide selection or genomic selection (GS)

Genome-wide selection or genomic selection is

a concept for accelerating genetic gain especially

for complex traits in elite genotypes by utilizing

genomic information and estimating their breeding

values in breeding strategies. GS is becoming very

popular over marker-assisted selection that was

focused on few individual genes or few QTLs to

improve genotypes, especially when recent

advances in genomic technologies have drastically

reduced the cost on marker genotyping.

Genomics-assisted breeding (GAB) Genomics-

assisted breeding is a holistic approach, where

genomics technologies including molecular

markers, trasncriptomics, metabolomics, proteo-

mics, bioinformatics, and phenomics are integrated

with conventional breeding strategies for breeding

crop plants resistant/tolerant to biotic and abiotic

stresses or improved for quality and yield.

Haplotype Haplotype is a set of alleles of closely linked

loci on a chromosome that tend to be inherited

together.

Linkage disequilibrium (LD) Linkage disequilibrium

is a nonrandom association of alleles at different

loci, describing the condition with non-equal

(increased or reduced) frequency of the haplotypes

in a population at random combination of alleles at

different loci. LD is not the same as linkage,

although tight linkage may generate high levels of

LD between alleles.

Marker-assisted selection (MAS) Marker-assisted

selection is a process of indirect selection for

improving the traits of interest by employing mor-

phological, biochemical, or DNA-based markers.

DNA-based markers/molecular markers, in the

recent past, were proven to be the markers of choice

for MAS.

Narrow genetic base Narrow genetic base does fre-

quently exists in modern crop cultivars or breeding

lines due to the continuous use of small number of

elite genotypes in breeding programs. In fact, it is
4-5797-8,
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a serious obstacle to sustain and improve crop

productivity due to rapid vulnerability of geneti-

cally uniform cultivars to emerging biotic and

abiotic stresses.

Next-generation sequencing (NGS) technologies

Next-generation sequencing (NGS) technologies

include various novel sequencing technologies for

example 454/FLX (Roche Inc.), ABI SOLiD

(Applied Biosystems), Solexa (Illumina Inc.), etc.,

that have surpassed traditional Sanger sequencing

in through-put and in cost-effectiveness for gener-

ating large-scale sequence data.

Polygenes Polygenes are a group of non-allelic genes,

each having a small quantitative effect, that together

produce a wide range of phenotypic variation.

Quantitative trait loci (QTLs) Quantitative trait loci

are the loci or regions in the genome that contribute

towards conferring tolerance to abiotic stresses

(e.g., drought, salinity) or resistance to biotic

stresses (e.g., fungal, bacterial, viral diseases) or

improving agronomic traits (e.g., yield, quality)

which are generally controlled by polygenes and

greatly depend on gene � environmental (G � E)

interactions.

Sustainable agriculture Sustainable agriculture refers

to efficient agricultural production while

maintaining the environment, farm profitability,

and prosperity of farming communities.

Sustainable development Sustainable development is

defined as balancing the fulfillment of human needs

with the protection of the environment so that

these needs can be met not only at the present

time, but also in the future.
Definition of the Subject

There has been significant improvement in production

and productivity of important cereal crops globally

as a consequence of the “Green Revolution” and

other initiatives [1]. However, today the stage has

reached that the available traditional methods of crop

improvement are not sufficient to provide enough and

staple food grains to the constantly growing world

population [2]. This situation is projected to be worse

by the year 2050, especially in context of climate change

[3]. In other words, the conventional plant breeding
practices may not be able to achieve the sustainability

in today’s agriculture.

It is under such circumstances that advances in

plant genomics research are opening up a new era in

plant breeding, where the linkage of genes to specific

traits will lead to more efficient and predictable breed-

ing programs in future. Several initiatives have been

started towards use of genomics technologies in num-

ber of crop plants to ensure the sustainable production

of healthy and safe crops and the results are encourag-

ing. It is therefore expected that the genomics will be

the integral part of the agricultural/plant breeding

practices in future for improving crop productivity

leading to achieve food security and sustainable

production.
Introduction and Importance of Sustainable

Agriculture

The goal of agricultural science is to increase crop

productivity coupled with the quality of the products,

and maintain the environment [1]. Food security is

a growing concern worldwide, and more than 1 billion

people are estimated to lack sufficient dietary energy

availability [2]. The issue of “food security” has become

so important that prominent scientific journals,

including Science, have also published a special issue

on this subject recently (February 12, 2010 issue). With

the current rate of growth, the global population is

likely to plateau at some 9 billion people by roughly

the middle of this century [3]. With this ever-

increasing human population and amidst the fear of

shrinking resources in terms of cultivable area, irriga-

tion resources, newly emerging insect pests, stagnated

yields, etc., it has become difficult to maintain agricul-

tural sustainability. In order to make today’s agricul-

ture sustainable, it is necessary that plant breeders

adopt innovative technologies that can increase

the efficiency of selection with more precision [4].

Under such circumstances, molecular approaches

including modern genomics and genetic engineering

technologies have emerged as powerful tools to assure

rapid and precise selection for the trait(s) of interest.

Maintaining effective and environmentally friendly

agricultural practices is a necessary prerequisite for

maintaining sustainability.
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Plant genomics is a rapidly developing field, which

is radically improving our understanding of plant biol-

ogy by making available novel tools for the improve-

ment of plant properties relevant to sustainable

agricultural production. Recent advances in high-

throughput genomics technologies, including that of

next-generation sequencing and high-throughput

genotyping, have helped immensely in understanding

the functions and regulation of genes in crop plants [5].

The ever-increasing availability of genome sequences in

crop plants have facilitated greatly the development of

genomic resources that will allow us to address biolog-

ical functions and a number of basic processes relevant

to crop production leading to sustainable agriculture.

One of the myths linked to sustainable agriculture

means going back to past techniques/farm practices,

which were followed by our ancestors. In fact, sustain-

able agriculture can be achieved by combining some of

the wisdom of past practices with careful use of current

technology, including the vast array of information

technologies now available. Sustainable agriculture is

a key element of sustainable development and is essen-

tial to the future well-being of the human race and the

planet. A compelling need exists for restorative and

sustainable agriculture to help address the pressing

trends of population, climate, energy, water, soil, and

food. Sustainable agriculture needs to be economically

viable, environmentally sound, and socially acceptable.

In other words, it is a system of agricultural production

that, over the long term, will: (1) satisfy human food,

feed, and fiber needs; (2) enhance the environmental

quality and the natural resource base upon which the

agricultural economy depends; (3) make the most effi-

cient use of available technologies, nonrenewable

resources, and on-farm resources, and integrate,

where appropriate, natural biological cycles and con-

trols; (4) sustain the economic viability of farm opera-

tions; and (5) enhance the quality of life for farmers

and society as a whole.

There are various components of sustainable agri-

culture, which include technological interventions, and

environmental and socio-economic factors. As the fac-

tors related to socio-economics and environments have

been discussed in a number of reviews earlier, in this

article, we focus on the interventions of plant genomics

technologies in crop breeding.
Contribution of Plant Genomics Technologies

to Crop Breeding

Plant genomics technologies have contributed

immensely in today’s agriculture which has led to

better understanding of how plants function, and

how they respond to the environment. This has also

helped in achieving targeted objectives in breeding pro-

grams to improve the performance and productivity of

crops. The DNA-based molecular markers have facili-

tated smarter and knowledge-based breeding, by

enabling early-generation selection for key traits, thus

reducing the need for extensive field selection. Besides

this, the molecular tools can effectively be used for the

characterization, conservation, and use of genetic

resources.

Recent advances made in the area of molecular

biology and bioinformatics offer substantial opportu-

nities for enhancing the effectiveness of classical plant

breeding programs. These tools can be integrated into

breeding work in order to analyze efficiently high num-

bers of crosses at the early seedling stage. This approach

is known as “genomics-assisted breeding” [6]. Through

this approach, both the phenotype and the genotype of

new varieties can be analyzed and the performance of

new specific introgressed traits can be predicted. The

goals of the integration of these technologies in classical

breeding are to create genotype-to-phenotype trait

knowledge for breeding objectives and to use this

knowledge in product development and deployment

for the resource poor farmer.

For successful utilization of genomics-assisted

breeding approach in a crop, availability of basic

molecular tools, such as molecular markers, genetic

maps, etc., is a prerequisite. Amongmolecular markers,

though a variety of molecular markers such as restric-

tion fragment length polymorphism (RFLP), randomly

amplified polymorphic DNA (RAPD), microsatellite

or simple sequence repeat (SSR), amplified fragment

length polymorphism (AFLP), and single nucleotide

polymorphism (SNP) markers have been developed

in a range of crops, SSR and SNPmarkers have emerged

as the markers of choice [7, 8]. Because of advent of

NGS technologies [5] and high-throughput

genotyping platforms, SNP marker system and array-

based genotyping platforms are becoming more
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popular [9, 10]. An overview on availability of genomic

resources in some selected important crop species is

shown in Table 1. It is evident that cereal crops, espe-

cially rice, maize, wheat, barley, etc., are on top in terms

of availability of genomic resources (see [11]). Genome

sequences have already become available for several

crop species, including rice (http://rgp.dna.affrc.go.jp/

IRGSP/), sorghum [12], and maize (http://gbrowse.

maizegdb.org/cgi-bin/gbrowse/maize/). Recent invest-

ments coupled with advances in genomics technologies

have contributed towards developing a good resource

of genomics tools in legumes as well [13, 14].

Some Modern Breeding Approaches

The availability of genomic resources in almost all

important crops combined with information on

pedigrees as well as optimized methods of precise

phenotyping make it possible to undertake genomics-

assisted breeding approaches for crop improvement.

In fact, some molecular breeding approaches like

advanced backcross QTL (AB-QTL) analysis and

marker-assisted selection (MAS) have been successfully

employed in several crops, leading to improved culti-

vars, some other approaches such as marker-assisted

recurrent selection (MARS) or genomics selection (GS)

are being used in several crops [15, 16].

Marker-Assisted Selection (MAS)

There are three major steps involved inMAS: (1) identi-

fication of molecular marker(s) associated with trait(s)

of interest to breeders, (2) validation of identified

marker(s) in the genetic background of the targeted

genotypes to be improved, and (3) marker-assisted

backcrossing (MABC) to transfer the QTL/gene from

the donor genotype into the targeted genotype. In

context of marker-trait association, linkage mapping

has been extensively used for identifying the markers

associated with a trait of interest in a range of crops

including cereals, legumes, horticultural crops,

etc. These studies have been reviewed in detail in sev-

eral reviews [14, 17] and books [18]. Although hun-

dreds of studies have been undertaken, only a few

studies were taken further to marker validation and

MABC. This may be attributed to (1) identification of

few markers associated with small-effect QTLs,

(2) non-validation of markers in elite genotypes, and
(3) slow adoption of markers by breeders in their

breeding programs. Recent advances in association

genetics, however, offer opportunities to overcome

the first two constraints.

Association mapping (AM) is considered an alter-

native strategy to linkage mapping for identifying

marker-trait associations and has been used extensively

in human and animal systems. AM has a number of

advantages over linkage mapping, including the poten-

tial for increased QTL resolution and an increased sam-

pling of molecular variation (for reviews see [19, 20]).

AM involves studying a natural population rather than

the offspring of crosses, and associations in natural

populations are typically on a much finer scale because

they reflect historical recombination events. Several

examples on marker-trait association using AM are

available [21]; however, there is a need for optimization

of more advanced analytical tools in the area of associ-

ation genetics [22]. It is anticipated that because of

reduction in costs on marker genotyping [10], AM

will be extensively used for trait mapping in the future.

Once the markers associated with a trait of interest

are identified through linkage mapping or AM, the next

step is to use these markers in the breeding programs.

In this context, the selection of one or a few genes

(QTLs) through molecular markers using backcrossing

is a very efficient technique [23, 24]. Important advan-

tages of MAS are that it can be effectively utilized for

traits with low heritability; for gene pyramiding, selec-

tion can be made at seedling stage; and, above all, there

are no issues involving GE crops [25]. Although use of

markers in breeding programs through MABC is

a common practice in the private sector [26], MAS is

in routine use in wheat and barley breeding programs

in Australia [8, 27–29] and USA (www.maswheat.

ucdavis.edu; http://barleycap.cfans.umn.edu/). Never-

theless, there are several success stories in many crops

including wheat, rice, barley, maize, soybean, etc., where

MAS has successfully been utilized to develop superior

lines/varieties/hybrids for improving quality, resistance to

diseases or tolerance to abiotic stresses. For example,

Gupta et al. [17] has recently summarized success stories

of molecular breeding in wheat.

A widely discussed success story of molecular

breeding is the introgression of the FR13A Sub1 locus

conferring resistance against submergence in an Asian

rice cultivar, Swarna [30, 31] that can confer tolerance

http://rgp.dna.affrc.go.jp/IRGSP/
http://rgp.dna.affrc.go.jp/IRGSP/
http://gbrowse.maizegdb.org/cgi-bin/gbrowse/maize/
http://gbrowse.maizegdb.org/cgi-bin/gbrowse/maize/
http://www.maswheat.ucdavis.edu
http://www.maswheat.ucdavis.edu
http://barleycap.cfans.umn.edu/
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cereals and legumes

Crop plant
Molecular markers
(SSRs and SNPs)

Molecular maps (Genetic/QTL map/
comparative/physical maps)

Transcript data and
expression profiling

Genome
sequence
data

Rice ++++a ++++b,c ++++d ++++e

Maize ++++f ++++b,g,h ++++d ++++i

Wheat +++j +++b,k,l +++d ++m

Sorghum +++n ++++b,o +++d ++++p

Barley +++q +++r +++d,s +++t

Soybean ++++u,v +++w,x,y +++z ++++aa

Groundnut ++bb +cc +z

Cowpea +++bb ++cc +z

Common
bean

++bb ++cc +z

Chickpea +++bb ++cc +z

Pigeonpea +++bb

+, Very few; ++, Few; +++, Moderate; ++++, Abundant
ahttp://www.gramene.org/markers/index.html
bhttp://www.gramene.org/cmap/
chttp://www.gramene.org/db/qtl/qtl_display?query=&search_field=&species=Oryza+sativa&submit=Submit
dhttp://www.ncbi.nlm.nih.gov/dbEST/dbEST_summary.html; http://compbio.dfci.harvard.edu/tgi/plant.html
ehttp://www.gramene.org/Oryza_sativa/Info/Index
fhttp://www.maizegdb.org/probe.php
ghttp://www.maizegdb.org/map.php
hhttp://www.gramene.org/db/qtl/qtl_display?query=*&search_field=trait_name&species=Zea+mays+subsp.+mays&submit=Submit
ihttp://www.maizesequence.org/Zea_mays/Info/Index
jhttp://wheat.pw.usda.gov/cgi-bin/graingenes/browse.cgi?class=marker
khttp://wheat.pw.usda.gov/GG2/maps.shtml#wheat
lhttp://wheat.pw.usda.gov/cgi-bin/graingenes/quickquery.cgi?query=qtls&arg1=*
mhttp://wheat.pw.usda.gov/cgi-bin/graingenes/search.cgi?class=sequence
nhttp://www.gramene.org/db/markers/marker_view?

marker_name=*&marker_type_id=&taxonomy=sorghum&action=marker_search&x=0&y=0
ohttp://www.gramene.org/db/cmap/map_set_info?species_acc=sorghum&map_type_acc=-1
pPaterson et al. [12]
qhttp://wheat.pw.usda.gov/GG2/Barley/
rhttp://wheat.pw.usda.gov/GG2/maps.shtml#barley
shttp://wheat.pw.usda.gov/cgi-bin/graingenes/browse.cgi?class=sequence&query=barley1_*
thttp://www.public.iastate.edu/�imagefpc/IBSC%20Webpage/IBSC%20Template-home.html
uhttp://soybeanbreederstoolbox.org/
vhttp://soybase.org/BARCSOYSSR/index.php
whttp://lis.comparative-legumes.org/cgi-bin/cmap/viewer?changeMenu=1
xhttp://soybeanbreederstoolbox.org/search/search_results.php?category=QTLName&search_term=
yhttp://soybeanphysicalmap.org/
zhttp://lis.comparative-legumes.org/lis/lis_summary.html?page_type=transcript
aahttp://www.phytozome.net/cgi-bin/gbrowse/soybean/?name=Gm09
bbSee Varshney et al. [13]
ccSee Varshney et al. [14] marker assisted recurrent selection (MARS) or genomic selection (GS) are being used in several crops [15, 16].
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http://www.public.iastate.edu/sim;imagefpc/IBSC%20Webpage/IBSC%20Template-home.html
http://www.public.iastate.edu/sim;imagefpc/IBSC%20Webpage/IBSC%20Template-home.html
http://soybeanbreederstoolbox.org/
http://soybase.org/BARCSOYSSR/index.php
http://lis.comparative-legumes.org/cgi-bin/cmap/viewer?changeMenu=1
http://soybeanbreederstoolbox.org/search/search_results.php?category=QTLNamesearch_term=
http://soybeanphysicalmap.org/
http://lis.comparative-legumes.org/lis/lis_summary.html?page_type=transcript
http://www.phytozome.net/cgi-bin/gbrowse/soybean/?name=Gm09
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up to 2 weeks of complete submergence. This has

offered great relief to the large number of Asian farmers

whose rice land is located in deltas and low-lying areas

that are at risk from flooding during the monsoon

season every year. Some selected examples of molecular

breeding in rice and wheat (adopted from [17]) are

summarized in Table 2.
Advanced Backcross QTL (AB-QTL) Analysis

Although MAS has been quite successful, it has always

been a difficult task to tackle linkage drag, especially

when a QTL or a gene is to be introgressed from wild/

exotic species. Furthermore, inMAS, QTL/gene discov-

ery and variety development are two separate processes.

To deal with this problem and to harness the potential

of the wild/unadapted germplasm in breeding pro-

grams, a new approach referred as advanced backcross

QTL (AB-QTL) analysis was proposed by Tanksley and

Nelson [32]. AB-QTL aims at simultaneous detection

and transfer of useful QTLs from the wild/unadapted

relatives to a popular cultivar for improvement of

a trait. In this context, a superior cultivar/variety is

crossed with a wild species leading to the production

of a backcross population (BC2, BC3), and molecular

markers are used to monitor the transfer of QTLs by

conventional backcrossing. The advanced backcross

approach has already been successfully utilized in dif-

ferent crops, including tomato [59], rice [60, 61], bar-

ley [62], and wheat [63]. It is anticipated that the use of

AB-QTL will be accelerated in a range of crops for

improving important traits such as disease resistance

as well as yield traits.
Marker-Assisted Recurrent Selection (MARS)

In the majority of traits of interest, quantitative varia-

tion is controlled by many QTLs, each with minor

effect. Moreover, minor QTLs show an inconsistent

QTL effect in different environments and over different

seasons. Even when the effect of these minor QTLs is

consistent, their introgression into the desired geno-

type through MABC becomes extremely difficult as

a larger number of progenies are required to select

appropriate lines. In such cases, MARS has been pro-

posed for pyramiding of superior alleles at different

loci/QTLs in a single genotype [64, 65].
It was demonstrated in recent studies that the

response of MARS is larger when prior knowledge of

theQTLs exists and the response decreases as the knowl-

edge of the number of minor QTL associated with the

trait decreases [66]. In sweet corn,MARSwas employed

to fix six marker loci in two different F2 populations

which showed an increase in the frequency of marker

allele from 0.50 to 0.80 [64]. Similarly, in a separate

study, enrichment of rust resistance gene (Lr34/Yr18)

with an increase in frequency from 0.25 to 0.60 was

reported in wheat BC1 through MARS [28]. MARS can

be utilized effectively for selection of traits associated

with multiple QTLs by increasing the frequency of

favorable QTLs or marker alleles. Several companies

are using MARS in their maize, soybean, etc., breeding

programs [66, 67]. Recently, some institutes like Interna-

tional Crops Research Institute for the Semi-Arid Tropics

(ICRISAT), the French Centre for International Agricul-

tural Research (CIRAD), and the University of California-

Riverside, USA, have also initiated MARS programs in

chickpea (PMGaur, personal communication 2010), sor-

ghum (J-F Rami, personal communication 2010), cowpea

(J Ehlers, personal communication 2010), etc., for

pyramiding favorable drought-tolerant alleles.
Genome-Wide or Genomic Selection (GS)

Although MAS has been practiced for the improve-

ment of quantitative traits, it has its own limitations.

Therefore, in addition to MARS, Genomic Selection

can be used to pyramid favorable alleles for minor

effect QTLs at the whole genome level [68, 69]. Geno-

mic selection predicts the breeding values of lines in

a population by analyzing their phenotypes and high-

density marker scores. A key to the success of GS is that,

unlike MABC or MARS, it calculates the marker effects

across the entire genome that explains the entire pheno-

typic variation. In simple terms, genome-wide selection

refers to marker-based selection without significance

testing and without identifying of a subset of markers

associated with the trait [68]. The genome-wide marker

data (marker loci or haplotypes) available or generated

on the progeny lines, therefore, are used to calculate

genomic estimated breeding values (GEBV) as the sum

of the effects of all QTLs across the genome, thereby

potentially exploiting all the genetic variance for a trait

[68, 69]. The GEBVs are calculated for every individual
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or varieties developed through marker-assisted introgression of important genes/QTLs in rice and wheat

Crop
Genes/QTL
introgressed Function

Variety
developed/
released Reference

Rice GBSS Unique cooking and processing
quality traits including amylose
content

Cadet and
Jacinto

[33]

Xa33t Bacterial blight resistance BC3F2 [34]

Xa21 Bacterial blight resistance Zhongyou 6
and Zhongyou
1176

[35]

Sub1 Submergence tolerance BC3F2 [30]

Sub1 Submergence tolerance Samba
Mashuri-Sub1

[36]

IR64-Sub1

TDK1-Sub1

CR1009-Sub1

BR11-Sub1

SUB1QTL Submergence tolerance Sub1
introgression
lines

[37]

Piz-5+Xa21 Blast and bacterial blight
resistance

BC4F2 [38]

Xa4+xa5 and
Xa4+Xa7

Bacterial blight resistance Angke and
Conde

[39]

xa7 and Xa21 Bacterial blight resistance Zhenshan97 �
Minghui 63

[40]

xa13 and
xa21

Bacterial blight resistance, strong
aroma

Pusa1460,
IET18990

[41]

xa13 and
Xa21

Bacterial blight resistance Improved Pusa
RH1

[42]

xa5, xa13 and
Xa21

Bacterial blight resistance Improved
PR106

[43]

Xa5, xa13 and
xa21

Bacterial blight resistance BC3F2 [44]

Xa5, Xa13
and Xa21

Bacterial blight resistance IET19046 http://www.drricar.org/four_varieites.htm

Xa4, xa8,
xa13 and
Xa21

Bacterial blight resistance BC1F3 [45]

Xa4, Xa5,
Xa13 and
Xa21

Improved bacterial blight
resistance

Pusa1526–04–
25

http://www.iari.res.in/?q = node/233

507Crop Breeding for Sustainable Agriculture, Genomics Interventions in

http://www.drricar.org/four_varieites.htm
http://www.iari.res.in/?q = node/233


Crop Breeding for Sustainable Agriculture, Genomics Interventions in. Table 2 (Continued)

Crop
Genes/QTL
introgressed Function

Variety
developed/
released Reference

– Bacterial blight resistance Xieyou218 [46]

QTL Drought-tolerant aerobic rice MAS946–1 www.hindu.com/2007/11/17/stories/
2007111752560500.htm

qSALTOL and
qSUB1

Enhanced salt and submergence
tolerance

F6 http://open.irri.org/sabrao/images/
stories/conference/site/papers/
apb09final00098.pdf

QTL Improved performance under
drought

Birsa
VikasDhan111
(PY 84)

http://claria13.securesites.net/News/
releases/2009/may/26018.htm

Wheat QPhs.ccsu-
3A.1 and Lr24
+Lr28

Preharvest sprouting tolerance
and leaf rust resistance

BC3F3 [47]

Lr47 Resistance to leaf rust BIOINTA2004 [48]

Gpc-B1 High grain protein content Lillian [49]

Qfhs.ndsu-
3AS

Resistance to fusarium head blight Bena [50]

Sm1 Resistance to the insect orange
blossom wheat midge

Goodeve [51]

Stb4 Resistance to Septoria Kern Cited from [17]

Wsm-1 Resistance to wheat streak mosaic
virus (WSMV)

Mace [52]

Yr15 Seedling stripe rust BC3F2:3 [53]

Qss.msub-3BL Resistance to wheat stem sawfly McNeal,
Reeder, Hank

http://www.wheatworld.org/pdf/
dubcovsky.pdf

Bdv2 Resistance to yellow dwarf virus Above,
Avalanche,
Ankor

http://www.wheatworld.org/pdf/
dubcovsky.pdf

Yr17 and Lr37 Stripe rust and leaf rust resistance Patwin [54]

CreX and CreY Cyst nematode resistance F3 progenies [55]

Yr36 and Gpc-
B1

Resistant to stripe rust and high
grain protein content

Westmore [56]

Yr17 and Yr36 Resistance to stripe rust Lassik Cited from [17]

Lr19 and Sr25 Resistant to stem rust race UG99 UC1113
(PI638741)

[57]

Yr36 and Gpc-
B1

Resistance to stripe rust, high grain
protein content

Farnum
(WA7975)

http://www.ars-grin.gov/cgi-bin/npgs/
acc/display.pl?1671746

Yr15 and Gpc-
B1

Resistance to stripe rust and high
grain protein content

Scarlet
(WA7994)

http://css.wsu.edu/Proceedings/2005/
2005_Proceedings.pdf

Lr1, Lr9, Lr24,
Lr47

Leaf rust resistance BC1F2 [58]
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of the progeny based on genotyping data using a model

that was “trained” from the individuals of another

training populations having both phenotyping and

genotyping data. These GEBVs are then used to select

the progeny lines for advancement in the breeding cycle.

Thus GS provides a strategy for selection of an individ-

ual without phenotypic data by using amodel to predict

the individual’s breeding value [69].

Recently, Wong and Bernardo [70] simulated the

comparative responses of phenotypic selection (PS),

MARS, and GS with small population sizes in oil

palm, and assessed the efficiency of each method in

terms of years and cost per unit gain (i.e., the time and

cost saved by these differentmethods over each other for

making selection). They used markers significantly

associated with the trait to calculate the marker scores

in MARS, whereas all markers (without significance

tests) to calculate the marker scores in GS. Responses

to PS andGSwere consistently greater than the response

toMARS. Furthermore, with population sizes ofN = 50

or 70, responses to GS were 4–25% larger than the

corresponding responses to PS, depending on the heri-

tability and number of QTLs. In terms of economics,

cost per unit gain was 26–57% lower with GS than with

PS when markers cost US $1.50 per data point, and

35–65% lower when markers cost $0.15 per data point.

Reduction in costs in sequencing and high-throughput

marker genotyping may enhance uptake of GS for crop

improvement in the future.
Challenges inAdoptionofGenomics Technologies

Developing sustainable approaches to agriculture is

one of the most difficult challenges facing growers

and scientists today. Agricultural sustainability involves

successful management of resources for agriculture to

satisfy changing human needs, while maintaining or

enhancing the quality of the environment and conserv-

ing natural resources [71]. However, sustainable pro-

duction is hampered by the decline in land and soil

productivity as a result of inappropriate soil and water

management and other agricultural practices, as well as

misguided policies and frequent opposition to techno-

logical advances that have the potential to improve the

quality of life of billions of people worldwide. This is in

addition to the postulated challenges of climate change,

the number of hazardous chemicals (pesticides and
fungicides) that are constantly being released into the

environment and are becoming increasingly toxic to

human and animal life [71]. In recent years, the use of

promising biotechnology tools like genetic engineering

(GE) has offered potential solutions to the above prob-

lems. However, the adoption of any new technique,

particularly related to genetic engineering, remains

a policy matter and as mentioned above faces stiff

opposition many a times. In a recent review, Farre

et al. [25] addressed several of these issues and advo-

cated to overcome on the major barriers to adoption,

which are political rather than technical, for realization

of the potential of GE crops in developing countries.

It is thus obvious that the challenges facing agricul-

ture aremassive, particularly with the controversies over

GE crops world over. It is clear that current methods of

food production, in both the developing as well as the

developed countries, are neither sufficient nor sustain-

able [72]. Under these circumstances, genomics inter-

ventions have great role to contribute to sustainable

agriculture. As mentioned in this article, genomics

approaches are very powerful to predict the phenotype,

with higher precision and efficiency, based on the geno-

type. A variety of approaches ranging from MAS to GS

are available to become integral part of plant breeding.

While in the past, plant breeders were hesitant to use

genetic variation existing in wild relatives of crop spe-

cies in commercial breeding programs due to the long

time it takes to recover desired phenotypes because of

linkage drag, approaches like AB-QTL, in addition to

MAS, can be successfully utilized. Availability of NGS

technologies, associated with low costs and high-

throughput, offers the opportunity to sequence either

entire or major proportion of the germplasm collection

for a species present in the gene banks around the word

to understand genome variation. In case, the genome

variation can be associated with the phenotype, which

is not trivial, it will be possible to develop the ideotype,

based on haplotype, of the variety to be developed.
Future Directions

While success stories of genomics-assisted breeding are

available in several crops, it must also be recognized

that much of the genome information generated is not

being routinely used by plant breeders, especially in

public breeding programs [26]. This may be due to



Germplasm
(wild, landraces, elite lines, varieties)Technological innovations

• NGS sequencing technologies
 - 454/FLX
 - Solexa/ Illumina
 - ABSOLiD

• High-throughput genotyping
 platforms
 - Capillary electrophoresis for SSRs
 - Diversity array technologies
   (DArTs)
 - GoldenGate assay for SNPs
 - Infinium assays for SNPs
 - BeadXpress assays for SNPs

• -omics approaches
 - Transcriptomics
 - Metabolomics
 - Proteomics 

Modern breeding approaches

• Marker assisted selection (MAS)
• Marker assisted recurrent selection
  (MARS)
• Genome-wide or genomic selection
  (GS)

Traditional breeding
(integrated with physiology, 
entomology, pathology, etc.)

• Selection
  - Mass selection
  - Pedigree selection

• Hybridization

• Mutation

Precision breeding Chance breeding

Markers/
Genes

Genomics
platform

Crop improvement leading to
sustainable agriculture

Improved
lines

Crop Breeding for Sustainable Agriculture, Genomics Interventions in. Figure 1

Schematic representation of genomics technologies for crop improvement and sustainable agriculture

In general, traditional crop improvement programs (shown in the box on the right hand side in Fig. 1) employ different

breeding strategies integrated with physiology, pathology, entomology, etc., and generate superior lines or improved

crop varieties. These approaches, however, takemore time, and sometimes such breeding is referred as “chance breeding”

due to uncertainty in successes predicted in these approaches. On the other hand, genomics technologies (shown in the

box on the left hand side) such as a number of next-generation sequencing (NGS) technologies, availability of high-

throughput genotyping such as capillary electrophoresis for large-scale SSR genotyping, microarray-based DArTs,

GoldenGate/Infinium/BeadXpress assays for large-scale SNP genotyping, and a range of -omics technologies provide

candidate markers, gene(s), and QTLs to be integrated into the breeding programs by using high-throughput genomics

platforms. Integrated breeding approaches (shown in the box in the middle) such as marker-assisted selection (MAS),

marker-assisted recurrent selection (MARS), and genome-wide selection (GS) offer “precision breeding” with a great

potential, versus “chance breeding” to contribute to sustainable crop improvement
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shortage of trained personnel, inadequate access to

genotyping, inappropriate phenotyping infrastructure,

unaffordable bioinformatics systems, and a lack of

experience of integrating these new technologies with

traditional breeding [4, 26]. However, recently, several

international initiatives such as the Integrated Breeding

Platform (formerly Molecular Breeding Platform,

www.mbp.genertaioncp.org), a joint initiative of The

Bill and Melinda Gates Foundation and The Genera-

tion Challenge Program, have been started so that plant

breeders especially from developing countries can have

access to many genotyping, phenotyping, as well as

information technologies to integrate their breeding

programs with modern genomics approaches.

We believe that integration of modern genomics in

combination with other cutting edge technologies in
breeding programs is invaluable for crop improvement

(Fig. 1) and will lead to sustainable agriculture for food

security, especially in developing countries.

A vital task facing the plant breeding community

today is to enhance food security in an environmentally

friendly and sustainable manner. Though genomics

interventions will not solve all the problems associated

with agricultural production leading to sustainability,

they have the potential, especially when they are used

in an integrated manner as described in Fig. 1, to

improve the breeding efficiency to address specific prob-

lems. These include increasing crop productivity, diver-

sification of crops, enhancing nutritional value of food

(biofortification), and reducing environmental impacts

of agricultural production. However, only through judi-

cious, rational, and science- and need-based exploitation

http://www.mbp.genertaioncp.org


511Crop Breeding for Sustainable Agriculture, Genomics Interventions in
of genetic resources through genomic technologies

coupled with conventional plant breeding and genetic

engineering will lead to sustainable agriculture.

Acknowledgments

We thank the Generation Challenge Program (www.

generationcp.org), the Indian Council of Agriculture

Research (ICAR) and the Department of Biotechnol-

ogy (DBT) of Government of India for funding various

research projects (RKV) on genomics applications in

breeding.

Bibliography

Primary literature

1. Briggs SP (1998) Plant genomics: more than food for thought.

Proc Natl Acad Sci USA 95:1986–1988

2. Barrett CB (2010) Measuring food insecurity. Science 327:

825–828

3. Godfray HCJ, Beddington JR, Crute IR, Haddad L, Lawrence D,

Muir JF, Pretty J, Robinson S, Thomas SM, Toulmin C (2010)

Food security: the challenge of feeding 9 billion people.

Science 327:812–818

4. Tester M, Langridge P (2010) Breeding technologies to

increase crop production in a changing world. Science

327:818–822

5. Varshney RK, Nayak SN, May GD, Jackson SA (2009) Next gen-

eration sequencing technologies and their application for

crop genetics and breeding. Trends Biotechnol 27:522–530

6. Varshney RK, Graner A, Sorrells ME (2005) Genomics-assisted

breeding for crop improvement. Trends Plant Sci 10:621–630

7. Gupta PK, Varshney RK (2000) The development and use of

microsatellite markers for genetics and plant breeding with

emphasis on bread wheat. Euphytica 113:163–185

8. Varshney RK, Langridge P, Graner A (2007) Application of

genomics to molecular breeding of wheat and barley. Adv

Genet 58:121–155

9. Gupta PK, Rustgi S, Mir RR (2008) Array-based high-

throughput DNA markers for crop improvement. Heredity

101:5–18

10. Varshney RK (2009) Gene-basedmarker systems in plants: high

throughput approaches for discovery and genotyping. In: Jain

SM, Brar DS (eds) Molecular techniques in crop improvement,

vol II. Springer, The Netherlands, pp 119–140

11. Varshney RK, Hoisington DA, Tyagi AK (2006) Advances in

cereal genomics and applications in crop breeding. Trends

Biotechnol 24:490–499

12. Paterson AH, Bowers JE, Bruggmann R, Dubchak I, Grimwood J,

Gundlach H, Haberer G, Hellsten U, Mitros T, Al P et al

(2009) The Sorghum bicolor genome and the diversification

of grasses. Nature 457:551–556
13. Varshney RK, Close TJ, Singh NK, Hoisington DA, Cook DR

(2009) Orphan legume crops enter the genomics era! Curr

Opin Plant Biol 12:202–210

14. Varshney RK, Thudi M, May GD, Jackson SA (2010) Legume

genomics and breeding. Plant Breed Rev 33:257–304

15. Varshney RK, Dubey A (2009) Novel genomic tools and mod-

ern genetic and breeding approaches for crop improvement.

J Plant Biochem Biotechnol 18:127–138

16. Phillips RL (2010) Mobilizing science to break yield barriers.

Crop Sci 50:S99–S108

17. Gupta PK, Kumar J, Mir RR, Kumar A (2009) Marker-assisted

selection as a component of conventional plant breeding.

Plant Breed Rev 33:145–217

18. Kole C (2007) Genome mapping and molecular breeding in

plants, a series of seven volumes: cereals and millets; oilseeds;

pulses, sugar and tuber crops; fruits and nuts; vegetables;

technical crops; and forest trees. Springer, Berlin/Heidelberg

19. Flint-Garcia SA, Thornsberry JM, Buckler ES IV (2003) Structure

of linkage disequilibrium in plants. Ann Rev Plant Biol

54:357–374

20. Gupta PK, Rustgi S, Kulwal PL (2005) Linkage disequilibrium

and association studies in higher plants: present status and

future prospects. Plant Mol Biol 57:461–485

21. Buckler ES IV, Ersoz E, Yu J (2007) Applications of linkage

disequilibrium and association mapping in crop plants. In:

Varshney RK, Tuberosa R (eds) Genomics assisted crop

improvement, vol I, Genomics approaches and platforms.

Springer, Dordrecht, pp 97–119

22. Rafalski JA (2010) Association genetics in crop improvement.

Curr Opin Plant Biol 13:174–180

23. Collard BCY, Mackill DJ (2008) Marker-assisted selection: an

approach for precision plant breeding in the twenty-first cen-

tury. Phil Trans R Soc B 363:557–572

24. Varshney RK, HoisingtonDA, Nayak SN, Graner A (2009) Molec-

ular plant breeding: methodology and achievements. In:

Somers D, Langridge P, Gustafson PJ (eds) Methods in molec-

ular biology: plant genomics. Humana, Totowa, pp 283–304

25. Farre G, Ramessar K, Twyman RM, Capell T, Christou P (2010)

The humanitarian impact of plant biotechnology: recent

breakthroughs vs bottlenecks for adoption. Curr Opin Plant

Biol 13:219–225

26. Ribaut J-M, de Vicente MC, Delannay X (2010) Molecular breed-

ing in developing countries. Curr Opin Plant Biol 13:213–218

27. Langridge P (2003) Molecular breeding of wheat and barley In:

Tuberosa R, Phillips RL, Gale M (eds) Proceedings of the inter-

national congress “In the wake of the double helix: from the

green revolution to the gene revolution,” Bologna, Italy, 27–31

May 2003, pp 279–286

28. Kuchel H, Fox R, Reinheimer J, Mosionek L, Willey N, Bariana H,

Jefferies S (2007) The successful application of a marker-

assisted wheat breeding strategy. Mol Breed 20:295–308

29. Cakir M, McLean R, Wilson R, Barclay I, Moore C, Loughman R,

Haley S, Kidwell K, Anderson J, Sorrells M, Manes Y, Hayden M,

Feuille C, William M (2007) Genome level targeted breeding in

wheat. In: Plant and Animal Genomes conference XV,

http://dx.doi.org/
http://dx.doi.org/


512 Crop Breeding for Sustainable Agriculture, Genomics Interventions in
San Diego, 13–17 Jan 2007 (http://www.intl-pag.org/15/

abstracts/PAG15_W40_265.html)

30. Neeraja CN, Maghirang-Rodriguez R, Pamplona A, Heuer S,

Collard BCY, Septiningsih EM, Vergara G, Sanchez D, Xu K,

Ismail AM, Mackill DJ (2007) A marker-assisted backcross

approach for developing submergence-tolerant rice cultivars.

Theor Appl Genet 115:767–776

31. Xu K, Xu X, Fukao T, Canlas P, Maghirang-Rodriguez R, Heuer S,

Ismail AM et al (2006) Sub1A is an ethylene-response-factor-

like gene that confers submergence tolerance to rice. Nature

442:705–708

32. Tanksley SD, Nelson JC (1996) Advanced backcross QTL anal-

ysis: a method for simultaneous discovery and transfer of

valuable QTL from unadapted germplasm into elite breeding

lines. Theor Appl Genet 92:191–203

33. Hardin B (2000) Rice breeding gets marker assists. Agricultural

Research Magazine 48:12, USDA-ARS, USA (www.ars.usda.

gov/is/AR/archive/dec00/rice1200.pdf)

34. Natarajkumar P, Sujatha K, Laha GS, Viraktamath BC, Reddy CS,

Mishra B, Balachandran SM, Ram T, Srinivasarao K, Hari Y,

Sundaram RM (2010) Identification of a dominant bacterial

blight resistance gene from Oryza nivara and its molecular

mapping. Rice Genetics Newsletters 25:54–56

35. Cao L, Zhuang J, Zhan X, Zeng K, Cheng S, Cao LY, Zhuang JY,

Zhan D, Zheng KL, Cheng SH (2003) Hybrid rice resistance to

bacterial blight developed by marker assisted selection. Chin

J Rice Sci 17:184–186

36. Septiningsih EM, Pamplona AM, Sanchez DL, Neeraja CN,

VergaraGV, Heuer S, Ismail AM,Mackill DJ (2009) Development

of submergence-tolerant rice cultivars: the Sub1 locus and

beyond. Ann Bot 103:151–160

37. Singh S, Mackill DJ, Ismail AM (2009) Responses of SUB1 rice

introgression lines to submergence in the field: Yield and grain

quality. Field Crops Res 113:12–23

38. Narayanan NN, Baisakh N, Vera Cruz CM, Gnanamanickam SS,

Datta K, Datta SK (2002) Molecular breeding for the develop-

ment of blast and bacterial blight resistance in rice cv. IR50.

Crop Sci 42:2072–2079

39. Toennissen GH, Toole JCO, DeVries J (2003) Advances in plant

biotechnology and its adoption in developing countries. Curr

Opin Plant Biol 6:191–198

40. He Y, Li X, Zhang J, Jiang G, LiuS, Chen S, TuJ, Xu C, Zhang Q

(2004) Gene pyramiding to improve hybrid rice by molecular-

marker techniques. In: New directions for a diverse planet:

proceedings 4th international crop science congress, Bris-

bane, Australia (http://www.cropscience.org.au/icsc2004/)

41. Gopalakrishnan S, Sharma RK, Anand Rajkumar K, Joseph M,

Singh VP, Singh AK, Bhat KV, Singh NK, Mohapatra T (2008)

Integrating marker assisted background analysis with fore-

ground selection for identification of superior bacterial blight

resistant recombinants in Basmati rice. Plant Breed 127:131–139

42. Basavaraj SH, Singh VK, Singh A, Singh A, Singh A, Anand D,

Yadav S, Ellur RK, Singh D, Gopalakrishnan S, Nagarajan M,

Mohapatra T, Prabhu KV, Singh AK (2010) Marker-

assisted improvement of bacterial blight resistance in parental
lines of Pusa RH10, a superfine grain aromatic rice hybrid. Mol

Breed 26:293–305

43. Singh S, Sidhu S, Huang N, Vikal Y, Li Z, Brar DS, Dhaliwal HS,

Khush GS (2001) Pyramiding three bacterial blight resistance

genes (xa5, xa13 and Xa21) usingmarker assisted selection into

indica rice cultivar PR106. Theor Appl Genet 102:1011–1015

44. Sundaram RM, Vishnupriya MR, Laha GS, Rani NS, Rao PS,

Balachandran SM, Reddy GA, Sarma NP, Sonti RV (2009) Intro-

duction of bacterial blight resistance into Triguna a high yield-

ing, mid-early duration rice variety. Biotechnol J 4:400–407

45. Joseph M, Gopalakrishnan S, Sharma RK, Singh VP, Singh AK,

Singh NK, Mohapatra T (2004) Combining bacterial blight

resistance and Basmati quality characteristics by phenotypic

and molecular-marker assisted selection in rice. Mol Breed

13:377–387

46. Cheng S-H, Zhuang J-Y, Cao L-Y, Chen S-G, Peng Y-C, Fan Y-Y,

Zhan XD, Zheng KL (2004) Molecular breeding for super rice.

Chinese J Rice Sci 18:377–383

47. Kumar J, Mir RR, Kumar N, Kumar A, Mohan A, Prabhu KV,

Balyan HS, Gupta PK (2009) Marker assisted selection for pre-

harvest sprouting tolerance and leaf rust resistance in bread

wheat. Plant Breed doi:10.1111/j.1439-0523.2009.01758.x

48. Bainotti C, Fraschina J, Salines JH, Nisi JE, Dubcovsky J, Lewis

SM, Bullrich L, Vanzetti L, Cuniberti M, Campos P, Formica MB,

Masiero B, Alberione E, Helguera M (2009) Registration of

‘BIOINTA2004’ wheat. J Plant Registr 3:165–169

49. DePauw RM, Townley-Smith TF, Humphreys G, Knox RE, Clarke

FR, Clarke JM (2005) Lillian hard red spring wheat. Can J Plant

Sci 85:397–401

50. Elias EM (2005) Fusarium resistant tetraploid wheat. United

States Patent Application 20050273875

51. DePauw RM, Knox RE, Thomas JB, Smith M, Clarke JM, Clarke

FR, McCaig TN, Fernandez MR (2009) Goodeve hard red spring

wheat. Can J Plant Sci 89:937–944

52. Graybosch RA, Peterson CJ, Baenziger PS, Baltensperger DD, Nel-

son LA, Jin Y, Kolmer J, Seabourn B, French R, Hein G, Martin TJ,

Beecher B, Schwarzacher T, Heslop-Harrison P (2009) Regis-

tration of ‘Mace’ hard red winter wheat. J Plant Registr 3:51–56

53. Randhawa HS, Mutti JS, Kidwell K, Morris CF, Chen X, Gill KS

(2009) Rapid and targeted introgression of genes into popular

wheat cultivars using marker-assisted background selection.

PLoS ONE 4:e5752

54. Helguera M, Khan IA, Kolmer J, Lijavetzky D, Zhong-Qi L,

Dubcovsky J (2003) PCR assays for the Lr37-Yr17-Sr38 cluster

of rust resistance genes and their use to develop isogenic hard

red spring wheat lines. Crop Sci 43:1839–1847

55. Barloy D, Lemoine J, Abelard P, Tanguy AM, Rivoal R, Jahier J

(2007) Marker-assisted pyramiding of two cereal cyst nema-

tode resistance genes from Aegilops variabilis in wheat. Mol

Breed 20:31–40

56. Brevis JC, Dubcovsky J (2008) Effect of the Gpc-B1 region from

Triticum turgidum ssp. dicoccoides on grain yield, thousand

grain weight and protein yield. In: Appels R, Eastwood R,

Lagudah E, Langridge P, Mackay M, McIntyre L, Sharp P (eds)

Proceedings of 11th international wheat genet symposium,

http://www.intl-pag.org/15/abstracts/PAG15_W40_265.html
http://www.intl-pag.org/15/abstracts/PAG15_W40_265.html
http://www.ars.usda.gov/is/AR/archive/dec00/rice1200.pdf
http://www.ars.usda.gov/is/AR/archive/dec00/rice1200.pdf
http://www.cropscience.org.au/icsc2004/


513Crop Breeding for Sustainable Agriculture, Genomics Interventions in
Brisbane, Australia, 24–29 Aug 2008. Sydney University Press,

pp 1–3 (http://hdl.handle.net/2123/3179)

57. Yu L-X, Abate Z, Anderson JA, Bansal UK, Bariana HS, Bhavani S,

Dubcovsky J, Lagudah ES, Liu S, Sambasivam PK, Singh RP,

Sorrells ME (2009) Developing and optimizing markers for

stem rust resistance in wheat. The Borlaug Global Rust Initia-

tive 2009 Technical Workshop, 17–20 March 2009, Ciudad

Obregon, Mexico

58. Nocente F, Gazza L, Pasquini M (2007) Evaluation of leaf rust

resistance genes Lr1, Lr9, Lr24, Lr47 and their introgression into

common wheat cultivars by marker-assisted selection.

Euphytica 155:329–336

59. Tanksley SD, Grandillo S, Fulton TM, Zamir D, Eshed Y, Petiard V,

Lopez J, Beck-Bunn T (1996) Advanced backcross QTL analysis

in a cross between an elite processing line of tomato and its

wild relative L. pimpinellifolium. Theor Appl Genet 92:213–224

60. Xiao J, Li J, Grandillo S, Ahn S, Yuan L, Tanksley SD, McCouch

SR (1998) Identification of trait-improving quantitative trait

loci alleles from a wild rice relative, Oryza rufipogon. Genetics

150:899–909

61. Moncada P, Martı́nez CP, Borrero J, Chatel M, Gauch H Jr,

Guimaraes E, Tohme J, McCouch SR (2001) Quantitative trait

loci for yield and yield components in an Oryza sativa � O.

rufipogon BC2F2 population evaluated in an upland environ-

ment. Theor Appl Genet 102:41–52
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backcross QTL analysis for the identification of quantitative trait

loci alleles from wild relatives of wheat (Triticum aestivum L.).

Theor Appl Genet 106:1379–1389

64. Edwards M, Johnson L (1994) RFLPs for rapid recurrent selec-

tion. In: Analysis of molecular marker data. Joint plant breed-

ing symposia series, ASA, Madison, pp 33–40

65. Bernardo R, Charcosset A (2006) Usefulness of gene informa-

tion in marker-assisted recurrent selection: a simulation

appraisal. Crop Sci 46:614–621

66. Ragot M, Gay G, Muller J-P, Durovray J (2000) Efficient selec-

tion for the adaptation to the environment through QTL

mapping and manipulation in maize. In: Ribaut J-M, Poland

D (eds) Molecular approaches for the genetic improvement of

cereals for stable production in water-limited environments.
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Glossary

Base temperature Lower temperature threshold

below which development ceases.

Epigenetics Genetic information other than DNA

sequence information.

Phenology Study of the sequence of developmental

stages of a plant and how it relates to climate.

Photoperiod sensitivity Requirement for a minimum

(or maximum) day length for reproductive phase

induction.

Phytomer Fundamental building block of plant cano-

pies. A vegetative phytomer is comprised of leaf,

node, internode, and axillary bud.

Phyllochron Rate of appearance of leaves on a shoot.

Shoot apex The tip of the shoot where usually there is

meristematic tissue producing new organs.

Thermal time Temperature response curve used to

estimate development rate.

Vernalization sensitivity Requirement for a period of

low temperatures for reproductive induction.

Definition of the Subject

Plant development, or the progression of plants

through their life cycle, has been of great interest in

human history because of the need to know and predict
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
when the harvested part of the plant was at the opti-

mum stage. This knowledge was especially important

(even vital) in medicinal plants, where the timing of

harvesting defines the medicinal value of the product.

This interest increased as groups moved from hunting

and gathering to agrarian societies.

Crop development can be defined with the number

and rate of appearance, growth, and senescence of

phytomers. However, that definition lacks information

about when the switch of vegetative to reproductive

phytomers occurs, which is defined by the phenology of

the crop. Crop development is of great importance in

agriculture because it is the main mechanism for plants

to escape both biotic and abiotic stresses, and adapt to

the environment. At a more practical level, it affects the

management of the crop because cultural practices are

more effective at specific stages of crop development.
Introduction

Major food, feed, and industrial crops were domesti-

cated in a few centers of origin, including the “Fertile

Crescent,” the Americas, and China. The wild relatives

of modern crops were adapted to survival in the envi-

ronment prevalent in the center of origin. Those origi-

nal crops were locally grown in the region of origin, but

some species showed a significant ability to adapt to new

environments and were spread globally with human

migrations and trade. For instance, wheat

was domesticated in the Middle East (the “Fertile Cres-

cent”) [1, 2], around 32ºN and is currently cultivated

from between 30ºN and 60ºN and from 27ºS to 40ºS.

However, it can grow beyond those limits, in lower

latitudes, in high altitudes, or even in the arctic circle.

This range of environments where wheat can grow

makes wheat one of the most plastic crops currently

grown. It requires a large range of developmental mech-

anisms to adapt to such different environments, where

photoperiods vary from 13–14 h to nearly 20 h. One of

the major accomplishments of the “Green Revolution”

was the discovery of photoperiod insensitive mutants

in wheat that could be grown at lower latitudes.

Plasticity in development is key for the adoption

of crops in a wide range of environments. Although

growth and development are related, they are different

processes. Development is the initiation and
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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differentiation of organs and the progression of stages

through which cells, organs, and plants go during their

life cycle, whereas growth is the change in size or weight

of the initiated organs. Biotic (e.g., genetics, weeds, and

diseases) and abiotic (e.g., temperature, light, water,

and nutrients) factors influence the initiation, growth,

and senescence of plant organs.

Since the “The Metamorphosis of Plants” by

Johann Wolfgang von Goethe, originally published in

1790 [3], there has been extensive research on how

plants proceed from germination to maturity in an

orderly and predictable manner. This research has led

to an extensive conceptual framework of plant develop-

ment resulting in many tools to predict plant develop-

ment. Plant shoots develop by forming a series of nearly

identical building blocks, called phytomers [4, 5]. The

vegetative phytomer is associated to a leaf, and

phytomers are produced in an orderly manner on

a shoot; for example, the phytomer of leaf 2 is formed

after the phytomer of leaf 1.

Phenology is the study of the plant (or animal) life

cycle and how it is influenced by seasonal and inter-

annual variations in climate. The phenology of a crop is

defined by the sequence of stages, which, in turn, define

phases. Identification of certain stages may require

examination of the shoot apex. For example, after

germination, the apical meristem produces vegetative

structures such as leaf primordia. When temperature

and photoperiod requirements are met, the shoot apex

will start initiating reproductive structures (e.g., spike-

let and floret primordia).

The rate of appearance of phytomers and changes

at the shoot apex are regulated by the genetics of the

plant, the environment, and often an interaction of

both. The main environmental drivers of plant devel-

opment are temperature and photoperiod; their effects

on phenology interact with the genetics of the plant

responses by photoperiod sensitivity genes, vernaliza-

tion genes, and earliness per se.

This entry covers how plant development is regu-

lated by temperature and photoperiod. Temperate

cereals are emphasized because they are adapted to

a wide array of environments and show a diverse set

of adaptive mechanisms regulating their development.

However, defining plant parts and how canopies are

built as well as the sequence of events throughout the

crop cycle is required before their regulation can be
explained. This entry starts by defining the canopy

structure and the sequence of events that define the

developmental processes of a crop, followed by the

current knowledge on how temperature (including

vernalization) and photoperiod regulate crop develop-

ment. This entry finalizes with two important parts:

modeling crop development and future directions.

Modeling crop development is twofold important;

first to understand the physiology and genetic basis of

crop development, and second to predict when key

developmental events are likely to happen as accurately

as possible.
Canopy Structure: Phytomers, Phyllochron,

and Plastochron

The phytomer is considered the basic building block

of plant canopies and is most commonly defined as

the leaf, node, internode above the node, and the

axillary bud [6]. Therefore, canopy architecture and

development is determined by the dynamic appear-

ance, growth, and abortion/senescence of phytomers

(and components of the phytomer). Phytomers origi-

nate at the shoot apex with the initiation of a leaf, and

the potential for a new shoot is formed with the pres-

ence of the axillary bud. The growth and differentiation

of each component of a phytomer will lead to their

visual appearance. For example, the internode can con-

tinue differentiating and growing, resulting in its

appearance from the leaf sheath. Tillers may appear

when the axillary bud differentiates and grows.

Naming Plant Parts

Because plant development is an orderly process, accu-

rately identifying plant parts aids in describing the

process and quantifying the developmental rate.

Several naming systems of plant parts have been

proposed, but most are quite similar. For example,

true leaves can be numbered acropetally for each

shoot with an L [7–9] (Fig. 1) beginning with the first

foliar leaf, L1 [9]. Similarly, Jewiss [7] proposed

a system for naming tillers that has been modified

and extended by many, but the modified system pro-

posed by Klepper et al. [8, 9] is increasingly being

adopted. This system uses the leaf axil number of

the parent shoot to name the tiller. The first shoot

to appear from the seed is the main stem (MS).



Tiller Leaf 1 MS
(T1)

Leaf 1 MS
(L1)

Tiller Leaf 3 MS
(T3)

Tiller Leaf 2 MS
(T2)

Coleoptile Tiller
(TC or T0)

Leaf 3 MS
(L3) Leaf 2 MS

(L2)

Tiller of the prophyII
on T1 (T10)

Main Stem
(MS)

Crop Development Related to Temperature and Photoperiod. Figure 1

Naming leaves and tillers of a winter wheat plant
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Tillers appearing from the axils of leaves on the main

stem are primary tillers and are named with a T and

a digit corresponding to the leaf number. For example,

the tiller appearing from the first leaf (L1) on the main

stem is called T1. This system is however limited by the

potential production of tillers from the axil of leaf 10

and above, which rarely happens. Primary tillers can

produce tillers that are called secondary tillers. Second-

ary tillers can arise from the axil of the prophyll of

primary tillers and their second digit is a zero (Fig. 1).

Haun [10] proposed a numerical leaf staging system

to quantify the number of leaves appearing on the main

stem (which can be extended to any shoot):

Haunstage ¼ n� 1ð Þ þ Ln

Ln�1

; 0 <
Ln

Ln�1

� 1

� �
ð1Þ
where n is the number of leaves that have appeared on

a shoot, Ln�1 is the blade length of the penultimate leaf,

and Ln is the blade length of the youngest visible leaf

extending from the sheath of the penultimate leaf.

Therefore, when a shoot is identified, it can be further

characterized using the Haun system. For example,

the Haun stage for shoots on the plant shown in

Fig. 1 is: MS (5.3), T0 (1.5), T1 (2.4), T2 (1.4), and

T3 (0.7). The Haun stage of a tiller with one leaf not

fully unfolded is arbitrarily assigned as 0.1 or 0.9 when

only the tip of the leaf is visible or most of the leaf blade

has appeared, respectively.

Similarly, the leaf and tiller naming scheme

has been extended to the wheat inflorescence.

Klepper et al. [11] defined a numerical index for the

development of the inflorescence and Wilhelm and



S 12

S 11

Spike Spikelet 7 (S7)

S 9

S 7

S 5

S 3

S 1

Peduncle

Glume

Floret/Kernel

Rachis

Rachilla

Lemma

Palea
F4

(C4)
F2

(C2)

F1
(C1)

F3
(C3)

F5
(C5)

Rachis

Flag leaf

S 10

S 8

S 6

S 4

S 2

Crop Development Related to Temperature and Photoperiod. Figure 2

Naming scheme for reproductive organs of spike inflorescence. Spikelet positions are denoted by the letter S and

numbered acropetally along the rachis. Florets/caryopsis positions are denoted by the letters F/C and numbered

acropetally along the rachilla (From Wilhelm and McMaster [12])
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McMaster [12] extended it to uniquely identify each

plant part. Spikelets are named with an S followed by

the position from the base of the spike. Then, S1 is the

basal spikelet and S2 is the second spikelet from the

peduncle (Fig. 2). Florets are designated with an F and

numbered acropetally from the base of the rachilla.

After fertilization, the letter F designating a floret is

changed to a C for caryopsis. This system allows nam-

ing reproductive structures in grasses with one spikelet

per rachis node such as wheat.

These naming systems of leaves, tillers, spikelets,

and florets or caryopsis allow the accurate identifica-

tion of each plant part. For example, the second cary-

opsis on the third spikelet on the primary tiller from

the axil of the second leaf of a wheat plant would be

T2S3C2.

The systems for naming individual plant organs can

be easily extended to name vegetative and reproductive
wheat phytomers [13]. A phytomer would be denoted

with a “P” followed by an “L,” if it is a phytomer associ-

ated with a leaf or an “S,” if it is a reproductive phytomer

and the leaf or spikelet number. The name of the shoot

can be added to identify the tiller being described. For

example, MS PL2 is the second phytomer on the main

stem and T1 PS1 is the basal spikelet phytomer in the

spike of the first tiller.
Dynamic Appearance of Plant Organs: The

Plastochron and Phyllochron

The naming systems of plant parts described earlier are

the landmarks to describe the development and struc-

ture of a wheat plant. However, plant development is

a dynamic process that follows the formation, growth,

and senescence of phytomers and their components

resulting in a continually changing architecture.
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The creation of the vegetative phytomer is dependent

on the initiation of the leaf primordium. Therefore, the

rate of leaf primordia initiation controls the timing of

phytomer formation. The plastochron was first defined

as the interval between the formation of two successive

internode cells of the green alga Nitella flexilis [14], as

cited in [15]. Milthorpe [16] and Esau [17] defined the

plastochron as the interval between the formations of

successive leaf primordia at the shoot apex, which is

now commonly accepted. Similarly, the phyllochron

was defined as the interval between appearances of

consecutive leaves on a shoot [18] as cited in [6].

Wilhelm andMcMaster [6] further refine the definition

of phyllochron by defining appearance as “visible with-

out magnification, dissection or changing leaf display.”

The inverse of the phyllochron is termed development

rate (DR), which can be generalized as the inverse of the

time interval between two developmental events.

The relationship between the plastochron and

the phyllochron depends on the species. In wheat, leaf

primordia are producedmore rapidly than they appear,

suggesting that different mechanisms are involved in

regulating each process. Leaf primordia are initiated at

the meristem on the shoot apex, where new cells are

produced very quickly. After a leaf primordium is

formed, it continues to grow in cell number and cell

size, but this growth does not happen at the shoot apex

meristem, rather at the intercalary meristem at the base

of the leaf. The amount a leaf grows until it appears

through the curl of leaves is much larger than the

growth involved in forming a leaf primordia, therefore

it is more dependent on the available resources (e.g.,

water, carbohydrates, and nutrients).
Developmental Stages and Phases: Phenology

Plants develop by the repetition of elementary building

blocks (i.e., phytomers), whose morphological, dimen-

sional, functional, and anatomical features change dur-

ing ontogeny and according to several processes called

heteroblasty, phase change, life stages, maturation,

aging, age states, or morphogenetic progression [19].

In this entry, those changes will be referred as develop-

mental stages (or simply stages) and the time between

stages will be referred as developmental phases (or

phases). It is common in the literature referring to

these stages as “growth stages.” However, there is little
growth in some developmental events such as anthesis.

The phenology of a crop is the ordered succession of

stages and phases that can have different lengths deter-

mined by internal factors (e.g., the genetics of a variety

or species) or biotic and abiotic external factors (e.g.,

diseases, temperature, light, and nutrients).

Plant development can broadly be divided into

vegetative and reproductive phases that often overlap.

The switch from vegetative to reproductive phase hap-

pens at the meristem level, which stops producing

vegetative phytomers (i.e., leaves, nodes, and inter-

nodes) to start producing reproductive phytomers

(rachis, spikelets, and florets).
Phenological Scales

Developmental stages occur in a consistent pattern in

a crop each year and numerous approaches exist that

characterize crop phenology. The most widely used

phenological scales for temperate cereals are Feekes

[20], Zadoks [21], Haun [10], and BBCH [22]. The

Feekes scale is shown in Fig. 3 and described, jointly

with the Zadoks’ decimal code, in Table 1. The BBCH

scale for cereals is mainly based on the Zadoks scale,

and the Haun scale primarily describes the develop-

ment of shoots until the last leaf is fully expanded.

Phenological scales consider basic developmental

stages like germination, emergence, tillering, stem

elongation, heading, flowering, grain filling, and phys-

iological maturity, with differences among scales pri-

marily in how much detail each stage is characterized.

Some developmental stages are not well defined, lead-

ing to confusion in measuring and reporting these

stages. For example, the beginning of stem elongation

is usually recorded as the jointing date or when the first

node is visible above ground; however, the first node is

formed when the apex is underground and is only

visible after the stem has elongated sufficiently to ele-

vate the apex and the node above ground. Likewise,

physiological maturity is defined as when the maxi-

mum dry weight is reached. In wheat, determining

physiological maturity is somewhat difficult because

there is not a clear morphological change in the plant

morphology as it happens in maize (and sunflower). In

maize, a black layer near the base of the kernel appears

when the maximum dry weight is reached. The Feekes

scale defines harvest maturity as when the grain is
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Feekes developmental scale with the approximate timing of some shoot apex developmental events (From [13])
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difficult to divide along the crease and Zadoks [21]

defines the 90% of ripeness of rice (Oryza sativa L.)

when the kernel cannot be dented with the fingernail.

These definitions likely are not precisely correlated with

maximum seed biomass. Therefore, it is now com-

monly accepted practice to assume physiological matu-

rity for temperate cereals occurs when all green color

has disappeared from the spike. This definition seems

reasonable as leaves and internodes have long since lost

all green color so that no photosynthesis occurs, and

there is no report showing retranslocation from carbo-

hydrate reserves to the grain at this time.
Regulation of Crop Development

Plant development is highly dependent on tempera-

ture, which controls the rate of development and

the switch from vegetative to reproductive states.

Both high and low temperatures may have a major
effect on plant development, especially controlling the

switch to the reproductive state. For example, winter

wheat requires a period of low temperatures to start

producing reproductive structures (vernalization). The

length of the cold period varies with genotype.

Besides vernalization, day length (or photoperiod)

modifies the temperature-controlled rate of develop-

ment. Photoperiod refers to the number of daylight

hours, which changes through the seasons and with lat-

itude. Photoperiod increases after the winter solstice

(December 21 in the northern hemisphere or June 21 in

the southern hemisphere) anddecreases after the summer

solstice. Crops and genotypes vary in their sensitivity to

photoperiod and the minimum amount of daylight

required to switch fromvegetative to reproductive phases.

Developmental Response to Temperature

The relationship between temperature and phenology

has been long recognized. Temperature is a better



Crop Development Related to Temperature and Photoperiod. Table 1 Description of the main developmental stages

according to Feekes [20] and Zadoks [21], and suggested measurements characteristics (Modified from [23])

Stage or phase

Description Measurement
characteristicsFeekes Zadoks

Germination No stage Stages: 00 – dry seed,
01 – beginning of
imbibition, 03 – imbibition
complete, 05 – radicle
emerged from caryopsis,
07 – coleoptile emerged
from caryopsis

Beginning of imbibition:
Seed begins to swell

Emergence Stage 1 – main shoot only Stage 09 – leaf at the tip of
the coleoptile

Beginning of emergence:
First true leaf emerges
through the coleoptile
and the tip is visible
above the soil surface

Tillering Stage 2 – beginning of tillering Stages 21–29 – main stem
plus 1 to 9 tillers

Beginning of tillering:
The first tiller is visible

Single ridge No stage No stage Shoot apex shape
changes from dome to
more elongated and leaf
primordia begin to form
a ridge around the apex

Double ridge No stage No stage Formation of double
ridges around the apex.
Bottom ridge is leaf
primordia and top ridge
is spikelet primordia

Terminal spikelet No stage No stage Apical spikelet
primordium appears and
noted by a 90o rotation
from the plane of
previous spikelets

Jointing Stage 6 – first node visible Implicit in stage 31 – first
node detectable and
change of plant habit from
prostrate to erect

First node visible above
the soil surface

Stem elongation Stages: 4 – change of plant
habit from prostrate to erect,
5 – pseudo-stem clearly erect,
6 – first node visible, 7 – second
node visible, 8 – last leaf
appearance, 9 – last leaf ligule
visible, 10 – last leaf sheath
swelling

Stages: 30 – pseudo-stem
erect, 31 to 36 first to sixth
node detectable, 39 – flag
leaf ligule visible, 43 to
49 – flag leaf sheath
swelling

Beginning when the first
node is formed, usually
below soil surface, and
pushed above the soil
surface

Flag leaf Stage 9 – last leaf ligule visible Stage 39 – Flag leaf ligule
visible

Ligule of last leaf is visible
and no new leaf is
emerging

520 Crop Development Related to Temperature and Photoperiod



Crop Development Related to Temperature and Photoperiod. Table 1 (Continued)

Stage or phase

Description Measurement
characteristicsFeekes Zadoks

Booting Stage 10 – last leaf sheath
visible

Stages 43–49 – flag leaf
sheath swelling

Begins at flag leaf and
ends at heading

Heading Stages: 10.1 – first ears just
visible, 10.2 – ¼ of heading
completed, 10.3 – ½ of heading
completed, 10.4 – 3⁄4 of heading
completed, 10.5 – all ears out of
the sheath

Stages: 51 – first spikelet
just visible, 53 – ¼ of
the inflorescence visible,
55 – ½ of the inflorescence
visible, 57 – 3⁄4 of the
inflorescence visible, and
59 – inflorescence
completely emerged

Begins when first spikelet
is visible and ends when
the inflorescence is fully
emerged

Anthesis Stages: 10.5.1 – anthesis starts,
10.5.2 – flowering completed to
the top of the ear, 10.5.3 –
flowering completed to the
bottom of the ear, 10.5.4 –
flowering over/kernel watery
ripe

Stages: 61 – beginning of
anthesis, 65 –mid-anthesis,
69 – anthesis completed

Starts when the first
anther is visible on an
inflorescence and ends
when no more anthers
appear on the
inflorescence

Grain filling Stages: 10.5.4, 11.1 – milky ripe,
11.2 – mealy ripe

Stages: 71 to 77 – milk
grain, 83–87 – dough grain

Begins at fertilization,
usually considered
anthesis and ends at
physiological maturity

Physiological maturity No Stage When all spike
components, internodes,
and leaves lose green
color

Ripening Stages: 11.3 – kernel hard, 11.4 –
ripe for cutting

Stages 91–99 Ripening and dormancy
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predictor of many developmental processes than calen-

dar time. Reamur [24] formalized this relationship by

creating the concept of heat units, now referred to as

thermal time. The relationship between temperature

and developmental rate is a curve with a maximum

development rate at the optimum temperature (To)

and developmental rate reaching zero at temperatures

below the base temperature (Tb) or above the maxi-

mum temperature (Tm; Fig. 4). This nonlinear relation-

ship is shown in several studies [25, 26].

Thermal time has two components: (1) the average

temperature (Ta) over some time interval (e.g., hourly,

daily), and (2) a temperature response curve describing

the effectiveness of Ta on the development rate for the

process (e.g., phyllochron, phenology). Ta is the
integral of temperature over the time period of interest;

however, in practice the average of the maximum

and minimum temperatures in the time interval is

often used:

Ta ¼ Tmax þ Tmin

2
ð2Þ

This approximation is fairly accurate, but its error

increases with deviations of from 12 h photoperiods

and if sudden changes in temperature happen within

the time interval. The time interval mostly depends on

data availability, but common intervals range from

daily to hourly time intervals, with daily the most

commonly used. There are many temperature–

response curves, which greatly diversifies the
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Crop Development Related to Temperature and Photoperiod. Figure 4

Development rate as a function of temperature. Temperature response curves: (a) linear response, (b) extended linear

response with an upper temperature threshold, (c) bilinear model with two zero development temperatures (base

temperature, Tb, and maximum temperature, Tm) and an optimal temperature (To), and (d) trilinear model with two zero

development temperatures (Tb and Tm) and a range of optimal temperatures defined by optimal lower temperature (Tol)

and optimal upper temperature (Tou)
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calculation of thermal time (Tt). The most simple form

is a linear relationship with the temperature at which

there is some plant development (Fig. 4a), i.e., the

difference between Ta and the temperature at which

development is zero or base temperature (Tb):

Tt ¼ Ta � Tb; Tt � 0ð Þ ð3Þ
where thermal time is expressed as growing degree-

days (GGD, �C·days). Modifying Eq. 2 to include

a maximum development rate (Fig. 4b) is useful if

plants are grown at higher temperatures. Given that

the relationship between temperature and develop-

ment rate is not linear [25–27], further refinements to

the accumulation of thermal time can include changing
the development rate based on certain cardinal

temperatures (Fig. 4c, d). These approaches assume

development rate increases with temperatures above

Tb until an optimum temperature (To, or a range of

optimal temperatures, Tol to Tou) is reached, and then

decreases until development stops at a maximum

temperature (Tm). This can be approximated by two-

or three-segmented linear models, or curvilinear

models such as a quadratic curve [25] or beta distribu-

tion [27, 28].

Vernalization

The term vernalization was first used by Lysenko in

1928, but research on the need of a cold period for
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winter cereals to flower started as early as 1857 [29].

Vernalization can be viewed as an adaptive mechanism

to avoid unfavorable periods for development (e.g.,

winter) and ensure flower development and subse-

quent seed growth occurs under favorable conditions

(e.g., spring and summer). Hence, vernalization syn-

chronizes plant development with seasonal climate

changes.

Commonly, genotypes requiring vernalization are

referred to as “winter” wheat (or “winter” barley) and

are normally planted late summer or early fall with

vernalization occurring during the late fall or early

winter. Conversely, “spring” genotypes are commonly

viewed as not requiring vernalization, and normally are

planted in the spring or in regions where temperatures

are often above effective vernalizing temperatures. This

well-entrenched distinction between “winter” and

“spring” genotypes does not reflect that “spring” geno-

types (1) often have at least some vernalization require-

ments, (2) reach flowering faster if experiencing

vernalizing temperatures, and (3) mask the continuum

of vernalization requirements present among all wheat

genotypes.

Effective vernalizing temperatures range from 0�C
to 10�C [30], and a fewweeks of cold are usually sufficient

to promote the switch from vegetative to reproductive

phases and longer periods of cold temperatures

can shorten the time to flowering until the vernalization

response is saturated [30]. Genotypes vary in the length of

the cold period required to saturate the vernalization

response. For instance, time to flowering in wheat was

reduced in response to longer cold periods [31, 32], and

interestingly, genotypes thought to require vernalization

to flower eventually flowered without undergoing

vernalization treatment [32]. Quantifying responses to

varying periods of vernalizing temperatures in calendar

time or thermal time does not reflect the biology of the

response. A better method to quantify the effects of

vernalization would be by counting the number of

leaves produced at flowering time [33]. Using this

quantification method, vernalization reduces the time

to flowering by reducing the number of leaves being

produced rather than the phyllochron [31, 33]. That is,

the number of leaves produced at flowering increases

with shorter vernalization periods, while the

phyllochron is not affected by the duration of the

vernalization period.
Genetic Regulation of Vernalization Although the

mechanisms by which plants sense cold and initiate the

cellular signaling to induce flowering are not known,

the genetic regulation of vernalization is fairly well

known in cereals like wheat and barley, which benefited

of the research done on the model plant Arabidopsis

thaliana. Four major genes are involved in the expres-

sion of vernalization sensitivity in wheat and barley,

VRN-1, VRN-2, VRN-3, and VRN-4. The first three

genes have been cloned and identified [34–36]. How-

ever, these three genes do not explain the spring habit

of all varieties [35], suggesting that other genetic mech-

anisms may be involved.

The VRN-1 gene encodes the MADS box transcrip-

tion factor similar to APETALA-1, which is responsible

for meristem identity in several plants [34]. This gene is

up-regulated by vernalizing temperatures and the

degree at which it is up-regulated depends on the

length of the vernalization period. However, spring

varieties also show an up-regulation of VRN-1 during

the initiation of the reproductive phase and remain

high throughout the reproductive phase, suggesting

an involvement of VRN-1 in meristem identity but

not limited to vernalization response.

The VRN-2 gene encodes the ZCCT1 protein,

which shows high similarity to the CCT domain of

the Arabidopsis CONSTANS and CONSTANS-like

genes. VRN-2 represses flowering and is down-

regulated by vernalization [35]. The spring allele

vrn-2 in wheat has a point mutation at the CCT

domain that replaces an arginine with a tryptophan.

It has been suggested that the CCT domain may be

involved in protein–protein interactions [37], so

a mutation in this domain can alter these interactions.

The VRN-3 gene is a RAF kinase inhibitor like

protein with high homology to the Arabidopsis

FLOWERING LOCUS T (FT ) gene [36], which induces

flowering when expressed. FT is a flowering signal that

moves from leaves to stem apices.

VRN-1, VRN-2, and VRN-3 interact with each

other regulating flowering under the vernalization

pathway (Fig. 5). Before vernalization occurs, VRN-2

is expressed and represses the expression of VRN-3.

When plants are vernalized, VRN-1 is induced and it

represses the expression of VRN-2, allowing VRN-3 to

express and promote flowering. At the same time, there

is a feedback mechanism by which VRN-3 up-regulates
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Crop Development Related to Temperature and

Photoperiod. Figure 5

Model of the vernalization pathway in temperate cereals.

Arrows mean induction (or up-regulation) of gene

expression; for example, vernalization induces the

expression of VRN-1. Bar-headed lines mean repression

(or down-regulation) of gene expression; for example,

VRN-2 represses the expression of VRN-3
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VRN-1. It seems that VRN-1 is the primary target

of vernalization and is essential for flowering.

VRN-4 has been recently fine mapped and its clon-

ing is underway [38]. Identifying and including this

gene in the vernalization pathway may increase the

understanding of vernalization responses in wheat.

Photoperiod

Photoperiod can be defined as the number of hours of

light in a 24-h period, which changes throughout the

season depending on the latitude. It has been long

recognized that plants, including crops, normally

flower only when the length of the day was favorable

[39]. Crops sense the amount of light they receive daily

and respond to it by accelerating or slowing their

development. There is, however, genetic variation of

a quantitative nature in the response to photoperiod

within a crop, meaning that different varieties respond

differently to changes in the photoperiod, and some

show no response to photoperiod (or are photoperiod

insensitive). Photoperiod sensitivity is thought to be

the wild type phenotype because it is wide spread in

wild barley (Hordeum spontaneum L.) and confers

strong adaptive features in the center of origin of barley,

where there might be late spring frosts. Photoperiod

insensitivity, however, brings wide geographical adapt-

ability because plants do not require long days to

flower, and, hence, they are suitable for environments
with short seasons or latitudes where long days do not

occur. For example, in wheat, day length neutrality,

jointly with semi-dwarfism and rust resistance traits,

were used to develop the high yielding varieties of the

“green revolution” [40]. Photoperiod insensitivity pro-

motes earliness thought to be a desirable adaptive trait

for environments closer to the equator where high

temperatures and drought can be expected at the end

of the season. Therefore, earliness allows wheat and

barley varieties to escape this terminal stress.

Although the rate of development mainly responds

to temperature, when temperature is fixed, longer pho-

toperiod alters the development rate by shortening the

phyllochron [41, 42]. In Fig. 6, the appearance of leaves

over time follows a linear model when plants are grown

at a constant temperature, and the rate of appearance

(slope of the curve) increases with the photoperiod;

however, as day length increases, fewer leaves are

formed per hour of light, hence there is a reduction in

photoperiod efficiency for leaf emergence.

Different crops respond differently to photo-

period; crops can be classified as long day (LD) and

short day (SD) depending on which photoperiod

accelerates development (promotes flowering).

Temperate cereals are long-day crops because flowering

is promoted by photoperiod longer than 12–14 h, while

maize and rice are short-day crops, meaning that short

days induce the switch to reproductive phase. In wheat

and barley, increased photoperiod shortens the time to

flowering by modifying the length from emergence to

terminal spikelet initiation. The effects of photoperiod

on the duration from terminal spikelet initiation to

flowering depend on what environments they are mea-

sured (field versus controlled environments). This

reduction of time to flowering is not only due to an

accelerated phyllochron, but also by the production of

fewer leaves.

Genetic Regulation of Photoperiod Sensitivity In

temperate cereals, such as wheat and barley, sensitivity

to photoperiod is mainly regulated by Ppd genes.

Homologous genes have been identified in wheat and

barley and have the function of a pseudo response

regulator (PRR), most similar to the Arabidopsis PRR7

[43]. The PPR proteins are characterized by a pseudo

receiver domain near the amino-terminus and a CCT

domain near the carboxy-terminus [44], which makes
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Development rate responses to changes in day length at constant temperature. (a) Leaf appearance of plants grown in

different day lengths and (b) development rate as a function of day length (Based on [41])

Ppd

CONSTANS

FT/VRN-3

Crop Development Related to Temperature and

Photoperiod. Figure 7

Model of the photoperiod pathway of flowering time.

Arrows mean induction (or up-regulation) of gene

expression; for example, CONSTANS is induced by the

expression of Ppd genes
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them distantly related to other CCT domains impor-

tant in regulation of flowering such asCONSTANS [45]

and VRN-2 [35].

The photoperiod insensitive allele (ppd-H1) in bar-

ley slightly delays the gene expression of CONSTANS

(HvCO1) that follows a circadian pattern [43] and is

a transcriptional regulator of the FT gene [46]. In

contrast, photoperiod insensitivity in wheat is regu-

lated by a series of three homoeologous genes located

in the colinear region on chromosome 2 group, which

seem to be upstream of the CONSTANS gene in the

photoperiod pathway (Fig. 7). The Ppd-1 Da allele

confers insensitivity to photoperiod in a semidominant

fashion, allowing wheat plants to flower regardless of

the photoperiod [47]. Sequence analysis of wheat

varieties known to have this mutation shows that

there is a 2,089 bp deletion upstream of the coding

region responsible for the photoperiod insensitivity

phenotype. Other sequence variations producing

nonfunctional proteins (null alleles) at the 2A and 2D

genes in wheat have been observed; however their

effects on photoperiod sensitivity are difficult to assess

because they might be masked by functional proteins

from other homoeologous genes. These, and other

mutations, however, may have a quantitative effect in

photoperiod sensitivity and flowering time [47].
Coordinated Temperature and Photoperiod

Regulation of Crop Development

The temperature and photoperiod regulation of crop

development has been described in previous parts of

this article, but both environmental factors act in coor-

dination. It is clear that the phyllochron varies with

planting date in temperate cereals and it has been

suggested that the phyllochron is fixed by the rate of

change of the photoperiod at crop emergence [48].

However, in general, temperature and photoperiod

change together in the field. Results from experiments
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Photoperiod. Figure 8

Model of flowering related to photoperiod and

vernalization. Thick blue arrows mean induction (or up-

regulation) of gene expression or developmental

process; for instance, photoperiod induces the

expression of VRN-2. Square headed lines indicate

repression (or down-regulation) of gene expression; for

instance, VRN-3 up-regulates VRN-1 at the apex
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in controlled environments show an effect of photope-

riod on the temperature–response curve [49, 50]. The

term “thermo–photo ratio” (the degree-days divided

by day length in hours) has been used to study the

coordinated effect of temperature and photoperiod

on the phyllochron [49]. A linear relationship was

found between the phyllochron and the thermo–

photo ratio under both controlled environments and

field conditions [49]. Slafer and Rawson [51]

partitioned the photoperiod sensitivity of wheat

phenophases into different parameters, which were

affected by temperature, describing an interaction

between genotype, photoperiod, and temperature.

The effect of planting date on crop development has

been studied extensively, yet it is difficult to draw

conclusions of the coordinated effect of photoperiod

and temperature on crop development. This is because

when planting date is changed, both photoperiod and

temperature are changed and their effects are difficult

to separate.

Genetic Framework of Flowering Time Several

pathways regulate time to flowering in crops, namely,

vernalization, photoperiod, autonomous, and

gibberellic acid. The vernalization and photoperiod

pathways have been described in parts 5.2 and 5.3 and

FT/VRN-3 gene is in both pathways, thus integrating

the response to both vernalization and photoperiod

factors (Figs. 5, 7, 8).

In the ancestral form of wheat and barley, after

germination in the fall VRN-2 is highly expressed by

the long days and represses the expression of FT/

VRN-3. As winter progresses, the photoperiod

decreases and low temperatures induce the expression

of VRN-1 in the leaves, which represses the expression

of VRN-2, allowing FT to be expressed by long days in

the spring, a process regulated by photoperiod genes

Ppd and CO. Then, the protein encoded by FT/VRN-3

is translocated to the shoot apex, where it up-regulates

VRN-1, which will induce the switch to reproductive

phase. The HAP (HEME ACTIVATOR PROTEINS)

complexes may mediate the transcriptional regulation

of the CCT domain of CO and VRN-2. In plants, HAP

subunits are encoded by multiple genes that, together

with CCT domain proteins that can interact with HAP

complexes, generate a large number of molecular com-

binations. These combinations provide a flexible
signaling system that can integrate responses to envi-

ronmental cues as photoperiod, vernalization, or stress

(reviewed in [52]).

In environments where temperate cereals usually

grow andwere domesticated, vernalization requirements

are met long before the photoperiod is inductive of the

reproduction phase. This requires plants to “remember”

they had been vernalized. The mechanism by which

temperate crops “remember” vernalization is not

known, but it has been studied in the model plant

Arabidopsis. In addition to the genetic information car-

ried on theDNA sequence (genes and alleles), chromatin

structure is recognized as another source of genetic

information. The chromatin can be highly condensed

(heterochromatin) or more relaxed (euchromatin).

The DNA is combined with proteins called histones

and specific covalent histone modifications of histones

favor the formation of chromatin structure that

influences the level of gene expression. Other nongenetic

mechanisms of gene expression are related to DNA
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methylation. The DNA methylation at the promoter

region of genes is generally related to lower levels of

gene expression, and even gene silencing. Of the two

mechanisms, it seems that histone modifications are

involved in regulating the memory of vernalization

(reviewed in [53]) in Arabidopsis. In Arabidopsis,

the FT gene is repressed by FLC, which is down-

regulated by vernalization. The stable repression of

FLC involves de-acetylation of histone 3 (H3) upstream

of FLC, methylation of H3 Lys9 and Lys27, which

allows the binding of HP1 inducing the stable silencing

of FLC.

Less known is the genetic basis of the quantitative

response to temperature (thermal–response curve).

The Earliness per se A1 (EpsmA1) gene affects time to

flowering by reducing the vegetative phase and it has

been associated with responses to temperature, proba-

bly by modifying the optimum temperature [54]. Two

candidate genes for EpsmA1 are located in the genomic

region where this gene has been located, Mot1 and

FtsH4 [55]. The Mot1 gene has features of the SNF2

family of transcriptional regulators. Other members of

this family have been related to regulation of flowering

in Arabidopsis, but the gene expression data do

not show differences between the two alternative

alleles [55]. The FstH4 is a member of the FstH

family of proteases and is homologous to the

Arabidopsis FstH4, which has been found highly

expressed in seed, and mutants in this gene show

delayed germination that is carried over the growth

cycle [55].
Modeling Approaches

For centuries, people have wanted to understand and

predict aspects of crop development, particularly phe-

nology. To do this, different conceptual, statistical, and

mathematical models have been developed. Beginning

in the 1970s, a variety of digital technologies began to

emerge, one of which was crop simulation models for

predicting growth, development, and yield. This sec-

tion presents a broad overview of these crop simulation

models, emphasizing wheat.

Many crop simulation models exist for simulating

growth, development, and yield, and they cover scales

from specific processes to the agroecosystem. Crop

simulation models are a simplified mathematical
representation of the plant. At the most fundamental

level [56], crop simulation models generally simulate

a trait, for example, yield (Y ), as the function of

daily growth rate (GR) that is partitioned to the

yield component (P) and integrated over a daily time

step from emergence (emerge) through physiological

maturity (maturity):

Y ¼
Z

GR � P ð4Þ

Implementing Eq. 3 in a model usually begins

assuming non-limiting conditions, thereby allowing

for potential production to be estimated. The parame-

ters can either be generic for a crop or adjusted to

a specific genotype. By incorporating environmental

variables (e.g., temperature, water, light, CO2, and

nutrients), crop simulation models can examine crop

or genotype responses across a broad environmental

range of limiting conditions, avoiding a common lim-

itation of statistical (or regression) models. Depending

on the purposes, including the role of biotic factors or

management practices may also be important.

How a model implements Eq. 3 depends on model

objectives and interests of the model developers. The

earliest crop simulation models tended to focus on the

scale of whole-plant growth and development, with

little detail on processes at lower scales. These models

use an energy- or light-driven approach to determine

the growth rate, and this approach remains popular

today. The basic approach simulates leaf area index

on a daily time step, which is used to capture energy/

sunlight and produce biomass that is then distributed

to basic plant components of leaves (providing the

feedback to the cycle), stems, roots, and seeds.

Partitioning coefficients are often used to allocate the

biomass produced, and phenology sub-models are

essential in accurately predicting the timing when

sources and sinks are present, and changing

partitioning coefficients based on developmental stage.

As crop simulation modeling progressed, certain

trends emerged. First, greater attention focused on

representing plant processes below the whole-plant

level. In general, energy- or light-driven modeling

emphasized functional physiology, particularly for

assessing energy balance and leaf functioning at the

individual organ level (e.g., [57, 58]). Second, consid-

erable research on crop development during the 1970s



Kernel Growth

Floret Primordium Abortion

Floret Part Primordium Initiation

WINTER WHEAT

Floret Primordium Initiation

Spikelet Primordium Initiation
Flag Leaf
Appears

Terminal Spikelet?

Rachis Elongation

Tiller Abortion

Internode Elongation

Tiller Bud Growth and Appearance

Tiller Bud Primordium Initiation

Leaf Growth and Appearance

Leaf Primordium Initiation

100

100
---

TT:

Σ TT:

# LVS:
200
1.9

300

180
1.7

125
1.2

180 160 145
1.7 1.5 ---

160
---

750 200
--- ---

480 605 785 945 1090 1250 2200

HRMA

120
Growth Stage

GDD

HBJDRSRJAN1T1EGS

Flag Leaf

Peduncle Elongation

Crop Development Related to Temperature and Photoperiod. Figure 9

Developmental sequence diagram of a generic winter wheat for optimal conditions. Question marks refer to

uncertainty, important cultivar variation, or conflicting reports in the literature. Time line legend is TT is the thermal

time for the interval; #LVS is number of leaves for the interval; S, sowing date; G, germination; E, seedling emergence;

TI, tiller initiation/appearance; SR, single ridge stage; DR, double ridge stage; J, jointing; B, booting; H, heading;

A, anthesis; and M, physiological maturity (From [59])

528 Crop Development Related to Temperature and Photoperiod
and 1980s undoubtedly spurred interest in including

this new knowledge in the models. This led to alterna-

tive modeling approaches based on more developmen-

tally driven approaches that recognized that plant

development is orderly and predictable based on basic

units (i.e., the phytomer) that dynamically appear,

grow, and senesce over time as discussed earlier in

this entry and shown in Fig. 9.

Early efforts beginning in the mid-1980s focused on

developmental concepts such as leaf appearance (the

phyllochron) and tillering that led to more accurate

representation of canopy architecture. For instance,
the AFRCWHEAT1/2 model developed in Europe

[60–62] contained detailed tillering and leaf dynamics

sub-models (e.g., appearance, growth, and senescence/

abortion), and the resulting effect on canopy LAI

was simulated and then used to estimate biomass.

Simultaneously and independently, another effort was

underway in the USA that resulted in the developmen-

tally driven MODWht3 [63] and SHOOTGRO [http://

arsagsoftware.ars.usda.gov, [59, 64–67]] models.

SHOOTGRO is slightly more developmentally detailed

for canopy processes than MODWht3, but less detailed

in the root system and simulating biomass production.

http://arsagsoftware.ars.usda.gov
http://arsagsoftware.ars.usda.gov
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SHOOTGRO provides the foundation to simulate the

development and growth of individual phytomers (and

phytomer components as shown in Fig. 9) on each

morphologically identified shoot (main stem and til-

lers) on the median plant of up to six age classes, or

cohorts, based on time of seedling emergence.

The Sirius model has one of the most developed

and robust leaf appearance sub-models of any wheat

simulation model [68]. As with the MODWht3 and

SHOOTGRO models, the assumption used is that the

developmental “clock” from emergence to anthesis is

best represented by the rate of leaf appearance and final

number of leaves, rather than thermal time. Based on

vernalization requirement and photoperiod sensitivity

of the variety being simulated and leaf ontogeny, the

final leaf number is determined [69, 70]. This allows for

an elegant quantitative description of both spring and

winter wheat leaf appearance and integration with

developmental events.

Regardless of modeling approach and goals, the

ability to simulate genotype phenology across a broad

range of environments for major crops such as wheat

has been quite reliable. Many alternative approaches

exist for predicting phenology, and approaches differ in

input requirements and number of developmental

stages simulated. Essentially all models are based on

the thermal time approach, reflecting the importance

of temperature discussed in Section Developmental

Response to Temperature. An alternative to a strict

thermal time approach, particularly for small-grain

cereals, has been to use leaf numbers to estimate the

time interval between developmental stages. In phenol-

ogy sub-models, temperature effects are well consid-

ered, but rarely are the effects of water deficits (or

nutrient availability) considered [71]. Exceptions

include the SHOOTGRO model and PhenologyMMS

(http://arsagsoftware/ars.usda.gov).

Determining plant parameters and how to address

the genotype by environment interaction are

common concerns for all models. With the explosion

of genome mapping and molecular biology research,

opportunities for understanding and resolving these

issues are emerging [72–74]. For example, the presence

or absence of known alleles influencing a trait can be

used to determine the parameters used in the algorithm

representing the process [75] or the response to envi-

ronmental factors [76]. Clarification of gene networks
controlling processes such as time of flowering has

considerably advanced the understanding and simula-

tion of these processes [77].

Crop simulation modeling is increasingly benefit-

ing from the advent of object-oriented design and

programming languages such as C++, C#, and Java,

both in terms of developing and maintaining models as

well as providing greater flexibility in representing

plant processes within models. Initial object-oriented

designs tended to view the plant as a collection of

objects that equate to leaf, stem, root, and seed com-

ponents. Recent attempts have begun to incorporate

the phytomer approach of building plant canopies into

the object-oriented design that can also be scaled up, or

aggregated, into lower levels of resolution, such as the

seed component of earlier designs [78–80].
Future Directions

Crop development is regulated by environmental factors

that interact with the genetics of the plant. Many devel-

opmental responses related to temperature and photope-

riod are well known and it is possible to predict them

reasonably well at the crop level. Similarly, rapidly emerg-

ing knowledge from genomics research is helping to

provide understanding of the genetic basis of certain

aspects of crop development. Unfortunately, the quanti-

tative integration of genetic and physiological knowledge

is largely unknown, and both genetic and physiological

models would benefit from better integration of knowl-

edge. For example, the genetic basis of photoperiod and

vernalization pathways is fairly well known and as new

genomic studies are carried out, more complex models

are being built [81] showing the complexity of flowering

time. However, the genetic mechanisms described in

this entry interact with responses to other environmen-

tal factors defining a network of signaling a highly

complex response that is not fully understood.

Knowledge in crop development has greatly

benefited from research in model organisms; however

there are key differences, like the lack of the vernaliza-

tion gene FLC in temperate cereals. For example, four

vernalization genes have been described in wheat, but

only three have been cloned and located in the vernal-

ization pathway. Completing this pathway would

greatly increase the understanding of how temperate

crops respond to nonfreezing cold temperatures.

http://arsagsoftware/ars.usda.gov
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At the same time, the physiological response to tem-

perature has been extensively studied, and genetic dif-

ferences are well documented; however, the basis of

genetic effects is not known. It is encouraging that

new genes (e.g., Eps-1) are being identified, but the

quantitative variation of crop development, once

major processes (photoperiod and vernalization

requirements) are solved, requires the identification

of new genes, probably of small effect. For example,

a recent study in maize found no large effect QTL for

flowering time in a nested mapping population [82].

Although no major epistatic or environmental interac-

tions were found, the individual QTL effect varied

across founder lines of the population [82]. QTL or

gene effects need to be accurately determined to build

quantitative genetic models.
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14. Askenasy E (1888) Über eine neue methode, um die

vertheilung der wachstumsintensität in wachsenden theilen

zu bestintaien. Verh Naturh Med Verl Heidelberg 2:70–153
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Glossary

Biotroph A plant pathogenic microorganism which

requires living host tissue in order to complete its

life cycle. Rust and powdery mildew fungi are

examples of biotrophs, as are viruses.

Oomycetes Also known as water molds, the Oomycetes

are a large group of terrestrial and aquatic organisms.

They superficially resemble fungi in mycelial growth

and mode of nutrition, but molecular studies

and distinct morphological characteristics place

them in the kingdom Stramenopila (or Chromista)

with brown and golden algae and diatoms.

Phytoalexin Antimicrobial substances synthesized de

novo by plants and which accumulate rapidly at

areas of infection by an incompatible pathogen.

Phytoalexins are broad spectrum in action and are

chemically diverse with different types characteris-

tic of particular plant species. They can be grouped

into several classes including terpenoids, alkaloids,

phenolics.

Saprophyte An organism, e.g., a fungus or bacterium,

that grows on and derives its nourishment from

dead or decaying organic matter.

Virulence Refers to the relative ability of a pathogenic

organism to cause disease.

Definition of the Subject

Plant diseases cause substantial crop losses every year

and, historically, have led to considerable economic
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damage and human suffering. Controlling plant dis-

eases is therefore vital to maintaining crop productivity

and feeding the ever expanding human population.

Crop diseases can be controlled using a variety of

methods, notably cultural approaches, the use of resis-

tance in the plant, and the application of chemicals

(fungicides). However, the organisms that cause plant

disease (plant pathogens) are genetically adaptable and

can overcome plant resistance, and the toxic effects

of fungicides. Ensuring that crops are adequately

protected depends therefore on continually keeping

one step ahead of the pathogens by improving existing

control measures and developing new approaches. This

article provides an overview of the various methods,

traditional and novel, used to control crop diseases.
Introduction: The Need for Disease Control

in Crops

Plant disease has plagued mankind ever since the

beginnings of agriculture. Today, despite the many

advances in crop protection technology, crop diseases

continue to wreck havoc on crops, because of the

genetic adaptability of the pathogens which cause

plant disease. Crop losses at farm level can have serious

implications for growers, but crop disease can inflict

much more serious damage on a larger scale. A good

example of just how devastating crop disease can be is

the potato blight epidemic of the 1840s in Europe.

This disease, caused by the Oomycete pathogen

Phytophthora infestans, decimated crops across Europe

and in Ireland, led to the death of some one million

people and the emigration of several million more

[1, 2]. Astonishingly, today, more than 170 years later,

potato blight still poses a major problem for potato

growers across the globe.

Crop losses as a result of disease can be expressed in

various ways, such as potential losses and actual losses.

Potential loss compares yields in a system without any

form of crop protection treatment, with yields from

a system with a similar intensity of crop production,

but receiving crop protection treatments. Actual losses

are those sustained despite the use of crop protection

[3]. The efficacy of crop protection can be calculated as

the percentage of potential losses prevented. Potential

losses range from 8.5% for cotton to 21.2% for
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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Estimated loss potential and actual losses due to patho-

gens (fungi and bacteria) in six major crops worldwide in

2001–2003 (Adapted from [3])

Crop

Crop losses (%) due to pathogens

Potential Actual

Wheat 15.6 [12–20] 10.2 [5–14]

Rice 13.5 [10–15] 10.8 [7–16]

Maize 9.4 [8–13] 8.5 [4–14]

Potatoes 21.2 [20–23] 14.5 [7–24]

Soybeans 11.0 [7–16] 8.9 [3–16]

Cotton 8.5 [7–10] 7.2 [5–13]
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potatoes, while actual losses range from 7.2% for cot-

ton to 14.5% for potatoes, highlighting the importance

of crop protection in reducing potential losses in all of

these crops (Table 1).

Globally, agricultural production has grown faster

than the human population over the past few decades

[4]. In most parts of the world, this has been the result,

not of increased area of cropped land, but of increased

inputs, including pesticides [4]. In the period from

1963 to 2002, cereal yields increased by 114% globally,

although the annual rate of growth fell from 3.14%

in the period 1963–1976 to 0.84% in the period

1989–2002 [4]. In the period from 1960 to 2004,

pesticide sales worldwide increased more than ten-fold

to some $30 billion [3]. However, despite this increased

pesticide use, crop losses as a result of pests, diseases,

and weeds have not fallen significantly in the past

40 years.

Controlling Crop Diseases

Crop disease can be controlled using a variety of

approaches. The first line of defense is the exclusion

of the pathogen through plant quarantine and, for

example, the use of pathogen-free propagating mate-

rial. The next line of defense is to exclude, eliminate, or

reduce pathogen inoculum. This can be achieved in

various ways, including cultural control, use of host

plant resistance, and chemical control. Finally, several

of these approaches might be used together in an
integrated program of disease control. In the sections

below, these disease control options will be examined

in more detail.

Cultural Control

Cultural control aims to prevent contact with the path-

ogen, to create environmental conditions unfavorable

to the pathogen or at least to avoid favorable condi-

tions, or to reduce the amount of pathogen inoculum

available to infect crop plants. Methods used include

host eradication, crop rotation, sanitation, irrigation,

tillage, and improving crop growth conditions, for

example, through appropriate fertilizer use. Cultural

control provides the foundation for disease control in

crops, and yet its important is often overlooked.

Host Eradication Host eradication refers to the

removal and disposal of whole infected plants. This

method is used routinely in nurseries, greenhouses,

and fields to prevent the spread of pathogens, since it

eliminates the infected plants that act as a source of

inoculum. In potato cultivation, pathogens can over-

winter in infected tubers left in the field and give rise to

infected plants (known as volunteers) in the spring.

These volunteers can acts as sources of inoculum, and

their removal from the field and subsequent destruc-

tion will reduce levels of pathogen inoculum.

If a pathogen requires two hosts to complete its life

cycle, control is possible by eradication of the less

important host. The wheat stem rust fungus, Puccinia

graminis f.sp. tritici, is a case in point. It requires two

hosts, wheat and barberry, to complete its life cycle and

until the 1950s was the most important pathogen of

wheat in the United States [5]. Since the 1950s, how-

ever, stem rust has declined in importance in the

United States, due in part to successful eradication of

its alternate host, common barberry [6].

Sanitation Sanitation refers to eliminating or reduc-

ing the amount of inoculum present by various means,

including removal of infected plant parts and plant

debris. Destroying crop residues is an important prac-

tice, but how it is performed depends upon the type of

crop and the type of pathogen. For example, burying

crop debris can destroy certain pathogens, particularly

if the residues are plowed in deeply enough, while
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burning crop residue is common practice for cereal

crops in some parts of the world and will destroy

many pathogens. However, burning has some draw-

backs, particularly loss of nutrients and increased soil

erosion.

Crop Rotation Crop rotation is an ancient cultural

practice and its benefits include maintenance of soil

structure and organic matter, and a reduction in soil

erosion that is often associated with continuous row

crops [7]. The main purpose of rotating crops in con-

ventional arable rotations is to reduce the incidence of

diseases, pests, or weeds that are difficult to control

with pesticides, and for this reason, short rotations of

two to three crops are usually employed. In the United

States, for example, the majority of the maize crop is

grown on a 2–3 year rotation, while in the UK, barley

and wheat usually form the main part of the rotation,

with breaks of oilseed rape, beans, peas, or potatoes [8].

Continuous cropping with the same susceptible

host plant will result in the establishment of a soil

population of pathogenic microbes. Crop rotation

avoids this and is often associated with a reduction in

crop diseases caused by soilborne pathogens [7]. Using

nonhost or less susceptible crop plants in the rotation

can lead to a decline in specific populations of plant

pathogens in the soil and is best suited for biotrophs,

since they require the presence of the specific living

host for survival, or pathogens with low saprophytic

ability [9, 10]. Crop rotation is less suitable for con-

trolling root-inhabiting pathogens that survive sapro-

phytically or can exist for long periods in soil, e.g.,

pathogens with tough survival structures such as

Rhizoctonia solani, Sclerotinia sclerotiorum, and

Pythium spp. [11, 12].

Tillage Tillage has indirect effects on pathogen

spread and can also be used to reduce pathogen inoc-

ulum in the soil. Conventional tillage uses primary and

secondary cultivation to prepare a seed-bed for plant-

ing and results in considerable soil disturbance, while

reduced tillage uses a single cultivation, or even no

cultivation (no-tillage, zero tillage, direct drilling),

and as a result leads to minimal soil disturbance.

Minimum tillage and no-tillage practices can be

grouped together under the generic term: conservation

tillage [13].
Tillage can bury pathogens deeper in the soil where

they are less likely to become a problem. It can alter soil

texture, aeration, temperature, moisture, and density,

and can also influence nutrient release in the soil, with

benefits to the crop [8]. Tillage also leads to clear

fluctuations in microbial activity and biomass in the

soil [14]. Reduced tillage or no-till is often associated

with higher microbial biomass and activity in upper

soil layers compared to regular tillage (plowing) [15].

This concentration of crop debris in the top layers of

the soil can promote the overwintering and survival of

numerous pathogens and has prompted concern that

increased disease and decreased yields will be the inev-

itable result of using conservation tillage practices.

Although this has proved to be the case under some

conditions, there have also been reports of decreases in

the incidence of soilborne diseases. As suggested by

Sturz et al. [13], such contradictory reports may reflect

differences in root development and soil microbial

biomass and activity under the different regimes.

Thus, conservation tillage practices can lead to patho-

gen inoculum concentrations several orders of magni-

tude greater than those found under conventional

tillage [16, 17] and, as a result, plant roots growing in

the upper soil layers might be more prone to pathogen

infection [13]. In contrast, increasedmicrobial biomass

and activity in the top soil layers can give rise to greater

root density and root activity [18, 19], whichmay offset

the damaging effects of disease on yield, and might also

provide a highly competitive soil environment with

resulting disease suppressive effects [20].

Severity of tan spot in wheat was found to increase

under no-till conditions, but was reduced following

reduced tillage [21]. To control blackleg

(Leptosphaeria maculans) on canola (oilseed rape), it

is recommended that crop debris is buried in the

autumn and a nonhost crop be direct seeded the fol-

lowing spring to avoid reexposing the buried residue

[22, 23]. Recent research suggests that inoculum pro-

duction by L. maculans decreased with increasing dura-

tion of stubble burial in the field over 10 months before

stopping completely [24]. This effect may be due to the

mycobiota associated with the buried stubble, and

these workers suggest that it might be possible to

manipulate the population of saprophytic microbiota

present on oilseed rape stubble to facilitate the decline

of L. maculans [24].
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Sowing Practices

Time of Sowing Altering the time of sowing to avoid

high levels of pathogen inoculum or conditions

conducive for development of a particular disease can

lead to reduced severity of several crop diseases. For

example, in the UK, sowing winter oilseed rape in

August rather than September exposes the earlier

sown crop to inoculum from stubble of the previous

crop, resulting in more severe Alternaria infection on

pods. In contrast, the risk of infection is reduced in the

later sown crop because the stubble is buried by tillage

[25]. Late sowing may also be recommended for

autumn-sown barley crops, in order to decrease

exposure of newly emerging seedlings to inoculum of

Rhynchosporium secalis produced on previous barley

crops in the area [26].

Depth of Sowing Sowing depth can influence the risk

of infection, since the preemergence stage of the

seedling, which is usually more susceptible to pathogen

infection, is longer when seeds are sown deeper. In

Brassica rapa, for example, rapid emergence of

seedlings reduces preemergence damping-off because

the period of contact between the emerging seedlings

and R. solani in the soil is reduced [27]. Thus,

significantly higher seedling emergence was reported

for several cultivars of B. rapa sown at a depth of 1.5 cm

compared to 3.0 cm [27].

Crop Density Crop density can exert considerable

influence over disease incidence due to the ease with

which pathogen inoculum can be transferred between

closely spaced plants and alterations in crop

microclimate. In densely planted crops, temperatures

are more uniform, humidity is increased, and leaves are

wet for longer, all of which provides favorable

conditions for pathogen infection and subsequent

development. Crop density can be manipulated in

various ways, e.g., sowing, pruning, and fertilization.

Soil Amendments: Mulching, Fertilizers, and

Organic Amendments

Mulches Mulches are used to conserve organic matter

and moisture and to reduce soil erosion. A variety of

materials can be used as mulches, including straw,

manure, plastics, and paper. Mulching can lead to water

retention and nutrient enrichment in the soil and can

decrease soil temperature, all of which can influence
pathogen infection and disease development in plants.

Although mulching can reduce the spread of splash

dispersed pathogens, by altering the environment, it

could lead to increased severity of some diseases.

Further, if crop residues are used in mulching, disease

incidence could increase since the residues could be

used as a food source by a range of pathogens.

Fertilizers Adequate mineral nutrition is central to

crop production, and can also exert considerable

influence on disease development [28, 29]. Below, the

influence of nitrogen, phosphorus, potassium, calcium,

and silicon on plant disease will be dealt with briefly.

Nitrogen Using nitrogen fertilizer above recommen-

ded rates can lead to increased disease incidence and

lesion area. This has been shown for biotrophic fungal

pathogens such as powdery mildews and rusts [30, 31]

and necrotrophic pathogens such as Magnaporthe

grisea, the cause of rice blast [32]. It is commonly

thought that application of nitrogen fertilizer can

increase disease severity via effects on crop canopy

development. Thus, large canopies with high shoot

densities may be more conducive to spore transfer

and pathogen infection than sparse canopies. For

example, nitrogen has been shown to increase the

severity of Fusarium head blight in wheat, and it has

been suggested that this might be the result of

a nitrogen-induced increase in canopy size, leading to

an altered microclimate [33]. In contrast, work on

yellow rust on winter wheat suggested that the impact

of nitrogen on disease was the result of effects of

nitrogenous substances in wheat leaves on pathogen

growth, rather than effects on canopy growth and

microclimate [34].

But nitrogen is not always associated with increased

crop disease. Indeed, various studies have reported no

effect of nitrogen on disease severity (e.g., [35, 36]),

while Hoffland et al. [31] found that the effect of

nitrogen depended on the type of pathogen. Thus,

nitrogen increased susceptibility of tomato to the pow-

dery mildew pathogen Oidium lycopersicum and the

bacterial pathogen Pseudomonas syringae pv. tomato,

while it had no effect on susceptibility to the vascular

wilt pathogen Fusarium oxysporum f.sp. lycopersici [31].

In contrast, tomato plants were more susceptible to

Botrytis cinerea when grown under low nitrogen con-

ditions [37]. These results do not support the view that
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nutrient-limited plants are better defended [38, 39]. It

seems that generalizing about the effects of nitrogen on

plant disease is unwise, and practically, although

manipulation or assessment of crop nitrogen status

might be used as part of disease control strategies, the

approach adopted will depend on the crop and the

pathogens from which it is most at risk [29].

Phosphorus In general, phosphorus fertilization

tended to improve plant health, with reductions in

disease recorded in 65% of cases studied by Perrenoud

[40]. Nevertheless, phosphorus fertilization increased

disease and pest problems in 28% of the cases examined

[40]. As with nitrogen, the effects of phosphorus on

plant disease might be the result of direct effects on the

pathogen, host plant metabolism, leading to effects on

pathogen food supply, and effects on plant defenses

[29]. Indeed, foliar application of phosphate salts has

been shown to induce resistance to pathogens in

a range of crop plants, including cucumber [41],

broad bean [42], grapevine [43], maize [44] and

rice [45].

Clearly, an adequate phosphorus supply is impor-

tant for crop growth and in turn, may well help to

reduce disease. However, the regime of phosphorus

fertilizer used will depend on a range of factors, includ-

ing the crop and the pathogens likely to be important.

Reuveni and Reuveni [46] suggested that foliar-applied

phosphate might be used as part of an integrated dis-

ease control program. However, grower adoption of

such an approach will depend on the existence

of other, effective disease control measures and the

economics of disease control in the particular crop.

Potassium There are many reports that potassium is

associated with disease reductions [47]. However, as

these authors point out, inadequate consideration has

been given to the effects of associated anions, nutrient

balance, and nutrient status, to allow the definitive role

of potassium to be determined. Thus, it has been

suggested that in some cases, the effects of potassium,

applied as potassium chloride fertilizer, might be due to

the chloride ion rather than potassium [48]. Further,

chloride fertilization has been shown to suppress dis-

ease in cereal crops [49].

There has been much interest in the application of

fertilizers to crop foliage, including the effects of foliar

fertilizer application for crop disease control [46, 50].
Foliar-applied potassium chloride has been shown to

control Blumeria graminis and Septoria tritici on wheat

in field studies [51, 52], probably due to osmotic effects

on the fungal pathogens, disrupting pathogen develop-

ment and subsequent infection [52, 53].

Application of potassium to deficient soils usually

increases plant resistance to diseases [47]. This might

be partly related to the effect of potassium in increasing

epidermal cell wall thickness or disease escape as

a result of vigorous crop growth [47], although the

mechanisms by which potassium affects plant disease

are not well understood.

Calcium There are many reports that application of

calcium to soils, foliage, and fruit reduces the incidence

and severity of a range of diseases of crops, including

cereals, vegetable crops, legumes, fruit trees, as well as

postharvest diseases of tubers and fruits [54]. For

example, calcium has been shown to inhibit anthrac-

nose (caused by Colletotrichum gloeosporiodes or

C. acutatum) in apples [55] and to decrease postharvest

disease development on strawberry [56], while treat-

ment of tomato with calcium carbonate reduced fusar-

ium crown rot disease [57]. In contrast, Nam et al. [58]

could find no effect of calcium on anthracnose on

strawberry. Because calcium increases resistance of

plant cell membranes and cell walls to microbial

enzymes, increasing calcium concentrations in storage

organs could lead to enhanced resistance to pathogens

[59, 60]. However, the form in which the calcium is

applied can influence the mechanism by which calcium

affects disease. For example, the addition of lime

can affect disease by altering pH, while calcium salts

(e.g., propionate) can be directly inhibitory to patho-

gens [54]. Making general recommendations for the

use of calcium in plant disease control would be

unwise, due to the range of crops and pathogens

affected by calcium application. Instead, the appropri-

ate amount and form of calcium to apply need to be

determined for individual crop–pathogen interactions.

The dwindling availability of fungicides, together with

increasing public concern for the environment means

that the use of calcium to control plant disease, espe-

cially postharvest, is attracting increased attention.

Silicon The effects of silicon in reducing disease

severity have been known since 1940 [61]. However, it

was not until the 1980s that more detailed work was
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carried out in this area. Thus, cucumbers grown in

nutrient solutions supplemented with silicon were

found to have significantly less powdery mildew infec-

tion than plants not receiving silicon supplementation

[62, 63]. Indeed, silicon has been shown to suppress

both foliar and soilborne pathogens in cucurbits [64]

and to reduce susceptibility of rice to various pathogens

[65]. Wheat grown in soil amended with silicon

showed reduced infection by several pathogens, includ-

ing B. graminis f.sp. tritici, S. tritici, and Oculimacula

yallundae (Fig. 1) [66, 67].

It has been suggested that the effects of silicon in

providing disease control are due to the creation of

a mechanical barrier to penetration [68]. However,

this has been disputed by studies which could find no

evidence for the creation of a physical barrier following

silicon treatment in wheat inoculated with powdery

mildew and bitter gourd and tomato inoculated with

Pythium aphanidermatum [69, 70]. Rather, several

studies have suggested that silicon activates defenses

in plants. For example, in wheat inoculated with

B. graminis f.sp. tritici, epidermal cells of silicon-treated

plants were shown to react to attempted infection with

specific defenses, including papilla formation and

callose production [71]. In the rice–M. grisea

pathosystem – silicon-mediated resistance was found

to be associated with accumulation of antimicrobial

compounds at infection sites, including diterpenoid
phytoalexins [72]. In fact, phytoalexin accumulation

occurs in silicon-mediated resistance in both dicots

and monocots and since phytoalexins are highly spe-

cific to plant species, it has been suggested that silicon

might be acting on mechanisms shared by all plant

species, e.g., those resulting in activation of plant stress

genes [73].

Organic amendments Organic amendments include

animal manure, solid wastes, and composts. Such

amendments are often used to improve soil quality,

usually by contributing to general suppressiveness

through enhanced microbial biomass and activity [7].

Organic amendments are rich in labile carbon fractions

which are an energy source for microorganisms, and

moreover, they can themselves contain antagonistic

microbes. A substantial body of data indicates that

organic materials can reduce incidence of diseases

caused by a range of plant pathogens [74, 75].

Irrigation Although an adequate water supply is vital

to crop production, irrigation can play a detrimental

rather than a beneficial role in managing plant diseases.

For example, irrigation water can spread pathogen

propagules and under dry conditions, can prevent

desiccation of such propagules, thereby effectively

increasing the level of inoculum in soil. Watering

from overhead prolongs leaf wetness, thereby
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providing favorable conditions for germination and

infection by fungal spores. Overhead watering also

increases the risk of splash-dispersal of spores, thus

increasing pathogen spread. However, irrigation can

be used to reduce the level of pathogen inoculum.

Thus, the activity of microbes that destroy fungal scle-

rotia can be increased by alternate wetting and drying

of the soil. Generally, drip or trickle irrigation, which

delivers water directly to the root zone at a rate insuf-

ficient to lead to pathogen spread, is least likely to

encourage disease development.

Use of Host Resistance

Most plants are resistant to most microbes. Thus,

wheat plants are not affected by pathogens of tomato,

and vice versa. This is known as nonhost resistance.

However, every plant is attacked by its own pathogens,

e.g., barley is attacked by the barley powdery mildew

fungus, B. graminis f.sp. hordei, although it might not

be able to defend itself equally well against all patho-

gens that are able to attack it. This ability of plants to

resist attack by pathogens is genetically determined, but

the diversity of types of genetic control of this resis-

tance, and of conditions required for their expression,

has led to a bewildering number of classifications of

resistance types in plants. To complicate matters fur-

ther, in some cases, different terms used by different

authors are synonymous, while in other cases, the

terms might be based on different criteria.

Types of Resistance

Seedling and Adult Plant Resistance Seedling

resistance operates from the onset of plant growth

and is effective throughout the life of the plant. It is

generally controlled by single genes and is effective in

the absence of matching virulence in the pathogen. In

contrast, adult plant resistance (APR) covers a broad

range of resistance types all of which are not effective at

the plant’s seedling stage. APR tends to be controlled by

a number of genes, which might operate through

a wide variety of mechanisms.

Polygenic and Oligogenic Resistance Resistance

controlled by one, or at most two or three genes, is

known as oligogenic. Here, a single gene can confer

complete resistance. A gene conferring such resistance

is often referred to as a major gene. Where resistance is
controlled by a larger number of genes, it is known as

polygenic. Genes conferring polygenic resistance are

often referred to as minor genes.

Race-specific and Race-nonspecific Resistance The

terms race-specific and race-nonspecific sought to

differentiate between resistance that was subject to

loss of effectiveness with the appearance of new

virulent strains of a pathogen and resistance that was

thought would never be lost because the pathogen was

not capable of developing virulence to it. A major

problem with these terms has been a lack of evidence

to suggest that any particular resistance was race-

nonspecific. The assumption was generally made that

genes of large effect (major or seedling genes) were

race-specific and genes of small effect (minor genes or

APR) were race-nonspecific. This has subsequently and

comprehensively been shown not to be the case in

many host–parasite systems.

Vertical and Horizontal Resistance These terms were

introduced to convey the difference between race-

specific and race-nonspecific resistance [76]. In vertical

resistance, there tends to be a high level of resistance by

the host to some races of the pathogen and a low level of

resistance to others, while in horizontal resistance,

resistance tends to be exhibited equally to all races of

the pathogen. Vertical resistance has also been denoted

as specific resistance and horizontal resistance as

general resistance. However, although the specific

nature of some types of resistance can usually be

established fairly easily, it is much more difficult to

prove that resistance is truly general, since there is

always the chance of a new pathogen race appearing

with the ability to overcome the resistance.

Qualitative and Quantitative Resistance These terms

are a rough match for seedling/APR and vertical/

horizontal resistance, with qualitative resistance

referring to a high level of resistance controlled by

a single gene and quantitative resistance being

controlled by several genes of smaller effect. The term

“quantitative” subsequently came to be used to

describe locations on chromosomes where genes of

small effect were identified through mapping studies,

hence “quantitative trait locus” or QTL. More recently

the use of the term QTL has come to be used for major

gene loci as well.
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Partial Resistance Partial resistance was originally

used in studies of the resistance in barley to leaf rust

caused by Puccinia hordei. It describes resistance that

reduced the rate of epidemic development despite

having a susceptible reaction type [77]. Resistance to

leaf rust was found to be governed by up to 6–7 minor

genes with additive effects and was correlated with

increased latency period and reduced infection

frequency, pustule size, infectious period, and spore

production. The term is now used more generally to

describe any resistance that is only partially effective in

reducing disease expression and is usually synonymous

with minor gene resistance.

Durable Resistance Durable resistance was suggested

for use by Johnson and Law [78] to refer to rust

resistance in wheat that in practice had provided

stable resistance in varieties that had been grown over

a large area for many years. The term specifically

avoided identifying the resistance with particular

phenotypes or suggesting that the resistance would

never be lost to a change in pathogen virulence.

Specific well-studied examples are the Sr2 and Rpg1

genes for partial stem rust in wheat and barley,

respectively, the genes Lr34 and Yr18 which provide

partial resistance to leaf and stripe rust in wheat

and which may in fact be the same gene and the mlo

locus which provides resistance to powdery mildew in

barley.

Genetic Engineering for Disease Resistance Using the

techniques of genetic manipulation (GM), it is now

possible to sequence and clone resistance genes from

distantly related species. These genes could then be

transferred into crop species, providing varieties with

enhanced disease resistance. For example, the gene for

resistance to bacterial blight of rice, Xa21, was

sequenced, cloned, and transformed into rice,

providing resistance against a range of pathogens

[79]. This is a good example of how transgenic

technologies could be used in a major crop and

indeed, transgenic rice lines expressing Xa21 are

currently being tested in the field. The vision is to use

GM technology to pyramid several different resistance

genes in a rice variety, providing what is hoped will be

durable resistance. However, unless there is

coordination among plant breeders and the industry

to prevent varieties being grown together, thereby
allowing the pathogen to mutate one gene at a time,

this strategy is unlikely to be successful.

One option for improving resistance to virus infec-

tion is to transform the gene that expresses the viral

coat protein into the host plant. This approach was

used to develop a line of papaya resistant to the very

damaging papaya ringspot virus (PRSV). As a result of

this work, two papaya varieties, Rainbow and SunUp,

were commercialized. Rainbow was widely planted in

Hawaii and was important in preventing the complete

destruction of the papaya industry by PRSV [80].

Deployment of Resistance in Practice Many new

crop varieties have been bred where resistance to

a particular pathogen is based on the introduction of

one gene. All too often history has shown that the

introduction of such varieties is followed, within just

a few years, by the appearance of a new race of the

pathogen, able to overcome the “new” resistance. Such

rapid breakdown of host resistance is favored by mod-

ern intensive agriculture, where crops are planted in

monoculture covering huge areas. This favors any

genetic variants of the pathogen with the ability to

infect these new varieties. Breaking this “boom-and-

bust” cycle of introducing a new resistant variety,

followed by the rapid breakdown of resistance, can be

achieved in various ways. One approach is to find

durable sources of resistance. Another is to breed for

combinations of race-specific genes in one crop variety.

This is known as pyramiding and should be quite

durable. However, it is controversial, since it might

select for complex races of the pathogen possessing

several matching virulences. Another approach is to

diversify the deployment of resistance genes. This

could involve spatial diversity across regions or fields,

or the use of multilines or mixtures of cultivars.

A multiline is a series of near-isogenic (genetically

identical) plant lines each differing in a single character,

e.g., disease resistance. The plant lines can be grown

together like a conventional crop, thereby retaining

agronomic advantages such as crop uniformity, while

confronting the pathogen with the problem of over-

coming several different genes for resistance. A number

of mechanisms have been proposed to account for

disease control in multilines: (1) The high proportion

of resistant plants in the multiline grown in the field

reduces the amount of pathogen inoculums per unit
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Change in R. secalis infection of mixtures of winter barley cultivars compared with the mean of their components with
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area of crop, thereby reducing the amount of infection

in the succeeding generation and the amount of inoc-

ulums produced by that generation. (2) Movement of

pathogen inoculums between susceptible plants might

be hampered by the presence of intervening resistant

plants. (3) The average distance which the pathogen

inoculums must travel in order to reach another sus-

ceptible plant is increased. (4) There might be induc-

tion of resistance, i.e., pre-inoculation with a race of the

pathogen to which the line is resistant might protect it

from a race to which it is normally susceptible [81].

However, the breeding program required for the devel-

opment of a multiline is extensive. Similar in concept,

but easier to put into practice, is the use of variety

mixtures. Here, seed of a number of genetically distinct

varieties of the crop are mixed and grown together as

a single crop. Each variety possesses a different resis-

tance gene(s), again presenting the pathogen with

a genetic puzzle. But the use of mixtures requires care-

ful choice of varieties, since they must possess similar

characteristics, such as crop height and time to

flowering. Nevertheless, mixtures have been shown to

develop less disease than would be expected in compo-

nent varieties grown alone. Mixtures can also provide

yield increases, and the magnitude of disease control
and effects on yield are dependent on the number of

components in the mixture (Fig. 2). The mechanisms

proposed to account for reductions in disease in mix-

tures include less efficient spread between plants and

the induction of plant resistance by incompatible

strains of the pathogen attempting to infect different

hosts in the mixture [82].
Use of Chemicals to Control Crop Disease

Chemicals continue to play an important role in crop

disease control. These chemicals act either by inhibiting

germination, growth, and multiplication of the patho-

gen, or by killing the pathogen. Although chemicals can

be used to control bacterial pathogens (bactericides)

and nematodes (nematicides), this section will concen-

trate on chemicals with activity against fungal patho-

gens (fungicides).

Fungicides can be divided into several groups

according to their mode of action. Protectant fungi-

cides protect the plant against fungal propagules (e.g.,

spores) landing on the surface of leaves, stems, or fruit,

but tend to be ineffective against established infections,

since they do not enter the plant to any extent. To be

effective therefore, protectant fungicides need to be
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applied before the fungal pathogen enters the plant.

In contrast, systemic fungicides enter the plant, and

can become generally distributed within its tissues,

thereby offering protection against fungal pathogens.

Eradicant fungicides can enter plant tissues and can kill

established infections. A number of protectant and

systemic fungicides possess eradicant properties,

while some systemic fungicides also have protectant

activity.

Protectant Fungicides Protectant fungicides can be

applied to the crop as high-volume or low-volume

sprays, or occasionally as dusts. These fungicides tend

to be broad spectrum, with activity against a range of

different fungal pathogens. As a result, it is unlikely that

pathogens would develop resistance to these chemicals.

However, because they must be applied before the

pathogen attempts to penetrate the plant, there is the

need for reliable forecasting of infection risk. Protec-

tant fungicides include the oldest and still widely used

inorganic sulfur and copper compounds. Sulfur,

applied as a dust, wettable powder, paste, or liquid, is

used to control powdery mildews, some rusts, leaf

blights, and fruit rots. Bordeaux mixture, made by

mixing copper sulfate solution with calcium oxide or

calcium hydroxide, consists mainly of colloidal

hydrated cupric hydroxide stabilized by calcium

sulfate. It has been replaced by copper oxychloride,

which can be formulated by the manufacturer and

simply diluted by the grower.

Organic sulfur compounds are an important and

versatile group of fungicides and include thiram,

ferbam, maneb, zineb, and mancozeb. These fungicides

are all derivatives of dithiocarbamic acid, and because

they are metabolized to isothiocyanate, they inactivate

the sulfhydryl groups (-SH) in amino acids and

enzymes. Thiram is used mostly for seed and bulb

treatment for vegetables, flowers, and grasses, while

ferbam is used to control foliage diseases, ornamentals,

and fruit on trees. Maneb and mancozeb belong to

a group of dithiocarbamic acid derivatives known

as the ethylenebisdithiocarbamates. Maneb is a broad-

spectrum fungicide for the control of foliage and

fruit diseases of vegetables such as tomato, potato,

and vine crops, as well as flowers, turf, and some fruit

crops. Mancozeb is formed by the addition of zinc

ion to maneb and a secondary effect of using mancozeb
is the provision of manganese and zinc to plants

deficient in these elements.

Various aromatic compounds have been developed

as fungicides and include dichloran, used as a foliar or

fruit fungicide, or as a postharvest spray for vegetables

and flowers, and chlorothalonil, which is a broad-

spectrum fungicide used on vegetables, field crops,

ornamentals, and turf.

A number of very effective protectant fungicides

belong to the rather heterogeneous group of heterocy-

clic compounds and include captan, iprodione, and

vinclozolin. Captan is used for the control of leaf

spots, blights, and fruit rots on various crops, as well

as a seed treatment. It works by inhibiting thiol-

containing enzymes in the fungal cell, and may also

react with sulfhydryl groups.

Systemic Fungicides For a systemic fungicide to be

effective, it must enter the plant and, to be translocated,

it must be reasonably water-soluble. It must also be

selective, possessing toxicity against the pathogen but

not the host plant. Most systemic fungicides are xylem-

mobile and as a result, tend to move from the base to

the top of the plant, accumulating in leaves and shoot

apices. As a result, such fungicides possess no

activity against soilborne pathogens affecting roots.

Phosphonate fungicides such as fosetyl-Al are also

phloem-mobile and so can move down the plant to

the roots, providing protection against, for example,

root rots caused by Phytophthora species.

Awide range of systemic fungicides are now used to

control plant pathogens. Unlike protectant fungicides,

most systemic fungicides are site specific, and target

only one, or just a few, specific steps in fungal metab-

olism. Although this was seen initially as a strength of

systemic fungicides, it soon proved to be a weakness,

since fungal pathogens were able to develop resistance

to the chemicals, in some cases with alarming rapidity.

Acylalanine fungicides are effective against

Oomycete pathogens such as Phytophthora and

Pythium and include the widely used fungicide,

metalaxyl. This is used as a soil or seed treatment and

also possesses some curative activity. It moves readily

from roots to shoots, although its lateral movement is

slight. Some fungal pathogens have developed resistance

to metalaxyl, and its use tends to be recommended

in conjunction with a broad-spectrum fungicide.
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Benzimidazole fungicides include some well-

established and important chemicals, including beno-

myl, carbendazim, and thiabendazole. They are

converted to methyl benzimidazole carbamate (MBC,

carbendazim), which interferes with cell division.

Benzimidazoles are broad spectrum in activity. Thus,

benomyl is effective against a wide range of leaf spots,

blights, rots, scabs, seedborne, and soilborne diseases.

It can be applied to plants as a seed treatment, foliar

spray, trunk injection, root dip, or fruit dip.

Oxanthiins, such as carboxin and oxycarboxin, pos-

sess the distinction of being the first chemicals with

demonstrated systemic activity. They are active against

some smut and rust pathogens, and also against Rhi-

zoctonia. By inhibiting succinate dehydrogenase in fun-

gal mitochondria, they affect respiration.

Organophosphate fungicides, such as foestyl-Al

and phosphorous acid, are effective against Oomycete

pathogens on a range of crops. Interestingly, fosetyl-Al

has been reported to trigger plant defense mechanisms,

e.g., phytoalexin biosynthesis and accumulation.

Other systemic fungicides include the pyrimidines,

such as ethirimol and bupirimate, with activity

against powdery mildews, and the triazoles,

such as triadimefon, propiconazole, cyprodinil, and

tebuconazole. The triazoles exhibit long-acting protec-

tive and curative activities against a broad spectrum of

pathogens.

The most recently developed group of fungicides is

the strobilurins. They are based on chemicals extracted

from the wood rotting fungus Strobilurus tenacelus, and

a range of highly effective strobilurins have been devel-

oped over the years. They work by blocking electron

transfer at the site of quinol oxidation (Qo site,

hence their description as QoI fungicides), thereby

preventing ATP formation in respiration. These fungi-

cides move trans-laminarly within leaves and some also

move systemically through the vascular system. Impor-

tant strobilurins include azoxystrobin, pyraclostrobin,

and kresoximmethyl. They have broad-spectrum activ-

ity, and some also possess growth-promoting activity

on treated plants, apparently by delaying senescence

and altering plant–water relations.

Development of Resistance to Fungicides Until the

advent of systemic fungicides, fungicide resistance was

rare. The development of resistance in Pyrenophora to
mercury used as a seed dressing, in the apple scab

fungus Venturia inaequalis to dodine, and in

Penicillium species to diphenyl compounds are

exceptions. In contrast, the use of systemic fungicides

soon led to the appearance of fungicide resistance.

Thus, the pyrimidine fungicide dimethirimol was

introduced in 1968, and by 1971, strains of the

powdery mildew fungus Sphaerotheca fuligenea were

detected on glasshouse cucumbers in the Netherlands.

Similarly, following the introduction of QoI fungicides

in the UK in 1996, resistance to powdery mildew in

wheat was first recorded in 1998.

It seems that where a single site systemic fungicide

is used intensively, there is the risk of fungal pathogens

developing resistance to it. With single site fungicides,

only a single mutation in the fungus might be required

for resistance to develop. Some of the mechanisms by

which a fungusmight develop resistance following such

a mutation include: (1) detoxification of the chemical,

(2) decreased permeability of fungal cell membranes to

the fungicide, (3) reduced affinity of the fungicide to

the reactive site within the fungal cell, and (4) bypassing

a blocked reaction via an alteration in fungal

metabolism.

Given that fungicide resistance is now an accepted

fact of life in crop protection, how can it be managed

effectively? The first point to remember is that fungi-

cides to which resistance has developed can still be

useful in disease control if deployed sensibly. Strategies

to minimize the risk of fungicide resistance developing

include:

1. Reducing fungicide use

● Applying fungicides only when necessary
● Using fungicides as part of an integrated disease

control program, including, for example,

appropriate cultural control, and if available,

resistant varieties

Diversifying fungicide treatments
2.

● Avoiding the repeated use of fungicides with the
same mode of action

● Instead, use mixtures of fungicides with differ-

ent modes of action

● During the growing season, alternating fungi-

cides with different modes of action

● Including a multisite fungicide in any fungicide

mixture or spray program
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Pesticides and Nontarget Organisms Pesticide use has

greatly increased the quantity and improved the quality

of food for the increasing world population. However,

as pesticide use increased, so did concern about their

adverse effects on nontarget organisms, including

humans. Increasing public concern about the

accumulation of pesticides in the environment and

the impact on nontarget organisms has led to the

introduction of rigorous regulatory processes [83,

84]. Nevertheless, there is continued concern over the

impacts of pesticides on wildlife, including invertebrate

populations, wild plants, and farmland birds [85].

These concerns have led to reviews of active

substances used in plant protection, with the resulting

withdrawal of an increasing number of crop protection

products from the market [86]. This has created

problems, and in some situations, effective control

measures are no longer available to meet all the

challenges posed by pathogens, pests, and weeds [86].
Biological Control of Plant Diseases Using

Antagonistic Microorganisms

Biological control can be defined as the control of a plant

pathogen using another living organism or organisms.

This definition includes direct and indirect effects, as

a result of either the introduction of antagonists, or

manipulation of existing microbial populations to

reduce disease. This section will deal with biological

control using antagonistic microorganisms.

Antagonistic microorganisms control plant disease

because they weaken or destroy the pathogen. They

achieve this by various mechanisms, including:

(1) directly parasitizing the pathogen, (2) producing

antibiotics or toxins that exert an effect on the patho-

gen, (3) competing for space and nutrients with the

pathogen, and (4) producing hydrolytic enzymes that

destroy components of pathogen cells.

To be effective in disease control, a biological con-

trol agent (BCA) must be able to colonize a particular

habitat or occupy a niche in sufficient numbers to

disrupt the growth and survival of the target pathogen.

For this reason, the most effective BCAs are likely to be

found in the environment in which they are to be used.

Thus, if the pathogen to be controlled infects plant

roots, the best place to look for a potential BCA

would be the rhizosphere. Finding appropriate BCAs
is one thing, but using them in practice is quite another.

For a start, as a living organism, the BCA must be

formulated in such a way as to allow it to remain viable

and survive following application [87]. Great advances

have been made in the production and formulation of

BCAs over the years, but despite the fact that 1,000 of

microorganisms have been shown to interfere with

growth and survival of plant pathogens under con-

trolled and field conditions, relatively few have been

registered and used in commercial practice. Currently,

there are more than 50 bacterial products and 50 fungal

products available commercially. The majority of both

bacterial and fungal products are sold for control of

seedborne or soilborne pathogens (Table 2), with fewer

for foliar pathogens and timber decay fungi and even

fewer for postharvest pathogens. Most contain individ-

ual microorganisms although there are some products

that contain microorganism mixtures, and some indi-

vidual microorganism strains are marketed in several

different products expanding the potential market of

a single active ingredient. Bacterial products are dom-

inated by Bacillus species reflecting their ease of growth

and production of long-lived spores mentioned earlier.

Fungal products are dominated by Trichoderma

spp. which are also easy to produce, generally have a

low toxicity, and can sporulate well.

America’s first biological fungicide seed treatment,

Kodiak (marketed by Bayer), contains spores of Bacillus

subtilis GB03 for control of Alternaria, Aspergillus,

Fusarium, and Rhizoctonia spp. that attack root systems

of a number of plants, including seed and pod vegeta-

bles, cotton, peanut, soybean, wheat, barley, and maize.

The spore concentrate can be applied through standard

slurry or mist seed treatment equipment, with fungi-

cides if required, and the bacterium colonizes the root

system providing control over the whole growing

season.

Numerous products contain strains of Trichoderma

harzianum, but one isolate, KRL-AG2 (T-22), sold by

BioWorks Inc., USA, has been used and developed for

several markets in US horticulture and agriculture in

a number of different forms. When applied to soil,

planting mixes, or turf, this BCA colonizes plant roots

and provides protection against root pathogens such as

Cylindrocarpon, Fusarium, Pythium, Rhizoctonia, and

Thielaviopsis. RootShield granules are largely targeted

at glasshouse and nursery use, and can be incorporated,
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marketed as biological control agents for control of soilborne and seedborne plant pathogens (from [87])

Antagonist
Target pathogen(s)/
activity Disease/host Product name and source

BACTERIA

Agrobacterium
radiobacter

Agrobacterium tumefaciens
causing root galls

Ornamentals and other
plants sensitive to A.
tumefaciens root galls

Norback 84-C, Galltrol-A, Nogall,
Diegall, Dygall (Becker Underwood
Pty Ltd, Australia; Bio-Care
Technology Pty Ltd. Australia; New
BiProducts, Inc. USA; AgBiChem
Inc., USA; Agbioresearch Ltd.
New Zealand)

Bacillus cereus BP01 Plant growth promotion Cotton Mepplus (MicroFlo Co. LLC, USA)

B. pumilus GB34 Fusarium spp., R. solani Soybean YieldShield concentrate; GB34
Biological Fungicide (Gustafson
LLC, USA)

Bacillus licheniformis
SB3086

Numerous pathogens,
especially Sclerotinia
homeocarpa

Ornamentals, turf EcoGuard, Green Releaf
(Novozymes Biologicals Inc., USA)

B. subtilis Pythium damping-off Tomato Cillus, Green-all G (Greenbiotech
Co, Korea)

R. solani, Fusarium spp.,
Alternaria spp., and
Aspergillus spp. pathogens

Root rots and seedling
diseases generally

Kodiak, Epic, Concentrate, Kodiak
HB, Quantum 4,000, System 3
(Gustafson LLC, USA)

Fusarium spp., Verticillium
spp., R. solani, and Pythium
spp. pathogens

Various vegetable and
field crops

PHYTOVIT WG (Prophyta
Biologischer Pflanzenschutz GmbH,
Germany)

B. subtilis GB03 Fusarium spp.,
Phytophthora spp., Pythium
spp., R. solani

Ornamentals, turf, dry
and snap bean, cotton,
peanut, soybean, wheat,
and barley

Companion, Kodiak (Growth
Products Ltd, USA; Gustafson LLC,
USA; Bayer CropScience LP, USA)

B. subtilis MBI600 Alternaria spp., Aspergillus
spp., Fusarium spp.,
Pythium spp., R. solani

Alfalfa, dry/snap beans,
peanut, soybean, field
crops, turf, cotton

HiStick N/T, Pro-mix, Subtilex;
Subtilex HB (Becker Underwood
Inc., USA; Premier Horticulture Inc,
Mexico)

B. subtilis subsp.
amyloliquefaciens FZB24

Fusarium spp., R. solani Various vegetables and
ornamentals

Taegro, Tae-Technical (Earth
Biosciences Inc. USA)

B. subtilis, Bacillus
circulans, Bacillus
amyloliquefaciens,
Paenibacillus polymyxa
(Mixture)

Damping-off (bacterial)
diseases

All crops Hydroguard (American Agritech,
USA)

Burkholderia cepaciaa Pythium spp., Fusarium
spp., R. solani, nematodes

Alfalfa, beans, clover,
cotton, peas, wheat,
vegetables, and others

Deny, Blue Circle (Stine Microbial
Products, USA)

Pythium spp., Fusarium
spp., R. solani,

Maize, vegetables,
cotton

Intercept (Soil Technologies Corp.,
USA)
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Antagonist
Target pathogen(s)/
activity Disease/host Product name and source

Erwinia carotovora,
nonpathogenic

Bacterial soft rots Vegetables, cruciferous
plants, rice

Biokeeper (Central Glass Co. Ltd.,
Japan)

P. polymyxa AC-1 Damping-off Cucumber NH, Topseed (Greenbiotech Co.,
Korea)

Pseudomonas sp. Growth promotion, various
seedborne and soilborne
diseases

Vegetables, potato,
cereals, etc.

Proradix (Sourcon-Padena,
Germany)

Pseudomonas
aureofaciens TX-1

Various turf grass
pathogens

Turf grass diseases Spotless (Turf Science laboratories
Inc, USA)

Pseudomonas
chlororaphis MA 342

Drechslera spp., Septoria
spp., Fusarium spp.

Cereal seedborne
diseases

Cedomon (BioAgri AB, Sweden)

P. chlororaphis 63-28 Pythium spp. R. solani,
F. oxysporum

Stem and root rots, and
wilt disease in various
crop plants

AtEze (Eco Soil Systems Inc., USA)

Pseudomonas fluorescens Frost damage, E. amylovora Fruit, potato, tomato,
berries

BlightBan A506 (NuFarm Inc., USA)

Pseudomonas
solanacearum,
nonpathogenic

P. solanacearum P. solanacearum rots in
vegetables

PSSOL (Natural Plant Protection,
France)

P. syringae Botrytis spp., Penicillium
spp., Mucor spp.

Fruit, potato Bio-save (EcoScience Corp., USA)

Streptomyces
colombiensis WYE20

R. solani Turf Mycocide (KIBC Co., Korea)

Streptomyces goshikiensis
WYE324

R. solani Rice, turf Safegrow (KIBC Co, Korea)

Streptomyces griseoviridis
K61

Various soilborne
pathogens

Vegetable and
ornamental soilborne
diseases

Mycostop (Verdera Oy, Finland)

Streptomyces lydicus
WYCD108

Various soilborne
pathogens

Root rots in many crops,
turf, and ornamentals

Acinovate (Natural Industries
Inc. USA)

FUNGI

Aspergillus flavus AF36 A. flavus (aflatoxin +) Cotton AF36 (Arizona Cotton Research and
Protection Council, USA)

A. flavus NRRL 21882 A. flavus (aflatoxin +) Peanut Afla-guard (Circle One Global Inc,
USA)

Coniothyrium minitans
CON/M/91-08

Sclerotinia minor,
S. sclerotiorum

Protected vegetable and
field crops

Contans WG (Prophyta Biologischer
Pflanzenschutz GmbH, Germany;
Sylvan Bio Products Inc, USA) and
Intercept WG (Encore Technologies,
MN, USA)

C. minitans KONI S. minor, S. sclerotiorum Glasshouse crops and
amenity areas

KONI (Bioved Ltd.,
Szigetszentmiklos, Hungary)
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Antagonist
Target pathogen(s)/
activity Disease/host Product name and source

F. oxysporum Fo47 F. oxysporum Asparagus, basil,
carnation, cyclamen,
gerbera, tomato

Fusaclean (Natural Plant Protection,
France)

Gliocladium catenulatum
J1446

Pythium spp., R. solani, and
numerous other pathogens

Damping-off of
vegetables, herbs,
ornamentals, and
numerous other plants

Prestop Mix, Prestop WP, Primastop
(Verdera Oy, Finland)

Gliocladium (Trichoderma)
virens G-21

Pythium ultimum, R. solani Damping-off of bedding
plants, greenhouse
crops, and ornamentals

SoilGard 12 G formerly GlioGard
(Certis Inc, Columbia, MD, USA)

Pythium oligandrum Numerous diseases Numerous crops Polyversum (Biopreparaty Ltd,
Czech Republic)

Trichoderma spp. Soilborne fungal
pathogens

Turf, glasshouse crops,
and field crops

Trich-A-Soil (Becker Underwood Pty
Ltd, Australia)

Sclerotium cepivorum,
Pyrenochaeta

Onion Tenet (Agrimm Tecnologies,
New Zealand)

Soilborne plant pathogens Ornamentals, fruit, turf,
olive, vine

Trichomic (AMC Chemical, Spain)

Armillaria Tree seedlings Arborguard (Biodiscovery Ltd,
New Zealand)

T. harzianum T-22
(KRL-AG2)

Fusarium spp., Pythium
spp., Cylindrocarpon spp.,
Thielaviopsis spp., R. solani,
S. homeocarpa

Range of crops,
ornamentals, and turf

T-22 HC, T-22 Planter Box, T-22
Granules PlantShield HC,
RootShield drench and granules,
TurfShield, TRIANUM-P, TRIANUM-G
(Bio-Works Inc, Fairport, NY, USA;
Koppert, the Netherlands)

T. harzianum Various fungi Legumes and leaf
vegetables

Supresivit (Borregaard and Reitzel,
Denmark or Fytovita, Czech
Republic)

Pythium spp., R. solani
seedling diseases

Numerous crops Eco-T (Plant health Products, South
Africa)

T. harzianum GBF-0208 Numerous pathogens Vegetables, bulbs, turf Green-all T WP (Green Biotech Co.
Ltd., Korea)

T. harzianum +
Trichoderma viride

Fusarium spp.,
Phytophthora spp., Pythium
spp., and R. solani

Field crops, vegetables,
ornamental and turf

Trichodry, Trichoflow, Trichogrow,
Trichopel R Trichopel
(Agrimm Technologies, New
Zealand)

T. harzianum T 35 +
T. harzianum TH315

Fusarium spp., Pythium
spp., R. solani, S. rolfsii

Seedlings diseases on
a range of crops and
potato

Root Pro and Root-Protato
(Mycontrol, Hamovil, Israel)
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Antagonist
Target pathogen(s)/
activity Disease/host Product name and source

T. harzianum +
T. polysporum

Various root-infecting fungi Glasshouse crops BINAB-T W P(Bio-Innovation Eftr AB,
Bredholmen, Sweden; or Svenska
Predator AB, Sweden; or Bayer,
Sweden)

T. viride Fusarium spp., Pythium
spp., R. solani

Damping-off, foot rots
and collar rots of several
plants

Ecoderma (Margo Biocontrols
Private Ltd., Bangalore, India)

aB. cepacia is no longer available in North America because of concerns over the potential for human pathogenicity of some strains of this

species
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top-dressed, broadcast, or applied in-furrow or to

planting holes for use on flowers, bedding plants, orna-

mentals, vegetables, pome and stone fruit, trees, and

tree nuts. For agriculture, T-22 Planter Box is applied as

a coating on seeds and seed pieces, an in-furrow spray,

and as a transplant starter and T-22 HC as a broadcast

or in-furrow treatment, both for use on field and row

crops, hay and forage crops, bulbs and vegetables. In

Europe, T-22 (Koppert, the Netherlands) is available as

TRIANUM-G and TRIANUM-P, wettable granule and

wettable powder formulations. Much of the scientific

background concerning the use of this isolate has been

extensively reviewed [88].

In terms of the future, advances that can improve

quantity, quality, and shelf life of inocula would be

welcome, particularly for bacteria such as Pseudomonas

that do not form spores. In recent work, both Pseudo-

monas and Trichoderma isolates have been simulta-

neously applied to seed via drum priming and found

to survive and proliferate on roots similarly to when

applied individually [89]. This procedure may be a way

to apply and maintain multiple BCAs in a commer-

cially relevant process. Further approaches include

integration with other control strategies such as cul-

tural methods and chemical treatments [87]. A better

understanding of the natural ecology of any potential

BCA might facilitate a more rational approach to pro-

duction and use.

Induced Resistance to Control Crop Diseases

Following infection by a microbial pathogen, suscepti-

ble plants can develop an enhanced resistance to
further infection [90]. This is known as induced resis-

tance and can be split broadly into two types: systemic

acquired resistance (SAR) and induced systemic resis-

tance (ISR).

In SAR plants, develop a broad-spectrum systemic

resistance to pathogen infection following a localized

infection by a necrotizing pathogen or treatment with

various agents, e.g., acibenzolar-S-methyl (ASM) or

Probenazole (Oryzemate®). SAR is associated with

increased levels of salicylic acid (SA) and with the

coordinate expression of a specific set of genes

encoding PR proteins ([91]; Fig. 3). Moreover, appli-

cation of SA or one of its functional analogues, such as

ASM, induces SAR and activates the same set of PR

genes [92]. Indeed, expression of a set of PR genes, and

PR-1 in particular, is used as a marker for SAR induc-

tion, although it is important to note that the induction

of resistance is not always accompanied by PR-1 expres-

sion [93, 94].

In contrast to SAR, ISR develops as a result of

colonization of plant roots by certain strains of plant

growth–promoting rhizobacteria (PGPR) and is medi-

ated by jasmonic acid– (JA) and ethylene (ET)-

sensitive pathways ([91]; Fig. 3). Phenotypically, ISR

is similar to SAR in that it acts unspecifically against

taxonomically different pathogens [91, 95].

The resistance responses described above can be

associated with direct activation of defenses. However,

such responses can also be associated with an ability to

“recall” previous infection, root colonization, or chem-

ical treatment. This phenomenon is known as priming

and results in plants responding more rapidly and
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A model for the signal transduction network controlling induced systemic resistance (ISR) mediated by plant growth–

promoting rhizobacteria and pathogen-induced systemic acquired resistance (SAR) in Arabidopsis thaliana. LPS,

lipopolysaccharide; PRs, pathogenesis-related proteins; AVR, avirulence gene product; R, resistance gene product; HR,

hypersensitive response; SA, salicylic acid; JA, jasmonic acid; ET, ethylene; NPR1, a regulatory protein involved in signaling

in SAR and ISR in A. thaliana; SNI, transcriptional repressor of SAR genes; TGA transcription factors, family of transcription

factors interacting with SA-induced NPR1 (From [91])
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effectively when exposed to subsequent pathogen

attack ([96]; Fig. 3). Usually, no changes in gene

expression or in the levels of resistance traits are detect-

able in response to the priming agent alone, which
might be a chemical elicitor such as ASM or a challeng-

ing pathogen. Interestingly, priming of resistance is

usually caused by agents that fully induce resistance

when applied at higher doses [97, 98] and suggests
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that direct resistance induction and priming might

differ from one another quantitatively rather than

qualitatively.

Awide range of microbes and chemicals are known

to induce resistance and it seems likely that other forms

of induced resistance exist. Thus, it is well known that

the nonprotein amino acid, b-aminobutyric acid

(BABA), can induce resistance in a variety of crop

plants [99]. BABA-induced resistance (BABA-IR)

has been used as a model for the study of priming and

in Arabidopsis, it is based on various mechanisms.

Thus, BABA-IR against P. syringae and B. cinerea func-

tions via priming for SA-inducible defenses, while

against a different set of pathogens (Hyaloperonospora

parasitica, Plectosphaerella cucumerina and Alternaria

brassicicola), it is based on priming for resistance

through the formation of callose-rich papillae

[100–102].

Since the introduction of the first chemical resistance

activator Probenazole (registered in Japan as

Oryzemate®, Meiji Seika Kaisha Ltd) in 1975, a number

of other chemical and microbial activators have been

developed, including ASM, registered as Bion® and

Actigard® (Syngenta), Milsana® (Reynoutria

sacalinensis extract, KHH BioScience Inc. USA), Elexa®

(chitosan, SafeScience, USA), and Messenger® (harpin

protein, EdenBioscience, USA).However, although high

levels of disease control can be achieved with plant

activators in controlled environments, their perfor-

mance under field conditions has been less impressive.

In fact, the moderate levels of disease control and high

levels of variability exhibited by plant activators in the

field have been instrumental in the very slow uptake of

induced resistance in crop production systems. In the

following paragraphs, the performance of selected plant

activators under field conditions will be discussed.

Probenazole (3-allyloxy-1,2-benziothiazole-1,1-

oxide) was first introduced for the control of rice

blast disease (Pyricularia oryzae) and bacterial blight

(Xanthomonas oryzae). It is widely used in Asia where it

is applied as a granular treatment either to paddy fields

or as a seedling box treatment. Following application,

the compound is absorbed by the roots, then systemi-

cally transferred to the rest of the plant and can control

rice blast disease for between 40 and 70 days post

application [103]. However, despite continuous use

since its introduction, there have been no reports of
pathogen insensitivity to probenzole and indeed, it still

accounted for 53% of the chemicals used for seedling

box treatments on rice in 2005 [103]. It is believed this

is because the compound is only weakly toxic to fungi

and activates disease defense systems in rice [104, 105].

A large body of data has accumulated on the effi-

cacy of ASM against a range of diseases under field

conditions [106, 107]. Most studies report disease con-

trol, although the level of control ranges from 4% to

99%. High levels of disease control were achieved on

tobacco, where infections by P. syringae pv. tabaci,

Cercospora nicotianae, and Alternaria alternata were

reduced by 99%, 91%, and 89%, respectively [108,

109]. In wheat, the crop that ASM was originally

aimed at, disease control was not so impressive, ranging

from 35% for Puccinia recondita and Septoria spp., to

77% for B. graminis f.sp. hordei [110, 111]. ASM even

increased disease levels in peanut, where infection by

Cercosporidium personatum was greater than untreated

controls by 52% [112]. Working on oilseed rape,

Liu et al. [113] found that pretreatment with ASM in

October/November decreased the number of leaf

lesions caused by the Phoma stem canker pathogen

L. maculans in the autumn/winter, as well as the

severity of stem canker in the subsequent spring/sum-

mer. In this work, reductions in numbers of leaves with

lesions were between 25% and 55% [113]. More

recently, ASM was shown to reduce infection of barley

by the leaf scald pathogen R. secalis by 45% [114].

Chitosan is a common polymer in shells of crusta-

ceans, exoskeletons of insects, and cell walls of fungi

[115]. A commercial formulation, Elexa®, contains 4%
chitosan as its active ingredient and has been shown to

protect a range of crops against pathogens. For exam-

ple, when used as a seed treatment, it reduced downy

mildew severity on pearl millet by 58%, and when used

as a foliar spray, it reduced infection by 75% [116].

When used on grapevines, eight applications of Elexa®

applied over the season reduced the incidence of downy

mildew by 50% and powdery mildew by 75% com-

pared to untreated controls [117].

A number commercially available products are

based on microbial proteins. One such is Messenger®,
which is based on the protein harpin obtained from

Erwinia amylovora [118]. Used as a crop protectant,

Messenger® has had mixed success. For example,

although it possessed good efficacy against blue mold
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in apples [119], its efficacy against gray mold in straw-

berry [120] and target spot of tomato [121] was poor.

In some interesting recent work, Chen et al. [122]

generated specific fragments of HpaGXooc, a harpin

from X. oryzae pv. oryzicola, and found that one of

these fragments, HpaG10–42, stimulated growth of rice

plants and provided enhanced resistance to X. oryzae

pv. oryzae and M. grisea. HpaG10–42 was also shown to

control bacterial blight, rice blast, and sheath blight,

and to increase grain yields, under field conditions

[123]. Here the level of disease control depended on

the cultivar, with greater control obtained with indica

compared to japonica cultivars.

ISR was first shown to be effective under field con-

ditions in the mid-1990s, when application of PGPR as

a seed treatment followed by soil drench application led

to a reduction in severity of bacterial wilt [124], and

control of bacterial angular leaf spot and anthracnose

[125]. Subsequent research by Raupach and Kloepper

[126] showed that treatment of cucumber seed with

PGPR led to increased plant growth and control of

angular leaf spot and anthracnose. Field experiments

in Thailand in 2001 and 2002 studied the effects

of PGPR, used alone or as mixtures, on control of

southern blight of tomato caused by Sclerotium rolfsii,

anthracnose of long cayenne pepper caused by

Colletotrichum gloeospoiroides, and mosaic disease of

cucumber caused by cucumber mosaic virus (CMV)

[127]. Mixtures of PGPR (all Bacillus spp.) were found

to suppress disease more consistently than the PGPR

strain Bacillus pumilus IN937b, used alone.

Induced resistance offers the prospect of durable,

broad-spectrum disease control using the plants own

resistance. However, it is plagued by inconsistency and

relatively poor disease control compared with fungi-

cides. These problems relate to the fact that induced

resistance is a host response and as such is greatly

influenced by genotype and environment. Unfortu-

nately, the understanding of the impact of these influ-

ences on induced resistance is poor, as is the

understanding of how best to use induced resistance

in crop protection practice. Understanding in these

areas needs to improve, and answers to several impor-

tant, practical questions are required, for example:

(1) Should resistance inducing agents be applied early

or late in the season? (2) Is induced resistance effective

against pathogens with long periods of asymptomatic
growth in plant tissue, e.g., R. secalis on barley? (3) Can

resistance inducers be used as a means of reducing fun-

gicide applications to crops, e.g., can resistance inducers

be applied early to reduce pathogen infection and colo-

nization, thereby allowing less fungicide to be used?

What is required is research related to specific crops

aimed at trying to determine how best to fit induced

resistance into disease control programs. Farmers and

crop protectionists have grown accustomed to high

levels, or even complete, disease control. Ultimately, for

induced resistance to gain more widespread acceptance

in crop protection, there will need to be a lowering of

expectation in terms of levels of disease control.

Other Approaches to Controlling Crop Diseases

Biofumigation Biofumigation involves the suppres-

sion of plant pests and diseases by biocidal hydrolysis

products, most notably the isothiocyanates released by

glucosinolate (GSL)-containing plants in soil. It can

involve GSL-containing plants as rotation crops, or

intercrops by incorporating fresh plant material as

green manure, or by utilizing processed plant products

high in GSLs, e.g., seed meals. Strategies for the field

implementation of biofumigation are described in

detail by Kirkegaard [128].

Soil Solarization Soil solarization, or soil heating,

harnesses solar energy in order to increase soil temper-

ature. This is commonly achieved by mulching (cover-

ing, tarping) the soil with transparent polyethylene or

other transparent plastic sheets. The following are a few

of the important principles of soil solarization: (1) It

should be carried out during periods of high tempera-

ture and intense solar radiation, with low levels, or no

precipitation. (2) Soil needs to be moist in order to

increase the thermal sensitivity of resting structures

and improve heat conduction. (3) The mulching

period needs to be sufficiently long (�4 weeks or

greater) in order to achieve disease control at all desired

depths. The efficacy of soil solarization in controlling

crop diseases and the mechanisms involved are

discussed in detail by Gamliel and Katan [129].

Integrated Control of Plant Diseases

As pointed out by Agrios [130], plant disease control is

most effective when all of the relevant information
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regarding the crop, potential pathogens, previous dis-

ease history, availability of host resistance, environmen-

tal conditions, etc., are taken into account in devising the

disease control program. An integrated program of dis-

ease control aims to (1) eliminate or reduce the initial

pathogen inoculum, (2) reduce the effectiveness of the

initial pathogen inoculum, (3) maximize host plant

resistance, (4) delay the onset of disease in the plant/

crop, and (5) slow down the development and progres-

sion of secondary cycles [130].

The precise approach adopted will depend on the

crop and its disease spectrum, but would probably

include several of the following: (1) appropriate

hygiene/sanitation, e.g., using disease-free seed/plant-

ing material, (2) using appropriate cultural measures,

(3) using resistant plant varieties, (4) using appropriate

fungicides, and (5) using biologically based methods, if

available and appropriate, e.g., biological control,

induced resistance.

Control of late blight (P. infestans) on potato pro-

vides a good example of an integrated approach to

disease control (see www.endure-network.eu). For late

blight, the first step in an integrated strategy is reducing

primary sources of inoculum, such as avoiding infected

seed tubers, using certified potato seed, preventing or

reducing oospore production by controlling volunteer

potatoes, for example. The next step is variety choice,

since use of a variety expressing some resistance to late

blight offers the potential to reduce fungicide inputs as

part of an integrated strategy. Nevertheless, fungicides

play a crucial role in integrated control of late blight.

Although control measures are aimed mainly at

preventing infection, if late blight appears in a crop,

the control strategy switches to stopping or reducing

the epidemic. Effective control of late blight depends

on access to information such as phase of crop growth,

fungicide products available, dose rates, timings,

weather conditions, as well as access to tools, such as

an appropriate decision support system (DSS). The

DSS can integrate all relevant information to generate

spray recommendations, thereby increasing the efficacy

of the control strategy without increasing risk.
Future Directions

High crop yields are maintained in most developed

countries through the use of improved varieties, together
with fertilizers and pesticides. In these countries, farmers

and growers are accustomed to achieving high levels of

disease control with fungicides, although, as discussed

above, the development of fungicide resistance can erode

fungicide efficacy. Levels of disease control obtained with

many biologically based control methods are lower than

those achieved using fungicides, and moreover, many

biologically based methods tend to provide inconsistent

disease control. Thus, although induced resistance can

provide high levels of disease control on some crops, with

many crops, disease control is less impressive. Expression

of induced resistance in crop plants can also be variable,

depending, for example, on genotype and environment.

Problems also exist with variability and inconsistency

of disease control provided by some BCAs. Farmer per-

ceptions of inadequate and inconsistent disease control

will not persuade them to adopt biologically based

approaches. Minimizing the effects of these problems

clearly requires further research.

In spite of the huge effort by researchers to develop

novel biologically based solutions for disease control

(such as BCAs, plant-derived substances, induced resis-

tance agents), few products have reached the market-

place. The relatively high cost of registration, together

with the limitedmarket size for some products, has been

identified as a major barrier. However, this problem has

been recognized by regulatory authorities, and in the

UK, for example, the Chemicals Regulation Directorate

(Pesticides) has launched a scheme that encourages

applicants to register their products. Under this scheme,

the requirements for registration can be tailored to the

product type and importantly, the application fee can be

reduced [86].

The continued ability of pathogens to overcome host

resistance genes and to develop resistance to fungicides

seriously erodes the ability to provide effective, lasting

disease control on important crops. These problems

combined with the withdrawal of active substances

from the market and increasing public concern with the

effects of pesticides on the environment create a huge

challenge for plant pathology in the future. Plant disease

control has an important role to play in efforts to feed the

world’s increasing population. However, providing effec-

tive and lasting disease control, without harming the

environment, will require not just a sensible approach to

the use of host resistance and fungicides, but also a range

of innovative approaches. In some situations, innovative

http://www.endure-network.eu
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control methods might be used to complement existing

approaches. In other cases, for example for those diseases

for which no adequate control measures exist, innovative

control options might provide the only solution.
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4Institució Catalana de Recerca i Estudis Avançats
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Glossary

Acetosyringone A phenolic compound that activates

the Agrobacterium tumefaciens vir genes and thus

initiates DNA transfer.

Agrobacterium-mediated transformation The intro-

duction of DNA into plants by the bacterium

Agrobacterium tumefaciens.

Bactofection Gene transfer to animal cells mediated

by bacteria.

BIBAC A binary vector for plant transformation based

on the high-capacity bacterial artificial chromo-

some (BAC).

Binary vector A plant transformation vector in two

parts, one carrying the T-DNA and one carrying the

vir genes.

Cassette A modular DNA sequence designed for por-

tability between different vectors.

Chimeric (transformed plants) Comprising cells with

different genotypes, usually a first-generation

transformant (T0) where some cells are transgenic

and others are not.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Concatemer A DNA molecule containing multiple

contiguous copies of the same sequence.

Conjugation DNA transfer between cells through

a specialized conduit known as a pilus.

Counterselectable marker A selectable marker gene

whose absence is required for cells to survive.

Destination vector The vector designated to receive

a DNA cassette during LR recombination in the

Gateway system.

Direct DNA transfer DNA transfer mediated by phys-

ical or chemical means rather than by bacteria or

viruses.

Entry clone The vector holding the DNA cassette

that needs to be transferred to the Destination vector

during LR recombination in the Gateway system.

Episomal A genetic entity that replicates indepen-

dently of the host chromosome, such as a plasmid

or nonintegrating virus.

Explant A piece of plant tissue transferred to culture

and propagated independently.

Filler DNA Extra DNA added at junctions during ille-

gitimate recombination, either by synthesis across a

template or random addition of nucleotides.

Gateway A proprietary cloning system based on LR

recombination, a form of site-specific recombina-

tion using the attB and attP sites of Escherichia coli

and bacteriophage l.
Gene targeting Disruption of a preselected gene by

homologous recombination with a DNA cassette.

Helper plasmid A plasmid that is not used as a cloning

vehicle, but which supplies necessary functions in

trans.

Homing endonuclease A specialized type of restric-

tion enzyme encoded by introns and inteins with

a long asymmetric recognition sequence.

Homologous recombination Recombination requir-

ing long regions of homology but no sequence

specificity.

Illegitimate recombination Recombination requiring

neither long regions of homology nor specific

sequences; it can occur by direct nonhomologous

end-joining (all sequences conserved, sometimes with

added filler DNA) or at regions of microhomology.

In planta transformation Transformation methods

that can be used with intact plants rather than tissue

explants, andwhich therefore require no regeneration.
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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Integration The insertion of one DNA sequence in the

midst of another.

Minichromosome A vector comprising the minimal

elements that allow it to function as a chromosome.

Minimal cassette The minimal sequences required to

achieve transformation and transgene expression,

typically a promoter, gene, and terminator.

Multigene transfer The simultaneous transfer of more

than one gene into a plant.

Particle bombardment A physical transformation

method based on the acceleration of DNA-coated

metal particles into intact plant cells.

Promoter The DNA sequence in front of a gene which

controls its spatiotemporal expression profiles and

whether its expression is sensitive to external

stimuli.

Reporter gene A gene whose function is to yield an

easily detectable product that can be used to mea-

sure or delimit the activity of a regulatory element

such as a promoter.

Screenable marker Another name for a reporter gene.

Selectable marker A gene whose function is to confer

on transformed cells some property that allows

them to be propagated in conditions under which

nontransformed cells either die or cannot grow

efficiently.

Southern blot (DNA blot) Amethod for the detection

of DNA sequences using specific labeled comple-

mentary probes.

Stable transformation Transformation followed by

integration of DNA into the host genome such

that the transgene becomes a permanent new geno-

mic locus.

Superbinary vector A binary vector in which the vir

gene functions are enhanced.

Supervirulent An Agrobacterium tumefaciens strain

with a broader host range or more efficient DNA

transfer ability than normal strains.

T-DNA The section of DNA within a binary vector

which is transferred to the host plant.

Transactivation domain The part of a transcription

factor that activates transcription.

Transient expression The expression of introduced

DNA for a short time before the DNA is diluted

and degraded.

Transfection (a) In bacteria, the transfer of phage

DNA into bacterial cells by chemical or physical
means; (b) in animals and plants, the transfer of

any DNA into cultured cells by chemical or physical

means.

Transformant A plant that has been transformed with

exogenous DNA.

Transformation (a) In bacteria, the transfer of plasmid

or genomic DNA into bacterial cells by chemical or

physical means; (b) in animal cells, the spontaneous

or induced change from a normal to an oncogenic

phenotype; (c) in plants, any means of DNA

transfer that does not involve the use of a virus.

Transgenic Containing integrated exogenous DNA in

the nuclear genome.

Transplastomic Containing integrated exogenous

DNA in the plastid genome.

Terminator The sequence following the gene that is

required to terminate transcription.

vir Gene One of several genes on binary vectors that

are required in trans to mediate T-DNA transfer.

Zinc finger A zinc-coordinating protein motif usually

associated with DNA binding, often found in

sequence-specific DNA binding proteins such as

transcription factors.
Definition of the Subject and Its Importance

The term transformation (or more properly “genetic

transformation”) was first coined to describe the natu-

ral process by which bacteria take up free DNA from

their surroundings. The term was required to distin-

guish this process from two other ubiquitous natural

gene transfer mechanisms in bacteria: conjugation

(direct transfer of DNA from cell to cell through

a connecting tube called a pilus) and transduction

(transfer of DNA between cells carried by the capsid

of a virus). All three of these natural processes have

been exploited in the laboratory as ways to introduce

exogenous DNA into bacterial cells, and in this context

the definition of transformation was later refined to

take into account the different consequences of gene

transfer depending on the origins of the transforming

DNA. The meaning of transformation was thus

restricted to the uptake of naked plasmids or genomic

DNA fragments, whereas an alternative term – trans-

fection – was coined to describe the uptake of naked

phage DNA, the distinction required because only the

latter can initiate a phage infection.
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Unsurprisingly, the same terms have been adopted

to describe analogous processes in other organisms, but

the precise definitions vary due to preexisting conven-

tions. Cultured animal cells are said to undergo trans-

formation when they change from the normal

phenotype (cessation of growth when confluence is

achieved) to an oncogenic phenotype (continued

growth, formation of foci) so “transformation” is usu-

ally avoided in the context of gene transfer to prevent

ambiguity. Therefore, transfection is used to describe

the introduction of any naked DNA into animal cells

regardless of its origin. The transfer of DNA from

bacteria to animal cells (including the use of conjuga-

tion-like mechanisms) is unusual and has only recently

been adopted as a gene transfer procedure in the labo-

ratory, so a new term has been coined for this process –

bactofection. The introduction of DNA into animal

cells using a virus as a carrier is known as transduction,

just as it is in bacteria.

The terminology for plants is a hybrid of

the conventions used for bacteria and animal cells.

Transformation refers to any gene transfer process

where a virus is not used as a carrier (otherwise

transduction is the correct term, as in bacteria and

animal cells). This means that plant transformation

includes both the uptake of naked DNA (direct DNA

transfer) and the transfer of DNA by the conjugation-

like method adopted by Agrobacterium tumefaciens

and Agrobacterium rhizogenes (Agrobacterium-

mediated transformation). However, due to opera-

tional analogies with cultured animal cells, the intro-

duction of DNA into cultured plant protoplasts

is also termed transfection, so in this specific context

the terms transformation and transfection are

synonymous.

The fate of the introduced DNA depends on many

factors. If it does not contain an origin of replication

that is active in plant cells it is usually maintained in

the nucleus for a short period of time (hours to days),

eventually being diluted and degraded. If the intro-

duced DNA contains an active expression cassette,

then a product may be expressed during this time,

a process known as transient expression. In a very

small number of cells, the DNA integrates into the

genome and becomes a permanent new locus. This is

known as stable transformation. It is a rare event

(approximately one in every 10,000 cells that takes up
exogenous DNA integrates it into the genome) and

selectable marker genes are usually employed to ensure

that the small number of transformed cells can grow at

the expense of their nontransformed peers, allowing

the recovery of transgenic tissues and whole plants.

Cells, tissues, and whole plants that are stably

transformed with a particular fragment of exogenous

DNA are termed transgenic if the DNA integrates into

the nuclear genome or transplastomic if it integrates

into the plastid genome. The integrated DNA is known

as the transgene (depending on context this term can

refer to a single gene or to the integrated segment of

exogenous DNA which may contain one or more

genes).

If the introduced DNA does have an origin of rep-

lication that functions in plants, then it may be

maintained episomally (as an extrachromosomal rep-

licon). This occurs when the introduced genetic mate-

rial is part of a replication-competent recombinant

plant virus, or when it includes the components of

a plant centromere, allowing it to function as

a minichromosome. Viral vectors are generally short-

lived, so they are also used for transient expression.

However, the ability of viruses to spread systemically

means that the transgene may be expressed at very high

levels throughout the plant, and the infection may last

days or weeks. Minichromosome vectors are a relatively

new development in plants but as with equivalent

“artificial chromosome” vectors in yeast and animal

cells, the idea is that they should facilitate stable trans-

formation without the need for integration into the

genome.

Plant transformation is a fundamental component

of both basic and applied plant biology. For basic

research, transformation allows scientists to study

how genes function and allows the expression of both

endogenous genes and transgenes to be controlled.

This has increased our understanding of how plants

grow, develop, and defend themselves against pests,

diseases, and harsh environments, how photosynthesis

is controlled, and the basis of primary and secondary

metabolism. For applied research, transformation can

be used to improve the agronomic performance of

crops, making them hardier, more nutritious, more

productive, or converting them from conventional

crops into green factories producing chemical precur-

sors, novel oils, industrial enzymes, and
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pharmaceuticals. Plants provide human beings with all

types of useful products: food and animal feed, fibers

and structural materials, and small molecules that can

be used as dyes, scents, and medicines. Plants have been

cultivated for these products since the dawn of history,

and for the same length of time people have sought to

improve plants by breeding them and selecting the

better-performing and most useful varieties. The limi-

tations of this approach, i.e., the fact that breeders are

restricted to the existing gene pool in each group of

sexually compatible species, and that breeding takes

a long time to achieve its goals, can be overcome by

plant transformation, thus accelerating the develop-

ment of plants with novel, beneficial traits.
Introduction

Plant transformation became a routine process in the

1980s but several attempts to transfer DNA into plant

tissues were reported in the previous 2 decades,

although stable transformation was never confirmed.

The first deliberate transformation of plant tissue with

laboratory-created recombinant DNA was achieved in

1983 when several researchers reported the introduc-

tion of recombinant plasmids, including backbone

sequences from cloning vectors and selectable marker

genes [1–3]. This marked the first creation of trans-

genic plant cells in the currently accepted meaning of

the word. In the intervening 30 years, heterologous

genes have been introduced into well over 100 different

plant species either through the use of the soil bacte-

rium A. tumefaciens or alternative strategies involving

direct DNA transfer to plant cells and tissues. In addi-

tion, many plant viruses have been developed as epi-

somal vectors, allowing high-level transient gene

expression, although because of their inability to

achieve stable transformation they are not considered

further in this article.
Principles and Methods of Plant Transformation

A fundamental difference between animals and plants

is that differentiated plant tissue shows a high degree of

developmental plasticity. Depending on the species,

isolated stem segments, leaf disks, and seed-derived

callus tissue may be able to regenerate an entire new

plant under appropriate culture conditions. For most
plant species, some form of tissue culture step is there-

fore used for the successful production of transgenic

plants after cells or small tissue explants have been

subjected to the actual transformation procedure.

However, it should be noted that whole-plant (in

planta) transformation strategies are also available in

some species, in which the need for tissue culture is

minimized or eliminated.

The ease with which plant material is manipulated

and interconverted in culture provides many opportu-

nities for the development of techniques for gene trans-

fer and the recovery of transgenic plants (Fig. 1). DNA

can be introduced into most types of plant material –

protoplasts, cell suspensions, callus, vegetative tissue

explants, gametes, seeds, zygotes, embryos, organs,

and whole plants; so, the ability to recover fertile plants

from such material is often the limiting step in plant

genetic engineering rather than the DNA transfer pro-

cess itself. It is also possible to maintain transformed

plant cell lines or tissues (e.g., root cultures) rather than

regenerating whole plants as these can often be

sustained indefinitely in culture.

Gene transfer to plants can be achieved through

three types of mechanism – viral transduction, bacte-

rial gene delivery, and chemical/physical direct DNA

transfer. Bacterial gene delivery using the soil pathogen

A. tumefaciens is the most widely used method for

dicotyledonous plants, but increasingly also for mono-

cots. Physical methods are the next most popular, espe-

cially particle bombardment for the transformation of

more recalcitrant monocots such as cereals. Chemical

transfection methods are little used these days, and are

only suitable for protoplasts. Each of the above

methods can be used to achieve either transient expres-

sion or stable transformation of the nuclear genome,

while direct gene transfer can also be used to achieve

chloroplast transformation. As stated earlier, viral

transduction does not lead to stable transformation

and virus vectors are not discussed in this article.
Principles of Agrobacterium-Mediated

Transformation

Gene transfer from bacteria to plants occurs naturally

and is responsible for crown gall disease. This is

a plant tumor that can be induced in a wide variety of

gymnosperms and dicotyledonous angiosperms by
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inoculating wound sites with the Gram-negative soil

bacterium A. tumefaciens. The tumor produces plant

hormones responsible for the proliferation of undiffer-

entiated plant tissue, and specialized amino acid deriv-

atives known as opines that the bacteria use as a carbon

source. The entire system has therefore evolved as a way

for the bacteria to exploit plants for accommodation

and food.

Even so, the continued presence of the bacteria is

not required to maintain the tumor, indicating that

some “tumor-inducing principle” is transferred from

the bacterium to the plant at the wound site. Research
in the late 1970s identified the principle as a small

segment of DNA that is transferred to the plant genome

(hence T-DNA, for transferred DNA). The source of

the T-DNA is a large plasmid, the tumor-inducing (Ti)

plasmid, resident in the bacterium.

Agrobacterium-mediated transformation was devel-

oped as a platform technology following the dissection

and functional analysis of two key components of nat-

ural Ti-plasmids: the T-DNA, which contains DNA

sequences required in cis for DNA transfer, and the

vir (virulence) region, which contains genes whose

products are required in trans for DNA transfer.
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The resulting transformation system is known as

a binary vector system because the T-DNA and vir

genes do not need to be present on the same vector.

This means that the T-DNA can be housed on a small

shuttle vector suitable for cloning in bacteria, while the

vir genes are provided on a second “helper” plasmid.

Natural T-DNA carries genes encoding enzymes for

plant hormone synthesis and enzymes for opine synthe-

sis, and these are the factors that drive the formation of

the crown gall tumor. The hormone genes are often called

oncogenes because they lead to tumor formation. How-

ever, neither the oncogenes nor the opine genes are

necessary for DNA transfer. If these genes are removed,

leaving an “empty” T-DNA cassette, the “disarmed”

T-DNA can still be transferred to the plant genome, but

the transformed cells at the wound site no longer prolif-

erate and form a tumor. All that is required for transfer is

the vir region, the T-DNA border sequences which are

targets for excision from the Ti-plasmid, and a small

number of loci on the A. tumefaciens genome. The

T-DNA border sequences are 25-bp imperfect direct

repeats which define the boundaries of the T-DNA.

An enhancer, sometimes called the overdrive sequence,

is located external to the right-hand repeat and is also

required for high-efficiency transfer [5, 6]. Disarming

the T-DNA does not improve the efficiency of trans-

formation but it does improve the efficiency of regen-

eration, since the oncogenes produce phytohormones

that interfere with normal plant development. At the

same time, however, this removes any visual confirma-

tion that transformation has taken place, and selectable

or screenable marker genes must be included in the

T-DNA to allow the identification of transformants.

The vir genes are organized into several operons.

Two of these genes, virA and virG, are constitutively

expressed at a low level and control the plant-induced

activation of the other vir genes. The VirA protein is

a kinase that spans the inner bacterial membrane, and

acts as the receptor for certain phenolic molecules that

are released by wounded plant cells. Many such com-

pounds have been characterized, but acetosyringone is

the most widely used in the laboratory to induce vir

gene expression [7]. These phenolic compounds do not

actually attract bacteria to wounded plant cells (the

bacteria are attracted by simple molecules such as

sugars and amino acids) but the vir genes are induced

after bacterial attachment. Activated VirA
transphosphorylates the VirG protein, which is a tran-

scriptional activator of the other vir genes. Further

genes on the bacterial chromosome also encode tran-

scription factors that regulate vir gene expression

(reviewed in [8, 9]). The induction of vir gene expres-

sion results in the synthesis of proteins that form

a conjugative pilus through which the T-DNA is trans-

ferred to the plant cell. The components of the pilus are

encoded by genes in the virB operon (reviewed in [10]).

DNA transfer itself is initiated by an endonuclease

formed by the products of the virD1 and virD2 genes.

This introduces either single-strand nicks or a double-

strand break at the 25-bp borders of the T-DNA,

a process enhanced by the VirC12 and VirC2 proteins,

which recognize and bind to the overdrive enhancer

element. The VirD2 protein remains covalently

attached to the processed T-DNA. Recent studies have

suggested that the type of T-DNA intermediate pro-

duced (single- or double-stranded) depends on the

type of Ti-plasmid, with double-stranded T-DNA

favored by nopaline plasmids (where the T-DNA is

a single element) and single “T-strands” favored by

octopine and succinopine plasmids, where the

T-DNA is split into noncontiguous sections. T-strands

are coated with VirE2, a single-stranded DNA-binding

protein. The whole complex, sometimes dubbed the

firecracker complex because of its proposed shape, is

then transferred through the pilus and into the plant

cell. The VirD2 protein may protect the T-DNA against

nucleases, target the DNA to the plant cell nucleus, and

help integrate it into the plant genome. The protein has

two distinct nuclear localization signals, with the

C-terminal signal thought to play the major role in

targeting the T-DNA [11]. Once in the nucleus, the

T-DNA is thought to integrate through a process of

illegitimate recombination, perhaps exploiting natu-

rally occurring chromosome breaks [12–14].

Contemporary binary vectors have all the conve-

niences of bacterial cloning vectors such as multiple

unique restriction sites in the T-DNA region to facili-

tate subcloning, the lacZ gene for blue-white screening

and a l cos site for preparing cosmid libraries.

A popular binary vector in current use is pGreen,

which is <5 kbp in size, has 18 unique restriction

sites in the T-DNA, a lacZ gene for blue-white screen-

ing of recombinants, and a selectable marker that can

be used both in bacteria and in transformed plants
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[15]. The progressive reduction in size has been made

possible by removing essential genes required for rep-

lication in A. tumefaciens and transferring those genes

to the bacterium’s genome, or onto a helper plasmid.

The pGreen plasmid, for example, contains the Sa

origin of replication, which is much smaller than the

more traditional Ri and RK2 regions. Furthermore, an

essential replicase gene is housed on a second plasmid

called pSoup resident within the bacterium. All conju-

gation functions have also been removed [15].

More recent innovations have also been incorpo-

rated into binary vectors, such as the inclusion of

Gateway technology, a proprietary technology devel-

oped by Invitrogen (now part of Life Sciences,

Carlsbad, California, USA) which is based on the attB

and attP site-specific recombination sites and associ-

ated enzymes employed by bacteriophage l to integrate
into the Escherichia coli chromosome during lysogeny

(the process by which the bacteriophage genome inte-

grates into the bacterial chromosome and becomes

dormant). Under normal circumstances, the attP site

in the phage genome and the E. coli attB site

undergoes site-specific recombination catalyzed by

a phage enzyme, resulting in integration and the for-

mation of two hybrid sites flanking the prophage, attL,

and attR. To develop this as a cloning system, sequences

are prepared with flanking attB sites (typically gener-

ated using extended PCR primers) and these undergo

recombination with attP sites in a Gateway vector to

generate an Entry Clone in which the sequence is

flanked by attL sites. The Entry Clone can then be

mixed with a plant-specific Destination Vector, which

contains attR sites flanking a marker gene, such that

the cloned gene is transferred into the destination vec-

tor to replace the marker (LR recombination). A large

number of Gateway-compatible binary vectors have

been developed [16] allowing universal cloning

independent of the presence of restriction endonucle-

ase sites and the assembly of multiple genes on one

plasmid, a modification known as MultiRound

Gateway [17].
Methods of Agrobacterium-Mediated

Transformation

Many dicotyledonous plants can be transformed using

variations of the simple protocol developed by
Horsch et al. [18] in which small disks punched from

leaves are surface-sterilized and inoculated in

a medium containing A. tumefaciens harboring the

recombinant binary vector. The disks are cultured for

2 days, during which T-DNA transfer takes place, and

are then transferred to a medium containing the selec-

tion agent and carbenicillin to kill the bacteria. After 2–

4 weeks, developing shoots are excised from the callus

and transplanted to root-inducing medium, and there-

after into soil.

This leaf disk method is unsuitable for most mono-

cotyledonous plants because they lie outside the

Agrobacterium host range, and do not respond to

wounding in the same way as dicots. In order to trans-

form staple crops such as cereals, modified culture

conditions were developed involving explants

containing a high proportion of actively dividing

cells, such as embryos or apical meristems. In dicots,

cell division is often induced by wounding, whereas

wound sites in monocots tend to become lignified.

This probably explains why traditional procedures

such as the leaf disk method are inefficient in mono-

cots. Hiei et al. [19] showed that the cocultivation

of Agrobacterium and rice embryos in the presence of

100 mM acetosyringone was a critical factor for suc-

cessful transformation. Efficiency could be improved

further by using so-called “supervirulent” strains like

AGL-1, which incorporate modifications to boost gene

transfer activity, such as overexpressed virG (switching

on the expression of the other vir genes) and/or virE1,

which is a major limiting factor in T-DNA transfer

(reviewed in [20]). Komari et al. [21] used a different

strategy, in which a portion of the virulence region

from the Ti-plasmid of supervirulent strain A281 was

transferred to the T-DNA-carrying plasmid to generate

a so-called superbinary vector. The advantage of the

latter technique is that the superbinary vector can be

used in any Agrobacterium strain.
Principles of Direct DNATransfer

Direct DNA transfer, as the name suggests, involves the

introduction of DNA directly into the cell without

using a biological carrier. This has two important

advantages over Agrobacterium-mediated transforma-

tion. First, there is no dependency on the biological

properties of the carrier, so any species and variety is
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suitable for transformation. Second, there is no need to

use specialized vectors for transformation – indeed

transformation is possible without any vectors at all.

The principles of direct DNA transfer are therefore

much more straightforward than those for

Agrobacterium-mediated transformation. All that is

required is a mechanism for getting DNA into the

plant cell, and ensuring it reaches the nucleus. This

can be achieved using physical or chemical means.

Chemical Methods for Direct DNATransfer Histor-

ically, the first direct transfer methods were chemical,

and were closely related to the (at the time) newly

devised methods for gene transfer to animal cells.

Animal cells lack a cellulose wall and are protected by

a simple plasma membrane. Therefore, the methods

devised for animal cells would not work directly on

plant cells, but were suitable for protoplasts. Gene

transfer across the protoplast membrane is promoted

by a number of chemicals, of which polyethylene glycol

has become the most widely used due to the availability

of simple transformation protocols [22]. Alternatively,

DNA uptake may be induced by electroporation [23].

Putative transformants are transferred to selective

medium, where surviving protoplasts regenerate their

cell walls and commence cell division, producing

a callus. Subsequent manipulation of the culture con-

ditions then makes it possible to induce shoot and root

development, culminating in the recovery of fertile

transgenic plants. The major limitation of protoplast

transformation is not the gene transfer process itself,

but the ability of the host species to regenerate from

protoplasts. Protoplast transformation was also the

first method developed for gene transfer to the chloro-

plast genome of higher plants (see below).

Physical Methods for Direct DNATransfer There is

a great diversity of physical approaches for gene trans-

fer to plants, including electroporation of walled plant

cells, perforation of the cell with silicon carbide whis-

kers, microinjection, and porationwith a finely focused

laser beam. In most of these cases, only transient

expression of the introduced DNA has been achieved,

although transgenic corn plants have been recovered

following whisker-mediated transformation [24]. Par-

ticle bombardment (microprojectile bombardment,

biolistics) is a more robust and reliable method for
stable transformation which has been successful for

the transformation of cereals, soybean, cotton,

phaseolus, and other recalcitrant crops. Initially,

a modified shotgun was used to accelerate small

(1–4 mm) metal particles into plant cells at a velocity

sufficient to penetrate the cell wall (�250 m/s). In the

initial test system, intact onion epidermis was

bombarded with tungsten particles coated in tobacco

mosaic virus (TMV) RNA. Three days after bombard-

ment, approximately 40% of the onion cells that

contained particles also showed evidence of TMV rep-

lication [25]. A plasmid containing the cat (chloram-

phenicol acetyltransferase) reporter gene driven by the

CaMV35S promoter was then tested to determine

whether DNA could be delivered by the same method.

Analysis of the epidermal tissue 3 days after bombard-

ment revealed high levels of transient CATactivity [26].

The stable transformation of explants from several

plant species was achieved soon after these initial

experiments. Early reports included the transformation

of soybean [27], and corn [28, 29]. The ability to stably

transform plant cells by this method offered the excit-

ing possibility of generating transgenic plants

representing species that were, at the time, intractable

to other transformation procedures. Early successes

included soybean, cotton, papaya, and tobacco

(reviewed in [30]). Particle bombardment has also

been pivotal in the development of chloroplast trans-

formation technology (see below).

There is no intrinsic limitation to the potential of

particle bombardment since DNA delivery is governed

entirely by physical parameters [31]. Many different

types of plant material have been used as transforma-

tion targets, including callus, cell suspension cultures,

and organized tissues such as immature embryos, mer-

istems, and leaves. The number of species in which

transgenic plants can be produced using variants of

particle bombardment has therefore increased dramat-

ically over the last 20 years including rice [32], wheat

[33], and oat [34], as well as many other crops

(reviewed in [30]). The original gunpowder-driven

device has been improved and modified resulting in

greater control over particle velocity and hence

greater reproducibility of transformation conditions.

An apparatus based on electric discharge has been

used for the development of variety-independent gene

transfer methods for the more recalcitrant cereals and
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legumes [35], while several instruments have been

developed where particle acceleration is controlled by

pressurized gas (reviewed in [36]). Physical parameters

such as particle size and acceleration (which affect the

depth of penetration and the amount of tissue damage)

as well as the amount and conformation of theDNAused

to coat the particles must be optimized for each species

and type of explant [30, 37]. However, the nature of the

transformation target is probably the most important

single variable in the success of gene transfer.
In Planta Transformation Methods

Most transformation methods for plants require some

form of tissue culture step. This is because the funda-

mental principle of most transformation methods is

that plants are regenerated from a small number of

transformed cells that can survive under selection.

Experiments using the model dicot Arabidopsis

thaliana have led the way in the development of so-

called in planta transformation techniques, where the

need for tissue culture is minimized or eliminated

altogether. Such methods involve the introduction of

DNA, either using A. tumefaciens or direct transfer, into

intact plants [38, 39].

The procedure is carried out at an appropriate

time in the plant’s life cycle so that the DNA becomes

incorporated into cells that will contribute to the germ

line, directly into the germ cells themselves (often at

around the time of fertilization), or into the very early

plant embryo. Generally, in planta transformation

methods have a very low efficiency, so the small

size of Arabidopsis and its ability to produce over

10,000 seeds per plant is advantageous. This limitation

has so far prevented in planta techniques from being

widely adopted for crop species, although radish, pak

choi, and Medicago truncatula are exceptions [40–42].

The first in planta transformation system involved

imbibing Arabidopsis seeds overnight in an A.

tumefaciens culture, followed by germination [43].

A large number of transgenic plants containing T-

DNA insertions were recovered but in general this

technique has a low reproducibility. A more reliable

method has been described by Bechtold et al. [38] in

which the bacteria are vacuum infiltrated into

Arabidopsis flowers. An even simpler technique called

floral dip has become widely used [39]. This involves
simply dipping Arabidopsis flowers into a bacterial

suspension at the time of fertilization. In both these

methods, the transformed plants are chimeric, but give

rise to a small number of transgenic progeny. It has

been established that T-DNA is transferred into the

ovule during the transformation procedure [44].

An alternative to the direct transformation of germ

line tissue is the introduction of DNA intomeristems in

planta followed by the growth of transgenic shoots. In

Arabidopsis, this has been achieved simply by severing

apical shoots at their bases and inoculating the cut

tissue with A. tumefaciens suspension [45]. Using this

procedure, transgenic plants were recovered from the

transformed shoots at a frequency of about 5%. In rice,

explanted meristem tissue has been transformed using

A. tumefaciens and particle bombardment, resulting in

the proliferation of shoots that can be regenerated into

transgenic plants. Such procedures require only

a limited amount of tissue culture.

Vectors for Plant Transformation

Components of Plant Transformation Vectors

The vectors used for plant transformation are usually

designed with four purposes in mind – the ability to

replicate in both E. coli and A. tumefaciens (i.e., shuttle

vector capability), suitability for subcloning (multiple

restriction enzyme sites and/or Gateway compatibil-

ity), the ability to confer a selectable phenotype on

transformed cells (selectable marker genes), and the

ability to drive transgene expression (an expression

cassette, consisting minimally of a promoter, site for

transgene insertion and a terminator/polyadenylation

site).

For Agrobacterium-mediated transformation, the

binary vector system comprises one transformation

vector and one helper plasmid containing the vir

genes (see above). The transformation vector contains

the T-DNA, with the selectable marker gene and

expression cassette housed within (reviewed in [46]).

The replication functions are not required for DNA

transfer and are found on the plasmid backbone, but

they are required for maintenance in A. tumefaciens

and cannot be dispensed with entirely, nor moved to

the helper plasmid because the replication functions

are required in cis. The E. coli replication functions

(generally the ColE1 origin) are not required in
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A. tumefaciens but are needed for basic cloning opera-

tions prior to transformation (reviewed in [47]) and

these are also found on the plasmid backbone.

In contrast to Agrobacterium-mediated transforma-

tion, direct transfer (e.g., particle bombardment) is an

entirely physical process with no dependence on bio-

logical functions. Therefore, replication functions on

vectors used for direct DNA transfer are solely present

to facilitate cloning in E. coli. They are entirely dispens-

able for the transformation process and can indeed be

a nuisance if integrated into the plant genome since

they encourage recombination and may in some cases

promote transgene silencing. Only the expression cas-

sette and selectable marker are required in planta, and

therefore the plasmid backbones can be removed prior

to transformation, leaving the small, linear cassettes as

the substrate (reviewed in [31]). Although this is func-

tionally equivalent to the linear T-DNAwhich is excised

from the binary vector during Agrobacterium-mediated

transformation, it should be noted that the T-DNA

excision process is often imprecise, resulting in varying

amounts of backbone sequences being cotransferred to

the plant genome.
The Development of Binary Vectors

One of the first binary vectors for Agrobacterium-

mediated transformation was pBIN19 [48] although

this has fallen out of favor because of its low copy

number in E. coli, which makes it difficult to obtain

large amounts of DNA for cloning (Table 1). Another

disadvantage of pBIN19 is that the selectable marker is

next to the right border. Because T-DNA transfer is

directional, with the right border being transferred

first, it is better to have the marker next to the left

border to ensure that resistant plants have received

a complete (or nearly complete) copy of the T-DNA.

These two disadvantages were addressed in more recent

vectors such as pPZP and pBINPLUS, which contained

a high-copy-number origin of replication for E. coli and

a selectable marker gene at the left T-DNA border

[49, 50]. Two rare restriction sites were also provided

for cloning convenience.

As discussed above, the successful Agrobacterium-

mediated transformation of monocots rested on the

development of superbinary vectors with extra copies

of some of the vir genes to enhance transformation
efficiency. In the first instance, the virB, virC, and

virG genes were transferred from Ti-plasmid

pTiBo542 [52, 53] carried by supervirulent strains of

the bacterium, such as A281 or EHA101. Hiei et al. [19]

constructed a new superbinary vector called pTOK233

by adding the virB, virG, and virC genes of pTiBo542 to

achieve rice transformation. The T-DNA in this case

carried the nptII selectable marker under the control of

the nos promoter, the hpt selectable marker driven by

the CaMV 35S promoter and an intron-gusA fusion

gene also driven by the CaMV 35S promoter.

A comparison between the binary vector pIG121Hm

in the supervirulent strain EHA101 and the

superbinary vector pTOK233 in the regular strain

LBA4404 showed that pTOK233 was slightly more

efficient [19]. Similar combinations have been used to

achieve the transformation of many monocot species

(reviewed in [54, 55]). In corn and sorghum, efficient

transformation systems were established only with

superbinary vectors in LBA4404, whereas a standard

binary vector in a supervirulent strain was inefficient

even with improved co-culture conditions [56].

One disadvantage of the superbinary system is the

large size of all the vector components, reducing the

convenience of cloning by standard methods. There-

fore, the final construction step of a superbinary vector

involves the cointegration of an intermediate vector

such as pSB11 and an acceptor vector such as pSB1

via homologous recombination between the shared

DNA segments [21]. The intermediate vector is

a small plasmid containing the T-DNA and ColE1

origin for replication in E. coli. The acceptor vector is

an IncP plasmid, which can be replicated in E. coli and

A. tumefaciens, and carries the 14.8-kb KpnI fragment.

If a gene of interest is to be introduced into plants in

tandem with a marker gene, the two genes are first

inserted into an intermediate vector, which is intro-

duced into a strain of A. tumefaciens that carries an

acceptor vector so that the cassette is integrated into the

acceptor to generate the final superbinary vector.

This approach also facilitates the transfer of large seg-

ments of DNAwith minimal rearrangement and favors

a low number of integrated copies [46].

Other improvements have been made to reduce the

frequency of vector backbone transfer. For example,

Hanson et al. [57] placed the lethal barnase gene out-

side the left T-DNA border so that any transgenic plants
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transformation

Vector Category Details References

pBIN19 Binary vector Low copy number in Escherichia coli, plant resistance marker is
next to the right border

[48]

pPZP Binary vector ColE1 origin of replication, plant marker is adjacent to the left
border of T-DNA

[49]

pCAMBIA Binary vector Modification of pPZP [49]

pBINPLUS Binary vector Selectable marker gene at the left T-DNA border, a higher copy
number in E. coli, and two rare restriction sites for easier cloning

[50]

pIG121Hm Binary vector A derivative of pBIN19 [19]

pTOK233 Superbinary vector Contains virB, virC, and virG genes from pTiBo542 [19, 51]

pTiBo542 Ti-plasmid Has virB, virC, and virG [52, 53]

pSB11 Intermediate vector of
superbinary system

ColE1 origin of replication, multiple cloning sites within T-DNA,
replicates only in E. coli, has a fragment homologous to the
acceptor vector pSB1

[21]

pSB1 Acceptor vector of pSB11
of superbinary system

Replicates in E. coli and Agrobacterium [21]
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containing sequences beyond the left border were

counterselected. Another way to reduce backbone

cotransfer is to insert additional left border sequences,

increasing the likelihood of recognition by the

corresponding Vir proteins and thus suppressing trans-

fer, as has been demonstrated in rice [58] and

Arabidopsis [59]. Improvements have also been made

to facilitate rapid and efficient subcloning. The zero

background TA cloning system [60] was developed for

Agrobacterium-mediated transformation and uses

restriction enzyme XcmI to generate 30-T overhangs in

the linearized vector within the counterselectable

marker gene ccdB, which ensures that self-ligated vec-

tors are not propagated after transformation, but that

PCR products with 30-A overhangs can be inserted

without further modification.
Multiple Gene Transfer (MGT)

In the early years of plant biotechnology, most trans-

genic plants contained two transgenes – one selectable

marker under the control of a constitutive promoter to

facilitate the selective propagation of transformed cells,

and a “primary transgene” or “gene of interest” which

could be under the control of any sort of promoter and
was intended to alter the plant’s phenotype in a specific

manner. MGT is now being embraced as an approach

to generate plants with more ambitious phenotypes

[61]. MGT allows goals that were once impossible to

be achieved, e.g., the import of complex metabolic

pathways, the expression of entire protein complexes,

and the development of transgenic crops simulta-

neously engineered to produce a spectrum of added-

value compounds [61, 62].

Essentially there are two MGT methods known as

the linked and unlinked cotransformation strategies. In

the linked strategy, all the different genes are linked on

the same piece of transforming DNA. This is the nor-

mal approach chosen with Agrobacterium-mediated

transformation where several genes are carried

within the same T-DNA borders. However, it is quite

possible to transform plants efficiency with (a) an

Agrobacterium strain carrying a binary vector that has

two separate T-DNAs, and (b) different Agrobacterium

strains carrying different T-DNAs, although this

becomes increasingly complex as the number of genes

increases. There are several reports of a mixed strategy

where two Agrobacterium strains carrying different

T-DNAs each with multiple genes has been used to

achieve MGT (reviewed in [63]).
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MGT is more easily achieved by direct gene transfer

because there is no need to combine multiple genes

on the same length of DNA. When the genes are

supplied separately as a mixed preparation of plas-

mids, there appears to be no bias in the process of

integration. Tandem cotransformation can be under-

taken, although it becomes more cumbersome as larger

numbers of genes are required, but cotransformation

with discrete, unlinked genes is just as efficient, and the

genes tend to cointegrate at the same locus. As many as

12 transgenes have been integrated using this unlinked

cotransformation approach [64].

The main issue with linked MGT is the inconve-

nience of serial cloning. Very rare restriction sites can

help to address this challenge, as shown by Goderis

et al. [65] who developed a binary vector for MGT

incorporating 13 hexanucleotide restriction sites, six

octanucleotide restriction sites, and five sites for hom-

ing endonucleases, which are extremely rare in natural

sequences and allow unidirectional cloning. Six differ-

ent expression cassettes in auxiliary vectors with differ-

ent promoter and terminator sequences were cut with

the five different homing endonucleases plus an addi-

tional octanucleotide restriction endonuclease and

transferred into the homing endonuclease sites of

the binary vector. Modified auxiliary vectors also facil-

itate N- or C-terminal fusions to five different

autofluorescent tags (EGFP, EYFP, Citrine-YFP, ECFP,

and DsRed2) expressed from the tandem CaMV 35S

constitutive promoter [66]. Similar systems have been

developed by Thomson et al. [67], with the pUGA

vectors for direct transfer and the pUGA2 vectors for

Agrobacterium-mediated transformation. A series

of unidirectional shuttle vectors containing various

combinations of homing endonuclease sites was

constructed and used to create artificial gene clusters

in the pUGA or pUGA2 vectors, allowing the simulta-

neous transfer of up to six genes. Versatile systems now

exist that offer a large number of promoters, termina-

tors, and autofluorescent tags (reviewed in [68]).

A further strategy for linked MGT is to use the Cre/

loxP recombination system together with homing

endonucleases. In this method, two donor vectors are

needed to introduce the expression cassettes into the

acceptor vector using Cre recombinase [69]. After each

round of recombination, the unnecessary backbone

sequence from the donor vector is cleaved out using
the homing endonucleases leaving just one loxP site for

the next step. In this manner, ten transgenes were

inserted in the acceptor vector and introduced into

rice by Agrobacterium-mediated transformation.

The most recent generation of vectors are modular

and multifunctional, such as the pCLEAN-

G/pCLEAN-S dual binary vectors for Agrobacterium-

mediated transformation [70] and the pORE vector

system that can be adapted for both Agrobacterium-

mediated transformation and direct DNA transfer [71].

The pORE vector series consists of “open” vectors for

general plant transformation, “reporter” vectors for

promoter analysis, and “expression” vectors for trans-

gene expression. The sets comprise various combina-

tions of promoters (PHPL, PENTCUP2, and

PTAPADH), selectable markers (nptII and pat), and

reporter genes (gusA and smgfp), and any element can

be modified independently.
Direct DNATransfer Using Minimal Expression

Cassettes

As discussed above, vector backbone sequences are not

required for direct DNA transfer and they may also

promote recombination within the transgenic locus

and/or act as triggers for de novo DNA methylation.

To determine whether minimal linear cassettes (pro-

moter, transgene, and terminator) could be used for

direct DNA transfer, Fu et al. [72] separated the expres-

sion cassettes for the marker genes gusA and hpt from

the parent vector, and used these as substrates for

coating the microprojectiles used in particle bom-

bardment, with the intact plasmids as a control.

They found not only that the linear cassettes were

equally efficient for transformation, but also that the

elimination of the plasmid backbone had a remarkable

positive effect on the resulting transgenic rice plants

(Fig. 2). The cassette transformants generally contained

fewer transgene copies than those transformed with

intact plasmids, and they showed stronger and more

stable expression. Further analysis of the minimal cas-

sette population showed that the transgenes were

expressed in most of the transgenic plants and that,

for all the transgenes, overall expression levels and

coexpression frequencies were higher than previously

reported for whole plasmid transformants. These

results were confirmed using the yfp (yellow
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The clean DNA transformation system compared to particle bombardment with whole plasmid DNA [4]. The

transformation strategy is shown, and two representative DNA blots are compared to demonstrate the simpler integration

patterns resulting from transformation with linear minimal cassettes
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fluorescent protein) and hpt markers, with

concatemers forming only rarely in such plants [73].

Promoters Used for Plant Transformation

The promoters used in plant biotechnology are tradi-

tionally divided into three categories – constitutive

(active continuously in most or all tissues), spatiotem-

poral (tissue-specific or stage-specific activity), and

inducible (regulated by the application of an external

chemical or physical signal) [74]. Most basic transfor-

mation vectors incorporate strong constitutive pro-

moters because it is assumed that the objective is to

express the transgene(s) at the highest possible level.

Initially, the A. tumefaciens nos (nopaline synthase), ocs

(octopine synthase), and mas (mannopine synthase)
promoters were popular because they were already

present in the natural T-DNA sequences from which

the early binary vectors were developed, and had

evolved to be active in many plant species (at least

those within the A. tumefaciens host range). However,

the CaMV 35S promoter was found to be stronger and

unaffected by wounding, and its modular nature made

it easy to modify [75, 76]. The activity of the CaMV 35S

promoter can be increased by duplicating the enhancer

up to four times [77] and the enhancer can also

increase the activity of heterologous promoters to

which it is attached [78].

Although widely used, the CaMV 35S promoter has

certain limitations such as its poor performance in

monocots, its suppression by feeding nematodes, and
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the intellectual property issues affecting its commercial

deployment (reviewed in [79]). For this reason, alter-

native virus promoters with similar or improved prop-

erties have been sought. Thus far, however, the only

virus promoters that have been developed into

established expression vectors are those from Cestrum

yellow leaf curling virus (CmYLCV) [80], which can be

licensed from Syngenta Biotechnology, Inc. for limited

research purposes, and from Subterranean clover stunt

virus (SCSV), which has been used to construct the

pPLEX series of expression vectors for use in both

dicots and monocots [81, 82].

Constitutive expression in monocots is usually

achieved with housekeeping promoters, particularly

those from the rice actin1 and corn ubiquitin1 genes

(reviewed in [83, 84]). In both cases, the presence of the

first intron of the gene is required for high-level expres-

sion [83, 84], and the addition of this intron to the

CaMV 35S promoter also enhances its activity in

monocots, e.g., 40-fold in corn [85]. In contrast, the

first intron of the recently characterized rice actin2 gene

contains a negative regulatory element whose removal

is required for high-level promoter activity [86].

Many different plant promoters have been

described that restrict expression to particular cells,

tissues, organs, or developmental stages, and seed-

specific promoters are probably the most diverse.

Seeds are a frequent target for genetic engineering in

plants because they can accumulate recombinant pro-

teins to levels that would be lethal in vegetative tissues

but can do so without compromising plant growth and

development; they are also a harvestable product and

thus the target for nutritional improvement. Many

promoters have been identified that target gene expres-

sion specifically to the seed, or to a particular region of

the seed such as the endosperm, embryo, or aleurone

[74, 79, 87]. Anther-specific promoters are also very

useful because they can be used to control male fertility,

an important trait in crop breeding, while fruit- and

tuber/root-specific promoters are valuable for the

nutritional improvement of fruit and root vegetable

crops, pest/disease resistance, and the use of staple

crops as factories for the production of novel proteins

and metabolites.

Inducible promoters are also highly valued in plants

because they allow transgenes to be controlled by inter-

nal and external physical or chemical cues. Many
different inducible promoters have been identified in

plants and these generally fall into three categories –

(1) those responsive to endogenous signals (plant

hormones); (2) those responsive to external physical

stimuli (abiotic and biotic stresses); and (3) those

responsive to external chemical stimuli. Such pro-

moters provide immense scope for the precise regula-

tion of transgene expression through external control,

ranging from the precise control of transgene activa-

tion/inactivation in experimental settings to the ability

to activate transgenes on an agricultural scale by the

application of chemical sprays. Examples of commonly

used promoters include those responsive to phytohor-

mones (particularly auxin, abscisic acid, gibberellin,

and ethylene), heat-shock promoters responsive to

raised temperatures, light-inducible promoters, pro-

moters induced by wounding or by exposure to elici-

tors produced by pathogens, and promoters that

respond to specific metabolites [74, 79]. Sugar respon-

sive promoters fall into the latter category and the cis-

acting elements that confer sensitivity to sugar are

particularly useful for controlling gene expression in

cultured plant cells. For example, elements from

sporamin and amylase promoters have been studied

in detail and the minimal a-amylase 3 promoter

makes the normally constitutive rice actin1 promoter

sensitive to the presence of sugar [88]. Inducible pro-

moters that respond to xenobiotic signals are also valu-

able because transgenes can be activated without

affecting endogenous genes. Martinez et al. [89] devel-

oped a hybrid system consisting of the tobacco bud-

worm ecdysone receptor ligand-binding domain fused

to the mammalian glucocorticoid receptor DNA-

binding domain and the VP16 transactivation domain.

The receptor responds to tebufenozide (an insecticide

better known by its trade name CONFIRM). Similarly,

Padidam et al. [90] have developed a system that is

based on the spruce budworm ecdysone receptor

ligand-binding domain, and responds to another com-

mon insecticide, methoxyfenozide (INTREPID).
Selectable and Screenable Markers

As stated above, selectable marker genes provide

a phenotype that allows transformed cells to be prop-

agated under conditions where nontransformed cells

cannot survive, such as in the presence of an otherwise
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and updated from [91–93])

Gene (Product) Source Phenotype and other comments

aad (aminoglycoside
adenyltransferase)

Shigella flexneri Provides resistance to trimethoprim, streptomycin, spectinomycin,
and sulphonamides. Used mainly for chloroplast transformation

bar (phosphinothricin
acetyltransferase)

Streptomyces
hygroscopicus

Resistance to phosphinothricin (PPT), which is a component of the
herbicides bialophos, Basta, and glufosinate

ble (glycopeptide-binding
protein)

Streptalloteichus
hindustantus

Resistance to the glycopeptide antibiotics bleomycin and
pheomycin (and the derivative Zeocin)

dhfr (dihydrofolate reductase) Mouse Resistance to methotrexate

sul1 (dihydropteroate
synthase)

Escherichia coli Resistance to sulfonamides (Asulam)

epsps (enolpyruvylshikimate
phosphate synthase)

Petunia hybrida Resistance to the herbicide glyphosate

hpt (hygromycin
phosphotransferase)

Klebsiella spp. Resistance to the aminoglycoside antibiotic hygromycin B

manA (mannose-6-phosphate
isomerase, MIP)

E. coli Ability to grow on mannose as sole carbon source

neo/nptII/aphII (neomycin
phosphotransferase)

E. coli Resistance to the aminoglycoside antibiotics neomycin, kanamycin,
and geneticin (G148)
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toxic or growth-disrupting reagent (positive selection)

or in the absence of an otherwise essential nutrient

(negative selection). This is necessary to isolate the

small number of transformed cells from the over-

whelming majority of their nontransformed peers

which, without selection, would quickly outcompete

them. Although a wide range of selectable markers

has been tested in plants, only a few are used routinely

(reviewed in [47, 91]). The broadest markers are suit-

able in most plants and are expressed using the most

active constitutive promoters to ensure that all cell

types are protected under selection (the CaMV35S

promoter in dicots and the actin or ubiquitin

promoters in monocots, as discussed earlier).

Most selectable markers are described as conditional

because an external reagent must be applied to facilitate

selection, whereas others are nonconditional, i.e., they

work without any external selection reagent. The typi-

cal selectable markers used in plant transformation are

positive and conditional, and work by conferring resis-

tance to a toxic substance such as an antibiotic or

herbicide that has a very specific intracellular target

(Table 2).
Marker genes that confer antibiotic resistance orig-

inate from bacteria but have been modified to function

well in plants. The first marker to be used in plants was

neomycin phosphotransferase (nptII, aphII), which

confers resistance to the aminoglycoside antibiotics

neomycin, kanamycin, and geneticin (G148) [94].

This is probably still the most widely used marker in

the laboratory but some plants are naturally resistant to

kanamycin, and the antibiotic can also interfere with

normal development in some species. An alternative is

hygromycin phosphotransferase (hph, hpt, aphIV),

providing resistance to the antibiotic hygromycin

through the ATP-dependent phosphorylation of a 7-

hydroxyl group [95]. Other antibiotic-resistance

markers used less frequently include those conferring

resistance to bleomycin [96], gentamycin [97], and

methotrexate [98].

Marker genes that confer herbicide resistance may

originate from bacteria or plants, and those conferring

resistance to the broad-spectrum herbicides

phosphinothricin (PPT)/glufosinate and glyphosate

are used the most widely. PPT/glufosinate is a compet-

itive inhibitor of glutamine synthetase (GS), the only
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enzyme that can catalyze the assimilation of ammonia

into glutamic acid in plants. Inhibition of GS therefore

results in the accumulation of toxic levels of ammonia.

The enzyme phosphinothricin N-acetyltransferase

(PAT) encoded by either the bar or pat genes

(these are genes from different microbial species)

can be used to provide PPT/glufosinate resistance in

transformed plant cells [99]. Glyphosate, the

active ingredient of Roundup, inhibits the enzyme 5-

enolpyruvylshikimate-3-phosphate synthase (EPSPS),

which is required for the synthesis of aromatic amino

acids. Glyphosate resistance can be conferred

by markers encoding a modified EPSPS that is not

affected by the herbicide, or those encoding

a bacterial enzyme that breaks down the herbicide

(glyphosate oxidoreductase, GOX) [100]. Markers pro-

viding resistance against sulfonamindes such as

Asualam [101] and chlorsulfuron [102] are also used

occasionally.

Negative selectable markers are useful because they

allow transformed cells to be selected based on the

absence of something that is necessary for

nontransformed cells to grow or regenerate efficiently.

The E. coli manA/pmi gene confers the ability to use

mannose as a sole carbon source so that only

transformed cells survive on media containing man-

nose but lacking sucrose [103]. The gene is a negative

conditional marker because mannose itself is not toxic

to nontransformed plants, but rather the absence of

sucrose (nontransformed plants grow perfectly well in

the presence of both sugars). Another example is the

A. tumefaciens ipt gene, which promotes the synthesis

of cytokinins [104]. This is a nonconditional marker

because it confers the ability to produce shoots in

growth medium lacking exogenous cytokinins, i.e.,

nothing has to be added to the medium to facilitate

selection. Simply, transformed tissues are placed on

medium lacking cytokinins and only those tissues

that produce shoots are transgenic.

The other major class of marker genes are known as

screenable, scorable, or visible markers (or reporter

genes) because rather than providing cells with a selec-

tive advantage they confer a phenotype that can easily

be detected without interfering with other cellular pro-

cesses, allowing transformed cells to be identified and

studied (Table 3). Although screenable markers have

been used for the prosaic purpose of identifying
transformed cells and manually separating them from

nontransformed cells, they tend to be used for more

sophisticated purposes, such as reporter assays and

tracing experiments. Some screenable marker genes

only provide their visual signal when provided with

a particular substrate, i.e., they are conditional (e.g.,

gusA, luc). Others have an intrinsic ability to yield

a visible signal, i.e., they are nonconditional (e.g., gfp,

DsRed), and these are the most useful since they can be

used in living organisms.

The E. coli gusA (uidA) gene encodes the enzyme

b-glucuronidase (GUS), the most widely used condi-

tional screenable marker in plants. As well as its

endogenous substrates, GUS can process a range of

chromogenic and fluorescent derivatives in a range of

assays that allow the quantification or in situ localiza-

tion of reporter gene activity. The most common

substrate for GUS histochemical staining is 5-bromo-

4-chloro-3-indolyl glucuronide (X-gluc), a clear sub-

strate that yields a blue product. Other common

substrates include p-nitrophenyl b-D-glucuronide,
which is used for spectrophotometric quantitative

assays, and 4-methylumbelliferyl-beta-D-glucuronide

(MUG), which produces a quantitative fluorescent

signal. GUS is preferred in plants over the very similar

reporter GAL (encoded by lacZ and widely used in

microbes and animals) because of its stability in plants

and its lack of toxicity and background activity. The

main disadvantage of GUS is that it cannot be conve-

niently used for in vivo imaging because plant cells must

be fixed or destroyed to visualize the reaction. Its stabil-

ity can also be problematic if the aim of an experiment is

to study fluctuations, since the longevity of the protein

can mask transient decreases in expression.

Both the disadvantages of GUS are addressed by

luciferase (LUC) an enzyme from the firefly (Photinus

pyralis) which catalyzes the ATP-dependent oxidative

decarboxylation of luciferin, producing light in the

process. LUC allows nondestructive qualitative and

quantitative assays to be carried out both in vitro and

in vivo, and because the reaction has a short half-life, it

can be used to monitor fluctuating activity. A series of

vectors that incorporate the luc gene have been devel-

oped for plants, including the LucTrap series that allow

targeted and random transcriptional and translational

fusions of a transgene with a luc gene optimized for

plant cells [106]. One drawback of luc is that it is still
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and updated from [83, 105])

Gene (product) Comments

gusA (b-glucuronidase) Source: Escherichia coli gusA/uidA gene

Activity: catalyzes the hydrolysis of b-glucuronides

Assays: nonisotropic; in vitro assays are colorimetric or fluorometric; also histochemical
assay format using X-gluc

Advantages: simple, sensitive, quantitative, many assay formats available, inexpensive

Disadvantages: assays are destructive; enzyme is stable so unsuitable for studies of
downregulation

cat (chloramphenicol
acetyltransferase)

Source: E. coli Tn9

Activity: catalyzes the transfer of acetyl groups from acetyl coenzyme A to
chloramphenicol

Assays: in vitro assays only, isotropic

Advantages: simple to perform

Disadvantages: low sensitivity, expensive, low resolution in vivo, reliance on isotopic
assay format

luc (luciferase) Source: The firefly Photinus pyralis

Activity: light produced in the presence of luciferase, its substrate luciferin, oxygen, Mg2+,
and ATP

Assays: nonisotopic bioluminescent assays in vitro and in vivo

Advantages: sensitive, rapid turnover, quantitative

Disadvantages: Expensive detection equipment, limited reproducibility of some assay
formats

Anthocyanin regulators Source: corn (Zea mays)

Activity: induces pigmentation

Assays: visual screening for pigmented cells in vivo

Advantages: simple, inexpensive, nondestructive

Disadvantages: low sensitivity, not quantitative, background expression, adverse effects
on transgenic plants

GFP (green fluorescent
protein)

Source: the jellyfish Aequorea victoria

Activity: intrinsic fluorescence under blue/UV light

Assays: nonisotopic, in vivo assays in live plants

Advantages: intrinsic activity (no substrate requirements), sensitivity, use in live plants;
many variants with modified absorption and emission spectra available, and different
subcellular targeting signals; several variants can be used simultaneously

Disadvantages: weak signal in some systems (this is being addressed through the use of
modified GFPs with stronger emission and reduced photobleaching); no variants that
emit in the orange-red part of the spectrum
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Gene (product) Comments

DsRed (red fluorescent
protein)

Source: coral reef Discosoma spp.

Activity: intrinsic fluorescence under blue/UV light

Assays: nonisotopic, in vivo assays in live plants

Advantages: intrinsic activity (no substrate requirements), sensitivity, use in live plants;
many variants with modified absorption and emission spectra available, and different
subcellular targeting signals; several variants can be used simultaneously

Disadvantages: weak signal in some systems, no variants that emit in the violet-blue-
green part of the spectrum
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a conditional reporter, requiring the substrate luciferin

and the presence of oxygen, ATP, and magnesium ions.

In contrast, the green fluorescent protein (GFP) from

the jellyfish Aequorea victoria is a nonconditional

reporter allowing the direct, noninvasive visualization

of fluorescence in vivo in real time merely by exposure

to blue/UV light. The original gfp gene was

nonfunctional in plants because of a cryptic splice

site, but this has been corrected and the protein has

been widely deployed as a vital marker [107]. One of

themajor advantages of GFP is that its spectral qualities

can be modified by mutation, giving rise to a whole

family of derivatives with enhanced brightness, less

susceptibility to quenching, and a range of excitation/

emission wavelengths allowing different reporters to be

used in vivo simultaneously. In combination with var-

iants that allow targeting to different compartments

within the plant cell, many sophisticated forms of anal-

ysis become straightforward to implement, e.g.,

allowing the real-time monitoring of protein

processing, trafficking and protein–protein interac-

tions [108]. As well as GFP and its derivatives, other

bioluminescent proteins have also been identified,

including DsRed from Discosoma spp. This is similar

to GFP but covers a different spectral range (red GFP is

not available) but there is little background fluores-

cence and it can be visible under white light [109].

The useful properties of selectable and screenable

markers can also be combined into one protein.

For example, Ochiai-Fukuda et al. [110] developed

a fusion marker incorporating enhanced green fluores-

cent protein and blasticidin deaminase, conferring

resistance to the aminoacylnucleoside antibiotic
blasticidin S. The gfbsd marker was introduced into

rice callus and allowed the rapid and efficient selection

and visual confirmation of transformed cells.

Consequences of Nuclear Transformation

Integration of Nuclear Transgenes

As discussed above, plant transformation is a multistep

process, the first step involving the transfer of DNA

into the plant cell, which can be achieved either by

direct transfer or by Agrobacterium-mediated transfor-

mation. Once the DNA reaches the nucleus, the next

step (transgene integration) is dependent predomi-

nantly on that DNA and on factors provided by the

plant cell, although in the case of Agrobacterium-

mediated transformation it is possible that the Vir pro-

teins complexed with the T-strand may facilitate the

integration process (see below). A number of groups

have investigated the structure of genomic/T-DNA and

T-DNA/T-DNA junctions in plants and have con-

cluded that integration occurs by illegitimate recombi-

nation (see [111, 112]). A strand invasion mechanism

has been proposed (reviewed in [12]), in which the 30

end of the T-strand initiates the integration process by

hybridizing to a short region of homology in the plant

genome, the second strand being completed by primer

extension of the plant DNA. Other models suggest

conversion of the T-strand into a double-stranded

intermediate, which integrates at the site of naturally

occurring chromosome breaks via double-strand DNA

break repair. This is supported by experiments that

show transformation efficiency increases following

UV irradiation, which generates nicks and breaks in
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genomic DNA. However, since T-DNA integration still

occurs in DNA repair mutants, it is possible both

mechanisms occur simultaneously albeit with different

efficiencies.

DNA repair models argue that proteins encoded by

the host plant have a much more important role in

T-DNA integration than Agrobacterium proteins, such

as VirD2, which are imported into the plant with the

T-DNA. However, since the VirD2 protein remains

covalently attached to the 50 end of the T-strand during

transfer it is also likely to influence integration [113].

In an in vitro assay, VirD2 can ligate together a cleaved

T-DNA border sequence but cannot ligate T-DNA to

other genomic targets unless plant cell extracts are also

present [114], a phenomenon supported by the iden-

tification of Arabidopsis mutants impaired for T-DNA

integration [115].

Much can be learned about the T-DNA integration

mechanism by the inspection of borders, especially the

borders between adjacent T-DNA sequences in

multicopy insertions. The formation of heterodimers

during cotransformation argues in favor of T-DNA

concatemerization prior to integration. Although

inverted repeats around the right border are often

precise, those around the left border and those separat-

ing direct T-DNA repeats are often characterized by the

insertion of variable-sized regions of filler DNA, which

may be derived from the T-DNA sequence or from

plant genomic DNA [116]. This suggests either the

simultaneous integration of multiple T-DNAs at

a single locus, or a two-phase mechanism, in which

a primary T-DNA integration event stimulates further

secondary integrations in the same area, similar to

those proposed for particle bombardment (see

below). Zhu et al. [117] carried out a comprehensive

study of T-DNA border characteristics in a population

of transgenic rice plants including 156 T-DNA/geno-

mic DNA junctions, 69 T-DNA/T-DNA junctions, and

11 T-DNA/vector backbone junctions, which included

171 left borders and 134 right borders. Conserved

cleavage was observed in 6% of left and 43% of right

borders, microhomology was observed in 58% of

T-DNA/genomic DNA, 43% of T-DNA/T-DNA, and

82% of T-DNA/vector junctions, mostly at left borders,

and about one third of the T-DNA/genomic DNA and

T-DNA/T-DNA junctions showed evidence of filler

DNA (up to 344 bp). This was derived mainly from
the T-DNA region adjacent to the breakpoint and/or

from the rice genomic DNA flanking the T-DNA inte-

gration site, with T-DNA/T-DNA filler DNA showing

the greatest complexity. Interestingly, when two

T-DNAs were integrated in the inverted repeat config-

uration, significant truncation was always observed in

one of the two T-DNAs whereas with the direct repeat

configuration, large truncations were rare. These data

suggest that no single integration mechanism can

account for all observations but the presence of filler

DNA at many of the junctions argues that a template-

driven DNA synthesis mechanism must be involved.

The analysis of plasmid/plasmid and plasmid/geno-

mic junctions in transgenic plants generated by particle

bombardment reveals features characteristic of illegiti-

mate recombination similar to those seen for T-DNA

junctions, suggesting that the same overall integration

mechanisms may be involved [118]. For example,

such junctions are characterized by regions of

microhomology, filler DNA, trimming of the DNA

ends so sequences are lost, and AT-rich elements sur-

rounding the junction site, with similarity to topo-

isomerase I binding/cleavage sites (Fig. 3). In the

analysis of multiple plasmid/plasmid junctions in 12

transgenic rice lines, Kohli et al. [120] observed 10

plants with microhomology at the junctions and 2

plants where junctions appeared to be generated by

blunt ligation, with no overlap. A similar ratio of con-

served end-joining to microhomology-mediated

recombination was observed by Gorbunova and Levy

[121] and Salomon and Puchta [111]. Topoisomerase

I sites were also observed adjacent to 10 out of 12

junctions characterized in transgenic Arabidopsis plants

generated by particle bombardment [122] and in four of

the six junctions in the commercial SUNUP variety of

papaya [123]. Illegitimate recombination therefore

appears to be responsible both for the integration of

foreign DNA into the plant genome, and the linking of

multiple plasmid copies, which is similar to the mech-

anism proposed for T-DNA integration (see above).

When nuclei from the cells of transgenic cereal

plants generated by particle bombardment are analyzed

by fluorescence in situ hybridization (FISH) using

a transgene-specific probe, a curious phenomenon in

often observed in which a single fluorescent spot in the

interphase nucleus separates intomultiple signals along

a metaphase chromosome [124]. Any model for
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Mechanism for transgene integration at regions of

microhomology [119]. A mixture of DNA fragments with

ragged ends (a) interacts with a double-stranded DNA

break with partially complementary ragged ends

(b). Repair synthesis across the gap (c) generates

a recombination junction (d) which may be completely

conserved if the homology is precise, or may involve either

the loss of terminal sequences or the insertion of filler DNA

if the homology is partial
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Explanation for the formation of transgene arrays and

transgene clusters interspersed with genomic DNA [119].

A mixture of DNA fragments interacts with a double-

stranded DNA break where a repair complex has already

assembled (a). The repair complex may stitch together

DNA fragments to form concatemers prior to integration,

or may integrate single copies. The first integration event

stimulates further repair complex activity nearby, resulting

in additional nicks and breaks in the genomic DNA that act

as further integration sites (b). This results in a cluster of

transgenes (single copies and concatemers) interspersed

with short regions of genomic DNA (c)
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transgene integration following particle bombardment

must take into account some form of three-tier orga-

nization, consisting of contiguous transgene arrays,

interspersed with short regions of genomic DNA to

generate local clusters, and the appearance of widely

dispersed signals at metaphase. Two-phase transgene

integration mechanisms have been proposed to explain

the first two levels of organization, and in such models

concatemerization is proposed to occur prior to inte-

gration, while interspersion occurs during the integra-

tion process [118, 120, 125] (Fig. 4). In each model,

penetration of the cell is proposed to elicit a wound

response, which would include the induction of DNA
repair enzymes, such as nucleases and ligases. The

presence of these enzymes and an excess of foreign

DNA would result in the linking together of several

copies to form concatemers, which would be the sub-

strates for integration. This might be stimulated by

homology between individual copies of transforming

plasmids, and “backbone” homology might also result

in the concatemerization of plasmids carrying different

transgenes in cotransformation experiments. However,

as stated above, cotransformation and cointegration

also occur when two nonhomologous minimal cas-

settes are used for transformation, so homology

might not be as important as the presence of free

DNA ends [72]. Kohli et al. [120] suggested that
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Higher-order transgene locus organization in cereals transformed by particle bombardment [124]. Transformation occurs

during interphase, when the chromatin is distributed into specific nuclear zones and territories. If a metal particle causes

localized damage, DNA repair complexes will form at these sites and initiate transgene integration (a). During metaphase,

when FISH analysis is generally carried out, loci that are brought together in interphase may be separated, resulting in

multiple signals from the same transformation event (b). If the DNAwere stretched out, this would reveal large (megabase)

interspersed sequences, which have also been observed in fiber-FISH experiments
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transgene clusters arise in a second phase where

a primary integration event occurring by illegitimate

recombination at a chromosome break generates

a “hot-spot” for further integration events in the

same area. This might be due, for example, to the

presence of local repair complexes that can slide along

the DNA and introduce nicks which can be exploited by

more foreign DNA. Pawlowski and Somers [125]

suggested an alternative second phase where

a number of discrete transgene concatemers integrate

simultaneously at a site containing multiple replication

forks. Although there is no direct evidence for either

mechanism, it is interesting to note that DNA integra-

tion is stimulated in rapidly dividing cells, and is

blocked in Arabidopsis mutants lacking essential com-

ponents of the DNA recombination machinery.
The higher-order organization of transgenic loci

observed by FISH is thus far unique to particle bom-

bardment and demands a model which takes into

account the three-dimensional structure of the nucleus.

It is possible that the transformation event affects

a local region of the interphase nucleus, e.g., a metal

particle may cause damage to a particular area of chro-

matin arranged in loops attached to the nuclear matrix,

or to a localized transcription factory. If the particle

“skims” several loops or several transcription units,

there will be regions of DNA damage close together in

trans, but widely separated in the cis configuration were

the DNA to be stretched out (Fig. 5). Each of these sites

could act as a nucleation point where foreign DNA

diffusing from the metal particle is used to patch up

double-strand breaks, generating widely separated
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arrays and/or clusters [124, 126]. In support of this

induced break and repair model, Svitashev et al. [127]

have shown that in 6 of 25 transgenic oat plants gener-

ated by particle bombardment, transgene integration

sites were associated with rearranged chromosomes.

This suggests that DNA breaks caused by incoming

particles are repaired with foreign DNA and may also

result in deletions, inversions, and translocations

involving genomic DNA.
Transgene Structure and Integrity

Transgene rearrangements following particle bombard-

ment have been widely reported in the literature and

many publications repeat the “lore” that direct

DNA transfer is more likely than T-DNA transfer to

generate complex rearranged loci. The number of

rearrangements that can be detected depends entirely

on the resolution of the method being used. Thus,

careful analysis of locus structure by Southern blot

hybridization, PCR, and DNA sequencing has shown

that rearrangements may be more widespread than first

envisaged in both transformation methods.

In the case of direct DNA transfer, the analysis of

transgenic oat loci by Somers et al. has shown that

transgene rearrangements can be extensive and

extremely complex, with multiple small insertions,

inversions, and deletions within any transgene, plus

the presence of filler DNA [127]. In corn, Mehlo et al.

[128] noted that every single plant among the popula-

tion they analyzed showed some form of

rearrangement, and they speculated that undetected

“minor” rearrangements could be responsible for

many instances of transgene silencing otherwise attrib-

uted to epigenetic processes. In particular, certain

transgene rearrangements were not detectable by

Southern blot hybridization because they were too

subtle, but they could be picked up by long-range

PCR and sequencing. Because Southern blot hybridi-

zation is normally the sole method used to determine

whether a given locus is intact or rearranged, this

suggests caution should be used in relying on such

results, since only “major” rearrangements can be

detected in this manner.

In the case of Agrobacterium-mediated transforma-

tion, Afolabi et al. [129] and Zhu et al. [117] found that

nonintact T-DNAs were present in>70% of transgenic
rice lines, in most cases reflecting loss of the mid to

right border portion of the T-DNA. Similarly, Rai et al.

[130] found that about 50% of rice plants transformed

with a T-DNA containing the phytoene synthase (psy)

and phytoene desaturase (crtI) genes showed evidence

of rearrangements, and in the majority of cases the

rearrangements occurred in the crtI expression cassette,

which was adjacent to the right T-DNA border.

Rearrangements involving the left border are often

characterized by the insertion of variable-size regions

of filler DNA, possibly derived from the T-DNA

sequence or from plant genomic DNA [116, 131].

Few researchers have characterized transgene

rearrangements in detail, but work by Kohli et al.

[132] has shown that rearrangements may involve pal-

indromic sequences in the transforming plasmid,

which tend to form secondary structures such as hair-

pins and cruciforms. These investigators characterized

12 transgenic rice lines created by particle bombard-

ment, which had been shown to contain rearranged

transgenes. Interestingly, they found that an imperfect

palindrome in the CaMV 35S promoter was involved in

one third of all rearrangements, i.e., the sequence of

this palindrome was adjacent to the rearrangement

junction. Similar phenomena have been noted in

T-DNA transformants containing the same promoter.

This sequence has the ability to adopt a cruciform

structure that may stimulate recombination events.

Many other promoters contain palindromic sequences

of variable length within 100 bp of the transcription

start site. The secondary structures formed at these sites

enable DNA–protein interactions for transcription

under normal circumstances, but may also participate

in aberrant recombination events. The fully sequenced

papaya genome [123] also revealed a number of previ-

ously unidentified transgene rearrangements, i.e.,

a 1,533-bp fragment comprising a truncated,

nonfunctional tetA gene and flanking vector backbone

sequence, and a 290-bp nonfunctional fragment of the

nptII gene, in addition to the intact, primary transgene

conferring virus resistance.
Transgene Silencing

A common issue raised in association with nuclear

transformation in plants is the phenomenon of trans-

gene silencing, where the phenotype corresponding to
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the introduced transgene is not expressed. In the

absence of a genetic explanation (e.g., an undetected

mutation or rearrangement), silencing is an epigenetic

phenomenon that can occur at either the transcrip-

tional or posttranscriptional levels. Transcriptional

silencing involves the absence of transgene mRNA,

and often occurs due to the integration of the transgene

at a genomic position that is already repressed (posi-

tion-dependent silencing). However, transgenes

in active regions of the genome may also be silenced

if the promoter region is inactivated by

hypermethylation, which can occur in response to

unusual DNA structures and compositions that attract

de novo methylation, or DNA sequences that allow the

synthesis of short double-stranded RNA (dsRNA)mol-

ecules. In contrast, posttranscriptional silencing actu-

ally requires transcription to take place, but the mRNA

is rapidly degraded. This is confirmed by nuclear run-

on assays, which measure the amount of pre-mRNA in

the nucleus. Like transcriptional silencing, posttran-

scriptional silencing appears to have evolved as

a defense against invasive nucleic acids and is also

triggered by dsRNA, in this case matching the tran-

scribed region. There is considerable cross talk between

the transcriptional and posttranscriptional silencing

pathways and if a transgene is homologous to an

endogenous gene, the silencing effect can spread to

that gene resulting in a phenomenon known as

cosuppression.

Transcriptional silencing may be encountered in

plants where several copies of the same transgene or

part thereof are present in the transgenic locus, or

when the same promoter is used to control several

transgenes. However, the context is very important.

There have been plenty of reports describing transgenic

plants carrying multiple transgenes under the control

of the same promoter yet showing strong and stable

expression. For example, although Zhu et al. [133] used

five different endosperm-specific promoters in corn to

achieve the high-level expression of carotenogenic

genes, Naqvi et al. [134] achieved strong expression

of four genes in the same system using the barley

D-hordein promoter to control each transgene, with

no adverse effects. Transcriptional gene silencing

resulting from repetitive promoter regions is correlated

with increased promoter methylation [135] and

appears to be driven by the production of dsRNA
matching the promoter sequence [136]. This has been

demonstrated by deliberately expressing dsRNA

corresponding to the nos promoter in transgenic plants

carrying a second transgene driven by the nos promoter

[137] and by creating transgenic plants with

a transgene locus that triggers both transcriptional

and posttranscriptional silencing simultaneously, by

producing dsRNA corresponding to promoter and

transcribed sequences of different target genes [138].

In the absence of deliberately created promoter dsRNA,

the transcriptional silencing seen in some transgenic

plants carrying multiple copies of the same promoter

appears to arise from dsRNA produced either by unfor-

tunate transgene positioning or rearrangements that

create hairpin structures, or by transgenes with such

high levels of expression that the polyadenylation

machinery is saturated. Evidence from many transfor-

mation experiments indicates that there is no simple

correlation between transgene copy number and

expression level, with the exception of certain carefully

controlled experiments using boundary elements. In

some cases, higher copy numbers have suppressed

overall expression levels whereas in others higher copy

numbers have enhanced expression. Where suppres-

sion effects have occurred, it has been suggested that

“runaway expression” resulting in the generation of

aberrant RNAs lacking polyadenylate tails has triggered

potent silencing through the posttranscriptional silenc-

ing pathway [139].

The organization of a transgenic locus is difficult to

control, and it is therefore a common occurrence in

both Agrobacterium-mediated transformation and

direct DNA transfer that the juxtaposition of

transgenes or fragments thereof can result in the crea-

tion of hairpin promoter structures at the DNA level

that are transcribed into aberrant dsRNA species. Such

arrangements can be obvious and easy to detect, but

even where gross rearrangements are absent it is possi-

ble that undetected “micro-rearrangements” are pre-

sent in the transgenic locus, as observed by Mehlo et al.

[128] when investigating the structure of a transgenic

locus in corn generated by direct DNA transfer. The

siRNAs that trigger RNA-dependent DNA methylation

are just 24 bp in length, so it is conceivable that inverted

repeats of <50 bp could be sufficient for transgene

silencing, and such structures would be undetectable

using the coarse analysis methods typically employed
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to study transgenic plants, such as Southern blot

hybridization. The likelihood of dsRNA production

depends not only on the presence of damaged or

rearranged transgenes, but also on the relative position

of intact transgenes, which is itself a reflection of the

mechanism of transgene integration. The organization

of integrated T-DNA sequences differs among

Agrobacterium strains, but a common feature of

nopaline-type derivatives such as C58 is the preferen-

tial integration of T-DNA as dimers with an inverted

repeat configuration, linked either at the left or right

borders [140]. Where cotransformation is carried out

with two T-DNAs containing different genes, the dif-

ferent T-DNAs often integrate as heterodimeric

inverted repeats, preferentially around the right border

[141]. If the same promoter is used for both genes, this

would favor the formation of hairpin structures that

could be transcribed from the opposite strand. The

structure of loci generated by direct DNA transfer is

more variable, but inverted repeat structures involving

promoter sequences are not uncommon, allowing the

same silencing mechanism to operate [126].
Plastid Transformation Methods

The introduction of DNA directly into the chloroplast

genome is considered beneficial for a number of rea-

sons including the high level of gene expression that

can be achieved, reflecting the presence of thousands of

chloroplasts in photosynthetic cells and the absence of

gene silencing. Chloroplast transformation also pro-

vides a natural containment method for transgenic

plants, since in most crops the transgene cannot be

transmitted through pollen (reviewed in [142]).

The first reports of chloroplast transformation were

serendipitous, and the integration events were found

to be unstable. For example, an early experiment in

which tobacco protoplasts were cocultivated with

Agrobacterium resulted in the recovery of one trans-

genic plant line in which the transgene was transmitted

maternally. Southern blot analysis of chloroplast DNA

showed directly that the foreign DNA had become

integrated into the chloroplast genome [143]. How-

ever, Agrobacterium is not an optimal system for chlo-

roplast transformation because the T-DNA complex is

targeted to the nucleus. Therefore, direct DNA transfer

has been explored as an alternative strategy and
efficient chloroplast transformation has been achieved

both through particle bombardment and PEG-

mediated transformation (reviewed in [144]).

Stable chloroplast transformation was first achieved

in the alga Chlamydomonas reinhardtii, which has

a single large chloroplast occupying most of the volume

of the cell [145]. Particle bombardment was used in this

experiment and the principles established using this

simple organism were extended to tobacco, allowing

the recovery of stable transplastomic tobacco plants

[146]. These principles included the use of vectors

containing chloroplast homology regions, allowing

targeted integration into the chloroplast genome, and

use of the selectable marker gene aadA (encoding

aminoglycoside adenyltransferase) which confers resis-

tance to streptomycin and spectinomycin [147]. Basic

vectors for plastid transformation include flanking

sequences and chloroplast-specific expression cassettes.

Species-specific chloroplast flanking sequences are gen-

erated by PCR using primers designed from the avail-

able chloroplast genomes. The chloroplast expression

cassette is composed of a promoter, the selectable

marker, and 50/30 regulatory sequences to enhance the

efficiency of transcription and translation. The most

frequently used integration site is the transcriptionally

active intergenic region between the trnI and trnA

genes, within the rrn operon. The first-generation plas-

tid transformation vectors included the pPRV series and

plasmids pRB94/95, in which both the marker gene and

the primary transgene have their own 50 and 30 regula-
tory sequences (reviewed in [144]). More recent vectors

include modified restriction sites, loxP sequences for

posttransformation marker excision, and homology

regions targeting insertions to the rbcL-accD intergenic

region [148]. Thus far, chloroplast transformation

by particle bombardment has been achieved only in

crops that allow direct organogenesis, and this does

not include any monocots (reviewed in [142]).
Future Directions

The vast majority of the transgenic plants generated

thus far carry a single primary transgene plus

a selectable marker. The transgene integrates randomly

into the genome, which means it is subject to

unpredictable position effects that may result in silenc-

ing; the locus structure is also very difficult to control.
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In the future, there will be a stronger emphasis on

strategies to increase the scope of gene transfer and

the predictability and preciseness of DNA integration,

and consequently the likelihood of stable and predict-

able transgene expression.
Transfer of Large DNA Molecules Using Modified

Conventional Vectors

A precise upper limit for T-DNA transfer has not been

established. It is greater than 50 kbp [2, 3], but using

standard vectors it is difficult to transfer inserts larger

than 30 kbp routinely due to instability in the bacterial

host. However, the analysis of very large genes or the

transfer of multiple genes linked in series can now be

achieved thanks to the development of high-capacity

binary vectors based on the artificial chromosome type

vectors used in E. coli.

The first to be described was BIBAC2 [149]. This

contains an F-plasmid origin of replication and is

modeled on the bacterial artificial chromosome. The

basic vector transforms tobacco with high efficiency,

but the efficiency of transformation drops substantially

when large inserts are used. This vector has been used

to introduce 150 kbp of human DNA flanked by

T-DNA borders into the tobacco genome, although

virulence helper plasmids supplying high levels of

VirG and VirE in trans were critical for successful

DNA transfer. An alternative vector carrying a P1 ori-

gin of replication and modeled on the P1 artificial

chromosome was constructed by Liu et al. [150]. This

transformation-competent bacterial artificial chromo-

some (TAC) vector was used to introduce up to 80 kbp

of genomic DNA into Arabidopsis, and while there was

some loss of efficiency with the larger inserts, it was still

possible to produce many transgenic plants. Both vec-

tors contain a kanamycin resistance marker for selec-

tion in bacteria and hpt for hygromycin selection in

transgenic plants. Both vectors also contain the Ri

origin for maintenance in Agrobacterium, and within

the T-DNA region, the sacB marker for negative selec-

tion, interrupted by a multiple cloning site for trans-

gene insertion. One of the most attractive uses of

high-capacity binary vectors is for the positional clon-

ing of genes identified by mutation. The ability to

introduce large segments of DNA into the plant

genome effectively bridges the gap between genetic
mapping and sequencing, allowing the position of

mutant genes to be narrowed down by complementa-

tion. Genomic libraries have been established for

several plant species in BIBAC2 and TAC vectors [151,

152] and cloning in high-capacity vectors has been

simplified by the inclusion of Cre/loxP and Gateway

site-specific recombination technology [153, 154].

Large (80–150 kbp) DNA molecules have also been

transferred to plants by direct DNA transfer [155], and

although this is not a routine procedure a novel trans-

formation method has been developed recently, based

on bombardment with DNA-coated “bioactive beads”

to deliver up to 150 kbp of DNA into rice protoplasts

[156].

Plant Minichromosomes

In bacteria, plasmid vectors are maintained as episomal

replicons to make cloning and isolating recombinant

DNA a simple procedure. When it comes to expressing

heterologous genes in eukaryotic cells, episomal vectors

are widely used to avoid position effects, hence the

development of yeast episomal vectors, yeast artificial

chromosomes, mammalian plasmid vectors carrying

virus origins of replication (e.g., SV40-based vectors,

herpes virus-based vectors), and plant expression vec-

tors based on plant viruses (all of which replicate epi-

somally). The yeast artificial chromosome (YAC)

system is the most relevant in this context because it

allows genes of any size to be introduced into the yeast

genome as an independent replicating unit that is

treated by the cell as an additional chromosome.

YACs comprise a yeast centromere and telomeres,

the origin of replication (autonomous replicating

sequence), and selectable markers.

More recently, analogous systems have been devel-

oped to maintain genes as episomal minichromosomes

in plants. These have many advantages for plant genetic

engineering including the ability to express large

transgenes or groups of transgenes, and the ability to

rapidly introduce new linkage groups into diverse

germplasm. Carlson et al. [157] created plant

minichromosomes by combining the DsRed and nptII

marker genes with 7–190 kb of corn genomic DNA

fragments containing satellites, retroelements, and

other repeat sequences commonly found in centro-

meres. The circular constructs were introduced into

embryogenic corn tissue by particle bombardment
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and transformed cells were regenerated and propagated

for several generations without selection. The

minichromosomes were maintained as extrachromo-

somal replicons through mitosis and meiosis, and

showed roughly Mendelian segregation ratios (93%

transmission as a disome with 100% expected, 39%

transmission as a monosome crossed to wild type

with 50% expected, and 59% transmission in self

crosses with 75% expected). The DsRed reporter gene

was expressed over four generations, and DNA blot

analysis indicated the genes were intact.
Gene Targeting (Homologous Recombination)

Gene targeting is the directed modification of an

endogenous DNA sequence by homologous recombi-

nation, an efficient procedure in bacteria, yeast, certain

animal cells, and in the plastid genomes of plants, but

typically not in the nuclear genome. Only one plant

species has been shown to undergo efficient nuclear

homologous recombination and that is the moss

Physcomitrella patens [158]. Among higher plants,

low-level gene targeting has been achieved in certain

dicots with frequencies ranging from 10�3 to 10�6

[159]. However, targeting frequencies of up to 1%

have been achieved using a T-DNA-mediated gene

targeting strategy involving a long homology region

in combination with a strong counterselectable marker

in rice [160, 161].

There has also been interest in the use of zinc-finger

endonucleases to make targeted double-strand breaks

in the plant genome, so that homologous recombina-

tion is favored at such sites [162]. The modular nature

of zinc-finger transcription factors means that recom-

binant DNA technology can be used to “mix and

match” these DNA-binding domains to create recom-

binant proteins with unique sequence specificities.

Zinc-fingers are motifs approximately 30 amino acids

in lengthwhich coordinate a Zn2+ ion and bind to DNA

sequences 3-bp long. Combining different zinc fingers

in series allows proteins to be tailor made to bind

longer DNA sequences. When a nonspecific DNA

endonuclease is incorporated into such a protein, it

becomes a targeted DNA cutting tool [163, 164]. The

recent achievement of targeted transgene integration

and endogenous gene disruption in corn [165] and

tobacco [166] using zinc-finger endonucleases
provides a tantalizing glimpse of the future of plant

biotechnology in which precise changes can be made to

the genome of any plant genome that is amenable to

DNA transfer.
Site-Specific Recombination

Although site-specific recombination has already been

described as a cloning tool, particularly the Cre/loxP

and Gateway systems for rapid vector assembly, it can

also be used in transgenic plants to introduce DNA at

a specific, favorable locus, or remove DNA sequences in

vivo. The Cre/loxP system has been most widely used in

plants for the controlled excision of selectable marker

genes after transformation (e.g., [153]), but also for

controlled transgene insertion (e.g., [167]). Controlled

integration has been studied in transgenic plants

already engineered to contain recipient loxP sites

[168]. In this study, three different recipient wheat

lines were generated by bombarding plants with the

loxP sequence, and these were subsequently bombarded

with a gusA construct also containing flanking loxP

sequences, and a cre gene. Following transformation,

about 80% of lines contained gusA at the recipient site,

many with single-copy transgenes and others with

concatemers. Both types of locus were stably inherited.

There was much less variation in expression among the

single-copy lines [168]. Chawla et al. [169] generated

18 different transgenic rice lines containing a precise

single copy of gusA at a designated site. In seven of these

lines, additional copies of the transgene integrated at

random sites by illegitimate recombination while 11

showed “clean” integration by site-specific recombina-

tion only. The single-copy lines were stable over at least

four generations and showed consistent levels of

expression, which doubled in homozygous plants. In

contrast, the multicopy lines showed variable expres-

sion and some fell victim to transgene silencing. Inter-

estingly, where the site-specific and illegitimate

integration loci segregated in later generations, trans-

gene expression was reactivated in the plants carrying

the site-specific integration site alone, whereas close

linkage between the site-specific and random integra-

tion prevented segregation in other lines and the silenc-

ing persisted.

An exciting recent development is the GENE

DELETOR system, which is a hybrid of the Cre-loxP



584 Crop Plants Transformation Methods
and FLP-FRT systems. The GENE DELETOR is based

on a fusion recognition site (loxP-FRT), which is ineffi-

cient when both recombinases are expressed but highly

efficient when either one of the recombinases is expressed

alone, giving up to 100% efficiency in populations of up

to 25,000 T1 transgenic tobacco plants [170].

Another use for Cre-loxP is the simplification of

locus structure by resolving multicopy loci to a single

transgene copy [171]. A strategy was developed in

which the transformation vector contained a transgene

flanked by loxP sites in an inverted orientation. Regard-

less of the number of copies integrated between the

outermost transgenes, recombination between the out-

ermost sites resolved the integrated molecules into

a single copy. The principle was proven by resolving

four multicopy loci successfully into single-copy

transgenes.
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Glossary

C3 The C3 pathway of photosynthesis, found in most

plant species, for example, rice, potato, and wheat.

C4 The C4 pathway of photosynthesis, found in some

tropical species, for example, maize, sugarcane,

sorghum.

PAR Photosynthetically active radiation. Solar radia-

tion in the wavelength region 400–700 nm.

RUE Radiation use efficiency, the ratio of biomass

produced per unit radiation intercepted.

Definition of the Subject and Its Importance

The rate of growth (the rate of the accumulation of dry

matter) of all plants is entirely dependent on the inter-

ception of energy (electromagnetic radiation) from the

sun in the wavelength range 400–700 nm. This energy is

utilized by photosynthesis to synthesize carbohydrates
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
and other biologicalmolecules needed for essential plant

processes.

The amount of energy intercepted or captured by the

whole plant and community system (the canopy) is

determined by the organization of leaves into an efficient

spatial structure with a large total surface area. The

amount of radiation captured will determine the rate of

photosynthesis possible and the rate of growth. However,

the final growth rate is then determined by losses in the

system that originate from a number of sources, includ-

ing the type of photosynthetic mechanism, metabolic

and hydraulic constraints, the relationship between

photosynthetic source and non-photosynthetic sink

organ, variability in environmental conditions, and

limitations imposed by management techniques.

The discovery that plant and crop growth is closely

linked to the amount of intercepted radiation led to the

establishment of methods for measuring radiation use

efficiency (RUE). RUE is measured as the amount of

dry matter produced per unit intercepted radiation

over a given time period and it is often separated into

key developmental stages within the life cycle of the

crop. It was quickly established that values of RUE tend

to be stable for a given species, growth stage, and

environment, but there are important differences

across crop species and plant types. In the absence of

other factors, RUE will set the theoretical limit to

biomass production and ultimately crop yield. It is

now accepted that RUE is a fundamental measurement

which underpins potential crop productivity and yield

and it has become embedded into modern methods of

crop growth analysis.

In many cases, plants absorb more photosyntheti-

cally active radiation (PAR) radiation than they utilize

for growth: given the current emphasis on global food

security, there is currently much interest in raising the

RUE of key crops in important agroecosystems.
Introduction and History

All green plants use sunlight as their sole energy source

for assimilation of carbon dioxide into carbohydrates.

At its most fundamental level, this process is the for-

mation of energy-rich bonds in a form that is easily

stored, transported, and utilized in most essential plant

functions. This process is of course photosynthesis and
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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it is the sole supplier of energy for almost all human

nutrition and fuel requirements, via current and pre-

historic photosynthesis.

The continuing expansion of the human popula-

tion and the steady increase in consumption per capita

is placing pressure on land availability. A variety of

factors including urbanization and the erosion of

existing land certainly necessitate production of more

food and fuel per hectare with fewer inputs (water,

fertilizer) and all of this within the uncertainty of

changes in climate and increased pressure to use land

which may be currently unsuitable for cultivation. For

example, 700 million people depend on rice for calo-

rific intake. Each hectare can currently feed around

27 people; by 2050 this will have to rise to 43 people

per hectare [1]. This is compounded by the fact that

Asian rice yield potential appears to be stagnating [2].

Wheat is grown on over 200 million hectares of land

providing approximately one-fifth of the total calorific

input of the world’s population, and while there have

been steady increases in productivity since the green

revolution, global demand for wheat is predicted to

increase at a faster rate than the annual genetic gains

that are currently being realized [3]. Since the highest

yields of major crops are usually only achieved within

high input systems, it is not surprising that

many suggest a reappraisal of the basis of crop

productivity.

It seems clear that an increase in the rate of appli-

cation of fertilizer or water is neither desirable nor even

possible. Nitrogen fertilizer is heavily dependent on the

continued availability (physically, financially, and

politically) of fossil fuels. Water is increasingly scarce

not just in equatorial regions but in temperate regions.

One way to improve resource use efficiency is to

increase the rate of overall biomass production and

this is starting to be associated with yield progress of

major crops such as rice and wheat [3, 4]. As shall be

described, an increase in biomass production by crops,

whilst helping to improve upon current rates of breed-

ing progress in yield potential, would also (1) underpin

future genetic improvements in adaptive processes,

(2) improve the relative efficiency of resource use in

terms of biomass production per unit water, light, and

fertilizer, and therefore (3) increase the attractiveness of

using waste products of arable crops for secondary uses

such as fuel, and (4) if applied universally, reduce the
competition for land between biofuel crops and food

crops, and (5) increase the feasibility of using marginal

land for fuel and food production.
A History of Radiation Use Efficiency

Given that it underlies so much of human activity and

endeavor it is perhaps curious that the relationship

between radiation and plant growth did not become

explicitly defined and quantified until relatively recently.

It has been suggested that a tendency to retainmethods of

classical crop growth analysis during the first half of the

twentieth century delayed a mechanistic analysis of the

processes of biomass accumulation [5]. In these early

studies, growth (crop mass) was described as a function

of time possibly because of the ease with which mass

could be measured through the growing season. This

approach was confounded by its inclusion in measure-

ments of relative growth rate where crop biomass increase

is closely related to existing biomass. The central role of

light interception in growth was recognized by Watson

[6] who suggested a measurement of net assimilation

rate which worked in some situations but did not

adequately account for the complex relationship

between leaf area and variation in assimilation rate

(photosynthesis) of individual leaves.

Another advancement in understanding came with

the consideration that efficiency of light use declined at

high levels (light saturation) [7, 8] and that light levels

were lower at the base of the canopy. In fact, as pointed

out by Hirose [9], the first mathematical model of can-

opy photosynthesis was first produced by Monsi and

Saeki in 1953 but this was not recognized for more than

a decade. This resulted in the first real considerations of

growth as a function of the amount of light intercepted by

the plant canopy. At this time, it was observed that the

amount of light intercepted by the canopy was closely

related to dry matter accumulation [5]. Despite this

there were many studies in the 1970s which used inci-

dent light rather than intercepted radiation tomake key

studies in agronomy and ecology.

The sole use of incident radiation measurements

will lead to errors in the calculation of radiation use

efficiency especially before canopy closure when not all

radiation is absorbed and when crops possess differing

rates of canopy development. Over the whole life cycle

of the crop, the proportion of incident radiation that is
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intercepted and available for assimilation can be quite

small. It was not until the mid 1970s that John

Monteith established the relationship between accu-

mulated intercepted radiation and accumulated bio-

mass within canopies [10]. This was accompanied by

experimental data demonstrating a level of conserva-

tion of radiation use efficiency of crop species when

grown under optimal growth conditions with high

resource availability and a consideration of the role of

leaf photosynthetic capacity in crop canopies. This has

since proved to be a robust approach and has remained

a central feature of crop growth analysis ever since.

Many studies attempted to provide values for RUE

across a wide range of species and growth conditions

across the world [11, 12]. It was quickly claimed

(1) that it was possible to attain consistent values for

a given species when growing conditions were good,

(2) that suboptimal (e.g., nitrogen or water deficient)

or stressful conditions caused RUE to decline, and

(3) that there were clear differences between crop spe-

cies: plants possessing the C4 photosynthetic mecha-

nism had the highest RUE followed by most C3 plant

species and finally legumes with the lowest RUE values.

Early data suggested that RUE was a conservative or

even constant value for a given species. However, data

published since has demonstrated significant variation

and it has been pointed out that close attention in each

case must be paid to the methods of analysis, growth

conditions, developmental phase, and genotype.

RUE is commonly used within the crop sciences

although it is applicable to growth of any autotrophic

organism and most ecosystems. Its calculation requires

knowledge of the amount of radiation absorbed in

a given time period and measurement of the resulting

biomass and energy content. These are easier to

measure in a uniform system like a monoculture.

The historical development of RUE was no doubt

dependent on the advancement in other areas of sci-

ence such as photosynthetic regulation and the techni-

cal development of instruments to accurately measure

key attributes, that is, radiation, photon flux density,

and the rate of photosynthetic carbon assimilation.

The understanding that RUE is fundamental to

crop productivity leads naturally to the question of

whether it can be improved. The observation that C4

plants possess a higher RUE leads to the notion that

such a change would give a higher biomass
productivity which could be exploited to increase

yield per hectare. The green revolution provided

a step change in agricultural productivity that was

able to prevent the tragedy of mass starvation in some

regions and also to support population increase. As

outlined here, a step change of similar magnitude

now would probably require an improvement in RUE.
Determination of Radiation Use Efficiency

RUE is the ratio between accumulated plant biomass

and the accumulated radiation intercepted by the crop.

A note on terminology: some authors use the terms

“radiation conversion factor” [13] and “radiation con-

version efficiency.” Some authors have pointed out that

use of the word “conversion” is inappropriate because

energy is not being directly converted to matter but

rather converted from one form of energy to another

(i.e., solar radiation to higher energy state of chloro-

phyll molecules) [5]. The term radiation use efficiency

(RUE) shall be used.

To calculate RUE, it is necessary to know the

amount of radiation arriving at the top of the canopy,

the amount of radiation intercepted by the canopy, and

the biomass accumulated during a given period.

In many studies, the energy content of the dry

matter is also required. This section will summarize

how RUE is measured in a practical sense and tackle

some of the diversity in approaches that have been

taken.

Radiation arrives at the edge of the earth’s atmo-

sphere at a mean rate of 1.4 kJ m�2 s�1, the so-called

solar constant. By the time photons reach the earth’s

surface a number of geometrical and atmospheric fac-

tors have reduced this value significantly. Cloud cover

notwithstanding the greatest influx occurs in tropical

regions at low latitudes. The greatest measured flux at

the earth’s surface itself occurs in low latitude regions

where cloud cover is minimal (20–30�). High latitudes

can have extremely low solar radiation levels.

Light is absorbed and scattered by molecules, aero-

sols, and particles in the atmosphere, reducing flux

even further. Gas molecules such as CO2, H2O, and

CH4 absorb energy at specific infrared wavelengths

whilst gas molecules O2 and O3 absorb at lower wave-

lengths. Photosynthesis is restricted to a range of wave-

lengths that approximate to those visible to the human
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eye: 400–700 nm. Higher wavelengths do not contain

sufficient energy to drive photosynthesis. At ground

level, this range of wavelengths makes up 49% of total

solar energy. In other words, the photosynthetic pro-

cess does not use over half of the energy available.

However, longer wavelengths have an important

heating effect which raises plant tissue temperature

and accelerates metabolic and developmental processes

such as leaf and canopy construction.

Variation fromday to daymeans that it is necessary to

integrate measurements of radiation over long time

periods. This is often done by positioning devices above

the canopy and below the canopy. Most commonly these

have been fairly inexpensive tube solarimeters connected

to a device that continually stores data produced. Reflec-

tion can be measured by inverting the device. Instanta-

neous measurements (spot measurements) of fractional

interception (f ) are also used but these can be mislead-

ing because they are most reliably taken at midday

during the same, usually sunny, conditions and there-

fore do not account for cloud cover or low solar eleva-

tion and give lower values of f.

The proportion of PAR is higher in scattered light

than direct beam radiation and so it is useful to distin-

guish between the two and a few commercially available

devices are capable of doing so. This alsomeans that the

proportion of PAR changes according to solar eleva-

tion, although it is around 0.45 at elevations greater

than 30� [5]. Growth in predominantly scattered radi-

ation commonly causes an increase in RUE.

Wavelengths used for growth (400–700) are prefer-

entially absorbed by chlorophyll within the canopy

resulting in transmitted light that is depleted in red

and blue and enriched in far-red. The formula for

fractional interception is presented in its simplest

form by Eq. 1.

f ¼ 1� I þ rð Þ
Io

ð1Þ

where f = fractional interception, Io = incident radia-

tion, r = reflected radiation, I = intercepted radiation.

An alternative method for measuring f is spectral

reflectance. This compares reflectance from the canopy in

the red band and the near IR band to produce

a normalized difference vegetation index (NDVI). It has

been possible to show the relationship between NDVI

and f in many crops [14] and is a technique that is
possible to use remotely from satellites and aircraft.

Although it is clearly convenient and rapid, one must be

aware that it has the drawback of being a spot measure-

ment. Measurements made from satellites suffer from

problems of images that deviate from 90� to the earth’s

surface [15].

Photography is also used to estimate f using

a camera fitted with a fish-eye lens positioned below or

above the canopy. This has the advantage of

encompassing a large area, producing permanent image

and being taken rapidly in the field. Thismethod has been

shown in many cases to correlate with f measured using

solarimeters; however, errors arise due to common bias

in positioning the camera. All indirect measurements

of f should consider the potential errors that may result.

RUE is usually calculated by measuring the difference

in biomass betweenmany consecutive harvests (i.e., accu-

mulated intercepted growth) and plotting this against the

measured accumulated intercepted radiation. This is usu-

ally a linear relationship and RUE is calculated as the

slope of this relationship (Fig. 1). The points at which

measurements are made are critical because RUE varies

according to developmental state.

Care must be taken when comparing values from

different sources [5, 13]. Some of the common sources

of variation are as follows:

1. If root mass is not included then RUE values will be

lower. However, it is extremely difficult to measure

root mass directly and it is often ignored or assumed

to be a fixed percentage of total plant mass.

Nonuniform growth can therefore be a significant

source of error. Energy required to grow andmaintain

roots is also a function of the biotic and abiotic

environment of the soil.

2. Solar radiation flux density is measured using

solarimeters, pyranometers, or radiometers which

usually cover the wavelengths 300–3,000 nm. The

photon flux density is commonly measured using

sensors that detect within the photosynthetically

active range of 400–700 nm. Therefore the conver-

sion between energy and quanta-based measure-

ments must take into account the energy of each

waveband. Data based on different regions of the

electromagnetic spectrum can cause inaccuracies,

for example, the transmission of shortwave radia-

tion through canopies differs from that of PAR [16].
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higher slope for maize in (a), that maize reached full interception before rice in (b), and that the weed is the first to form

a full canopy but does not achieve the same amount of biomass as the crop species (Redrawn from Sheehy et al. [1])
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However, the solar spectrum is fairly constant,

and the reliable figure for this is 4.6 mmol quanta.

Inaccuracies can arise from badly positioned,

poorly leveled or uncalibrated instruments. It is

common practice to keep devices free of anything

that would attenuate radiation in a way that would

bias the results, for example, dead leaves are

removed and glass is cleaned.

3. It is important to distinguish absorbed from

intercepted radiation. The latter does not take into

account the reflection of PAR from the top surface

of the canopy. This is generally assumed to be about

5% of total PAR but variation is likely. Not all of the

plant tissues that absorbed energy are necessarily

alive or of equal photosynthetic potential.

4. When comparing different species of plant with

contrasting harvest organs it is important to consider

the energy content of the organs involved. Lipid has

a higher calorific content than protein, which in turn

has a higher calorific content than carbohydrates

[17]. The heats of combustion of carbohydrates,

proteins, and lipids are 17.3, 22.7, and 37.7 kJ g�1,

respectively. Since RUE is comparing the input of

energy to the output of dry matter it can vary

according to the energy content per unit dry matter

and it is essential to adjust RUE accordingly. For
example, the RUE of crops that produce particu-

larly oily seeds should decrease during the seed-

filling period. However, the nutrient content of

plant tissue does not greatly directly influence the

measurement of RUE.

5. The stage of growth can have a large influence on

the RUE measured (see section Source–Sink Pro-

cesses and Partitioning of Assimilates). It can be

common practice to calculate the RUE over the

entire growing season but this does not necessarily

represent the maximal RUE value. For example, in

many crops RUE appears to be steady during the

vegetative period but to decline following the onset

of the reproductive phase.

Radiation Capture by Crop Canopies

Canopy structure and therefore the efficiency of light

capture was a common feature in the domestication

and the later improvement of many crop species. For

example, the reduction of branching in maize and

sunflower allowed dense planting [18] and there is

evidence of further adaptation to higher planting den-

sity [19]. The reduction in height of cereals was a key

factor in the green revolution, permitting an increase in

harvest index and reduction in lodging. Crop canopies
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must intercept or capture as much radiation in the

400–700 nm bandwidth as possible. Most of the light

interception occurs by leaves; however, stems, petioles,

leaf sheaths, and reproductive structures can also

absorb significant amounts of radiation. To achieve

high interception, they must construct and present

a canopy with large leaf area and in many crops the

minimum leaf area index (L: the ratio of leaf area per

unit ground area) is around three. The L can be

expressed by the product of the number of plants per

unit ground area, the number of leaves per plant, and the

mean area of leaves per plant (plus green stem area). Light

can penetrate the canopy and strike the ground below as

direct beam radiation (so-called sunflecks), scattered

radiation, or radiation that has passed through leaves

and other plant organs, that is, transmitted. The amount

of penetrated radiation is dependent on the three-

dimensional arrangement of leaves in the canopy and

for a given L will be a function of a large number of

features such as leaf size, leaf density per cubic meter,

the angle of individual leaves, heterogeneity of leaves in

space (clumping), leaf thickness, and albedo. There is

clear variation between species and even between

crop varieties in these features. Additionally, it is pos-

sible to alter these features through management tech-

niques such as planting density and the application of

NPK fertilizer. Therefore there needs to be a way of

describing radiation distribution within canopies

mathematically and linking this to agronomic charac-

teristics such as leaf area index and nitrogen content.

The relationship between L and fractional intercep-

tion can be described byMonsi–Saeki equation (Eq. 2),

a modification of Beer’s law. This assumes that the

canopy is a homogeneous medium whose leaves are

randomly distributed in space, that is, there is no effect

of row structure or clumping and under these condi-

tions Beer’s law will apply [9]. The Monsi–Saeki equa-

tion can be applied if the canopy is considered to be

divided into horizontal layers with each layer

possessing a particular L and the irradiance within

each layer is measured. The irradiance at each layer

will depend on the three-dimensional characteristics

of the leaves both within that layer and the layers

above. It has been found that this provides an accurate

estimate in many crops in which this has been mea-

sured: ln(I/Io) against L provides a linear relationship,

the slope of which gives the value k which provides
a simple but useful mathematical description of the

architecture of the crop canopy in question.

I ¼ Io exp �kLð Þ ð2Þ

I and Io as in Eq. 1, L = leaf area index, and k =

extinction coefficient for a given waveband

Crops have been found to vary for the value of k and

the major feature is the erectness of leaves. Canopies with

erect and narrow leaves such as cereals have a lower value

of K than those with flat, broad, and horizontal leaves.

This also applies to differences within species, for

example, rice varieties vary in erectness [20].

If the Monsi–Saeki equation holds and the k value

for a given canopy type is known then it becomes

possible to calculate f simply from a knowledge of L

(Eq. 3).

f ¼ 1� exp �kLð Þ ð3Þ

Equation 3, letters as Eqs. 1 and 2

This analysis is useful when canopies are considered

to be a three-dimensional “box” of vegetation with

radiation penetrating only from above. It can fail

where plants are sparsely populated and do not achieve

full ground cover or are simply planted in rows with

space in between, which is the case for some crops that

are tended by hand. The calculation of intercepted

radiation in these cases can become quite complex

and impractical at high levels of heterogeneity although

estimations are often made on the basis of incident

radiation and leaf area per plant. Another source of

error is angle of solar elevation which can significantly

alter the proportion of reflected light and the propor-

tion of scattered light within the canopy. It also does

not account for the commonly seen variation in leaf

angle that occurs between the top and the bottom of

the canopy. Even at a point close to full canopy cover

there can be a “bimodal” type of variation in crop

canopies. For example, rice plants tend to form

“inverted cone” shapes and this causes a complex

three-dimensional variation in irradiance distribution

especially during canopy development.

The optimal “design” of plant canopies must con-

sider not just maximum interception but also the rela-

tionship with photosynthetic rate. In principle, a plant

could achieve close to 100% interception with a single,

planar chlorophyll-rich leaf and a L of 1.0. However,
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this does not result in optimum productivity largely due

to the fact that photosynthesis saturates below

full sunlight and this is especially marked in C3

plants. This is a central point: the response of

leaf photosynthesis to irradiance is shown in Fig. 2.

This is a useful measurement and easy to make with

today’s equipment. It provides not only a measurement

of the maximum rate of photosynthesis (Amax)

but also the potential quantum yield of photosynthesis.

A greater canopy carbon gain is achieved by reduc-

ing the proportion of leaves in the canopy that exist in

the light-saturated state. The leaves lower in the canopy

are retained at light limitation while those at the top

will be prone to light saturation. If the irradiance

increases (e.g., moving from cloud-cover to full sun-

light) then those lower in the canopy will be able to

respond accordingly. This has lead to the widely

observed phenomenon that when irradiance is plotted

against carbon-gain (photosynthesis) one commonly

observes a linear response for canopies but a saturation

in leaves (normally described by a non-rectangular

hyperbola) (Fig. 3) [11]. This is important: if canopies

demonstrated light saturation then this would severely

limit their ability to improve RUE.
Canopy Properties and Photosynthesis

The optimum design for biomass production in terms

of carbon gain is predicted to be one that permits

a higher proportion of radiation to penetrate to lower

layers, whilst also reducing light saturation at the top

(Fig. 3). Indeed, this seems to be the trend in species

such as rice and wheat although the advantage here is

thought to be greatest at lower latitudes where light is

overhead for a greater proportion of the year and

therefore penetration into the canopy is greater. This

also has the advantage that it prevents the unwanted

senescence of leaves when light levels drop below or

close to the light compensation point [21].

This raises the question of whether there is room for

improvement in canopy architecture to improve RUE.

Early work found that canopies with a low L benefitted

from horizontal posture while those with high L

benefitted from upright posture [5, 22]. This work

suggested that RUE would not be sensitive to extreme

upright posture of leaves. However, it is clear that

upright leaves are associated with the highest yielding

lines in wheat [23, 24] and it has been suggested that

some cereal canopies may benefit from increasing
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erectness further [3, 23, 25]. There are relatively few

genes controlling erectness and this should be straight-

forward to test, although work has shown that com-

pensatory effects such as leaf size may be hard to

account for.

Modern high-yielding rice lines also have highly

erect leaves and it is assumed that this also results in
higher potential productivity. In rice, this also permits

denser planting which accelerates canopy closure and

improves total radiation intercepted over a short trop-

ical growing season.

A further feature is that leaves have different char-

acteristics according to the light intensity to their can-

opy position. Most notably they have “sun leaf” and
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“shade leaf” characteristics, the former having higher

light compensation points, higher photosynthetic

capacity, and higher nitrogen and enzyme content.

This is considered to be an efficient use of resources

with nitrogen being located only where it is required

for high photosynthetic activity. Additionally, there are

a number of acclimation mechanisms to improve light

harvesting in shade and diffuse light such as the syn-

thesis of light harvesting complexes enriched in chlo-

rophyll b [20, 26]. The efficiency of use of shade and

diffuse light within the canopy is a relatively

unexplored area in crops. This raises the question of

whether leaf ageing or leaf acclimation gives rise to the

nitrogen content of the leaf. There is evidence that both

processes are at play: in fact the distribution of nitrogen

in plant canopies should be closely related to photo-

synthesis and irradiance level [27, 28]. There is some

indication that this has been achieved although the role

of “storage” of assimilated nitrogen in leaves needs

further analysis [20, 21].

Canopy development occurs by the successive emer-

gence of leaves fromprimordiawhich are localized points

of tissue formed around the apical dome of the vegetative

shoot. The arrangements of these primordia will largely

determine the positions of the leaves in the final canopy.

Therefore there is great interest in the genetic manipula-

tion of developmental processes in crops [29, 30]. The

thermal time interval between the initiation of succes-

sive primordia is critical and determines the time taken

for production of successive leaves. The genetic and

molecular processes determining leaf development

and expansion is an exciting area of research [31].

For annual crops with a limited growing season, it is

critical that canopy development is synchronized with

periods of high radiation. In temperate regions, low

temperatures in Spring can increase the time taken for

canopy closure. Since maximum rates of production

are not attained until full canopy cover is achieved, this

can be deleterious and is referred to as “lost time” [32].

Faster rates of canopy closure can be achieved by dif-

ferent strategies such as the application of nitrogen

increasing planting density, irrigation, and the planting

of crops in autumn so that the time taken for establish-

ment is reduced. For example, in the UK, maximum

radiation receipts occur in June, and for Spring-sown

crops such as potato and sugar beet, productivity can

depend on the establishment of a high L before this
period. In rice, the remarkable erectness of leaves in

some modern cultivars has allowed for extremely dense

planting and a shift toward a reduction in tillering. This

has the advantage that canopy closure can be achieved

quickly and the so-called lost time is reduced.

There is no doubt that canopy structure is a central

feature of crops with high RUE although the precise

three-dimensional characteristics are difficult to quan-

tify by direct measurement and this has meant that the

techniques to describe crop canopies mathematically

have remained relatively simple and continued to

assume that they exist as randomly distributed photo-

synthetic elements in space. As shall be described in the

next section, it will be essential to have a more sophis-

ticated approachwhich links leaf arrangement and light

distribution at higher resolutions and accounts for the

dynamics of both light distribution and localized pho-

tosynthetic responses. For this various photographic

and laser-based methods are available for “digitization”

of plant and crop canopies although the high density of

many crop canopiesmakes suchmeasurements difficult

in a practical sense. Mathematical modeling of plant

canopy structure is progressing rapidly along with

increased computing power and more sophisticated

programming [33]. It would seem likely that methods

that can use empirical measurements to model canopy

architecture at high resolution and accurately predict

photosynthetic light responses are not far away.
“Conversion” of Captured Radiation:

Photosynthetic Mechanisms

The efficiency of radiation use by the whole canopy is the

sum of photosynthesis occurring by each leaf and each

leaf portion within the canopy. In turn, the photosyn-

thetic rate of each leaf is determined by the sum of

photosynthesis in the chlorophyll-containing organelles

(chloroplasts). Each leaf and organelle will exist in

a dynamic microenvironment and the photosynthetic

productivity will depend on the resources available to it

at a given moment in time (light, water, nutrients). Due

to limitations placed on the photosynthetic process such

as light saturation and CO2 diffusion, the rate of photo-

synthesis at the leaf level is a strong determinant of

canopy carbon gain. This section will describe the pho-

tosynthetic process, the different types of photosynthe-

sis, and limitations to leaf level photosynthesis.
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The vast majority of chloroplasts are located in

leaves and they are numerous, with each mesophyll

cell containing between 50 and 200 chloroplasts [34].

Chloroplasts are responsible for absorption of the

400–700 waveband in crop canopies and are the reason

that plants appear green. They are sac-like subcellular

organelles that contain membranous structures that

possess the chlorophyll used for light harvesting. Most

of the chlorophyll is contained within pigment protein

complexes called “light harvesting complexes” and

these are extremely efficient at absorbing visible light,

and through a series of resonance transfer mechanisms,

they pass the excitation energy to a reaction center

where a special pair of chlorophyll molecules use this

energy to generate a redox potential capable of oxidiz-

ing water via the oxygen evolving complex. The

resulting electrons are passed through an electron

transport chain and used to generate a proton gradient

that synthesizes ATP. Ultimately, the electrons produce

a reductant, NADPH. The NAPDPH and ATP are uti-

lized within the Calvin–Benson or photosynthetic car-

bon reduction cycle to reduce CO2 to triose phosphates

that are used in hexose and starch synthesis or exported

from the chloroplast for sucrose synthesis.
How Efficient Is Crop Photosynthesis?

It is useful to consider the amount of light energy

arriving at a canopy top or leaf surface and calculate

energy losses at each stage based on current knowledge

of the photosynthetic process in order to estimate the

potential system productivity [35, 36]. As mentioned,

only 49% of solar energy is available for photosynthe-

sis. Within the PAR range chlorophyll does not absorb

strongly in the green band and the reasons for this

adaptation have been well explored [37]. Green pho-

tons make up around 10% in the PAR range. Red and

blue photons drive photosynthesis with equal effi-

ciency despite the fact that blue light contains more

energy per photon than red light. Chlorophyll is excited

to higher energy states by blue photons but the extra

absorbed energy is not used to drive photochemistry.

This extra energy which is calculated to make up 6.6%

of incident solar energy is effectively lost [36].

C3 photosynthesis is the dominant form among

plant life which uses the enzyme ribulose bis phosphate

carboxylase (Rubisco) to fix CO2 where the initial
product of photosynthesis contains three carbon

atoms. Rubisco is part of the Calvin–Benson cycle.

Examples of C3 crop species are rice, wheat, potato,

soybean, cotton, and chickpea. In C3 photosynthesis,

three ATP molecules and two NADPH molecules are

used to assimilate one molecule of CO2 and regenerate

the acceptor, RuBP. Zhu et al. [36] provide a calculation

of the energy required to fix one carbon atom and

compare this to the energy contained within that one-

sixth of amole of glucose. A calculation of the quantum

requirement of each ATP and NADPHmolecule reveals

that 8 mol of photons are needed for the fixation of

CO2 molecule and this represents 1,388 kJ of energy

[36] whilst the energy content of this carbon atom

within the glucose molecule is 477 kJ.

C3 plants operate the process of photorespiration.

This is a consequence of the dual reaction of Rubisco:

in addition to the fixation of CO2 into carbohydrates,

Rubisco also reacts with O2 to produce glycolate. This

molecule must be metabolized through the

photorespiratory pathway, a process that consumes

ATP, reducing power and releases CO2. The product

of this is phosphoglycerate which reenters the Calvin–

Benson cycle. The losses caused by photorespiration are

significant and are greatly dependent on temperature:

the specificity of Rubisco for CO2 and the solubility of

CO2 relative to O2 in water declines with increasing

temperature. In tropical C3 plants the rate of

photorespiratory flux can be significant especially

when stomata limit the internal leaf CO2 concentra-

tion. In tropical rice in field temperatures of 35�C
under otherwise optimal conditions, saturating leaves

with CO2 resulted in an increase in leaf photosynthesis

of over 40% [38].

A subset of plants called C4 plants have evolved

a fascinating mechanism which minimizes the

oxygenase reaction of Rubisco to often insignificant

levels. It does this by restricting Rubisco to a bundle

sheath cell, which is oxygen free and non-leaky. Initial

fixation of CO2 takes place in mesophyll cells using an

alternative enzyme, phosphoenol pyruvate carboxylase

which generates C4 acids. These acids are pumped into

the bundle sheath cell where they are de-carboxylated,

and the CO2 released is concentrated around Rubisco

in the bundle sheath chloroplasts. This effectively

reduces the extent of the oxygenase reaction and the

photorespiratory pathway to insignificant levels. It is
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thought to have evolved in a climate where high tem-

peratures, low CO2 levels, and low humidity could all

have been strong selective pressures. The C4 mecha-

nism is largely found in warm regions. Measurements

show that in many plants the advantage of the C4

mechanism over C3 starts to become particularly sig-

nificant at growth temperatures above 25�C. C4

requires additional ATP synthesis which increases the

quantum requirement of the photosynthetic process to

12 photons per CO2molecule, in comparisonwith 8 for

C3 photosynthesis. However, this is more than over-

come by the elimination of photorespiration and low

activity of Rubisco resulting in a greatly enhanced

capacity for carbon assimilation at most light intensi-

ties in C4 plants. Other advantages become apparent,

for example, the higher efficiency of Rubisco means

that lower amounts of this protein are needed. Since

Rubisco can make up to 35% of total leaf protein in

some C3 plants [20], this increases the photosynthetic

nitrogen use efficiency of C4 plants. The CO2 concen-

trating mechanism of C4 plants means that stomatal

conductance does not need to be high and water loss

can be reduced.

A substantial “loss” of biomass is mitochondrial

respiration which has often been divided into growth

respiration and maintenance respiration in accor-

dance with the associated physiological process. Res-

piration is unsurprisingly difficult to measure and to

define in practice [39]. The relative rates can vary

substantially according to growth stage. For example,

maintenance respiration increases substantially as

a proportion of total carbon flux following ear emer-

gence in barley [35]. During vegetative growth, growth

respiration is substantially higher than maintenance

respiration. Respiration as a whole can vary from 30%

to 60% of total carbon exchange and therefore it has

a significant impact on RUE. Studies have shown that

it undergoes optimization according to the environ-

ment and developmental state: for example, it is well

known that the relationship between L and respiration

is not linear because this would result in a negative net

carbon balance in the lower, shaded regions of the

canopy. Attempts have been made to optimize respira-

tory rates to improve crop productivity but this

is a difficult task because of the problems with mea-

surement (especially with roots) on different scales

from tissue to whole canopy, and of the separation
between maintenance and growth respiration. It is

often considered that there is greater scope for the

improvement of maintenance respiration because

this is more sensitive to prevailing conditions. Recent

work suggests that the possibilities should be revisited

[39, 40].

At any givenmoment in time photosynthesis can be

limited by light level (e.g., under cloud cover or self-

shading), stomatal conductance (this becomes severely

limiting under conditions of low soil water), and

Rubisco (under saturating irradiance and high stoma-

tal conductance Rubisco limits photosynthetic rate in

C3 plants). Interactions between growth condition and

genotype will determine the final rate of photosynthe-

sis. Growth under optimal conditions is considered: the

imposition of resource limitation on RUE will be

discussed in the final section.

Taking into account the minimum essential losses

that occur, the percentage of “biomass energy” pro-

duced per unit solar radiation (total solar spectrum)

for C3 and C4 plants is generally agreed to be 4.6%

and 6%, respectively (calculated on a kJ/kJ basis) [36].

The highest recorded values are 2.4% and 3.7% [36]

with common measured values being much lower than

this, for example, [41]. The large difference between

measured and attained photosynthetic efficiency of

crop canopies is the cause of some debate and some

mechanisms focusing on metabolic constraints

are discussed here. It is possible that canopy architec-

ture remains a limitation (discussed above). It is how-

ever noted that much of the observed reduction in

RUE and photosynthetic efficiency in agricultural

systems is caused by growth under suboptimal

conditions [36].

The above has considered photosynthetic effi-

ciency in the context of a leaf canopy. However there

is current interest in exploiting photosynthesis in non-

leaf organs such as the green ear in wheat [42, 43] and

the spikelets in rice. Despite the relatively small surface

area (compared to LAI) it seems clear that the high

exposure to radiation and close proximity to the grain

sink may mean that their photosynthetic contribution

has been underestimated [42]. In the case of oil seed

rape, the photosynthesis in seed pods is the dominant

supply due to a diminished leaf area [44]. This is

a source of photosynthate that deserves closer

investigation.



602 Crop Radiation Capture and Use Efficiency
Metabolic and Regulatory Constraints to RUE

Although photosynthesis underpins growth and yield it

has often been considered that it is a feature of primary

metabolism which has undergone optimization

through natural selection and empirical breeding.

This view has partly arisen from the conservative

nature of the basic mechanism and composition of

the photosynthetic apparatus. However, firstly, it is

clear that canopy photosynthesis has undergone

improvement via total leaf area and nitrogen per unit

leaf area (fertilizer) and, secondly, there is considerable

genetic variation in leaf photosynthetic capacity and in

the response of leaf photosynthesis to environmental

factors and abiotic stress. Nevertheless, the role of any

improvement in leaf photosynthesis in crop yield pro-

gress has been hard to quantify due to the difficulty of

routinely measuring net leaf and canopy carbon gain

and of eliminating compensating processes, although

some success has been achieved [24, 45, 46]. and pho-

tosynthesis has been successfully linked to yield pro-

gress in some cases, for example, [24]. There is some

recent evidence that leaf photosynthesis can exert an

effect when biomass production is the dominant lim-

iting factor [47–49]. Nevertheless leaf photosynthesis is

considered to be the dominant factor determining RUE

[5] and its improvement is increasingly viewed as an

important target [49, 50].

Many of the suggested routes to the leaf CO2 assim-

ilation rate of crops have focused on Rubisco. Increasing

the amount of Rubisco in the leaf is problematic: it is

already at extremely high levels and to accumulate more

would require an increase in nitrogen fertilizer applica-

tion. There are indications that Rubisco may be accumu-

lated to excess capacity in some leaves [51]. There may

be opportunities to improve the properties of the

Rubisco enzyme [52] and there is some natural varia-

tion among plants and algae in the properties of

Rubisco. For example, forms of Rubisco present in

the genus Limonium have a higher specificity factor

than that in all crop species [53]. However, there is

a well-cited inverse relationship between specificity

for CO2 and maximum catalytic activity [54]. It has

been suggested that different forms of Rubisco could

be assigned different roles within the plant according

to environmental condition, tailored, for example, to

high light or low light conditions. Other enzymes in
the Calvin–Benson cycle have been shown to have

promise for improvement such as sedoheptulose-1,7-

bisphosphatase [55].

Elimination or reduction in photorespiration has

been of interest for a long time even though the seem-

ingly wasteful process has been assigned metabolic and

photoprotective roles. The increased growth rates, bio-

mass, and yield of plants grown under high CO2 where

photorespiratory flux is reduced indicates that the pro-

cess is largely wasteful. Methods for blocking the path-

way have proved ineffective [56] probably due to the

accumulation of intermediates. A recent and novel

approach has avoided this problem by using bacterial

enzymes to “shortcut” the pathway [57]. In Arabidopsis

thaliana plants, this has had the effect of improving

biomass production and shows great promise although

the precise mechanism of improved growth has not

been described yet.

The greatest improvements in yield of crops native to

warmer climates would come from the introduction of

the C4 mechanism into C3 crop species. In the case of

rice, for example, it has been calculated that this is the

only way to bring about an increase in biomass produc-

tion sufficient to meet a 50% improvement in yield by

2050 [1, 58]. Early attempts to introduce elements of the

C4 pathway into rice by transformation with C4 genes

from maize or other C4 species [59] are considered

ambiguous or partially successful at best and introduction

of the full “Kranz” anatomy seems to be the most likely

way to achieve the required goal. Some natural C4 mech-

anisms exist in a single cell [60] but it is unclear whether

this would provide sufficient rates of assimilation.

The evolution of the C4 syndrome independently

on more than 60 occasions in angiosperms would sug-

gest there is no intrinsic reason why the C4 pathway

could not be introduced into a major crop such as rice

or wheat. A combination of advanced molecular tech-

niques, transformation of key genes and smart screen-

ing of germplasmmay achieve this [61]. Indeed there is

now a funded international consortium of scientists

formed to address this task in rice (www.irri.org).

Recent modeling work suggests that photosynthesis

may not be optimized in many plant species. For exam-

ple, Zhu et al. [62] used an evolutionary algorithm to

partition nitrogen between enzymes associated with

different processes within a plant cell. The combination

of enzyme amounts and activities that produced

http://www.irri.org
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a higher photosynthetic rate was allowed to proceed to

the next generation, and after 1,500 generations it was

found that photosynthesis was substantially increased.

It seems that an over investment in photorespiratory

metabolism and an underinvestment in enzymes of the

Calvin–Benson cycle may be critical. It is possible that

this represents a lack of adaptation to contemporary

higher CO2 levels.

Photosynthesis is a dynamic process and constantly

responds to changing environmental conditions. It is still

debated as to whether the responses observed in situ are

optimized. For example, when light is absorbed in excess

of that required for photosynthesis, a series of regulatory

mechanisms are activated which dissipate the excess exci-

tation energy within the thylakoid membrane [63, 64].

This is considered a photoprotective process which

reduces the likelihood of photooxidative stress. This pro-

cess often has no impact on the light-saturated rate of

CO2 assimilation but it does reduce the quantum yield at

low irradiance levels. Therefore, following a transfer to

low light (caused, e.g., by cloud cover or leaf and solar

movement), the slow relaxation of photoprotection

causes a potential reduction in the rate of CO2

assimilation. Given the large variation in irradiance in

canopies in space and time, this has long been consid-

ered a factor in canopy photosynthesis. Indeed the

manipulation of photoprotection has been shown to

influence fitness in A. thaliana [65]. Recently,

photoprotection was modeled in a tall three-

dimensional canopy using ray tracing algorithms

[66]. The reduction in canopy carbon gain was

predicted to be as large as 30% under low temperature

conditions. This would seem to indicate that there is

room for improvement in terms of optimization of

photoprotection.

Acclimation of photosynthetic capacity to environ-

mental conditions such as irradiance can occur over

longer timescales such as days and weeks. It has been

hypothesized that acclimation conferred an advantage

in terms of carbon gain [49]. Recent experiments using

A. thaliana indicate that over long growth periods under

naturally variable light levels this is indeed the case [67].

The question of whether plant and crop responses

are appropriate for any switch in environmental con-

ditions has been expanded to include those of growth

and storage of carbon. For example, there is evidence

that transfer of carbon to storage organs can occur at
the expense of allocation to new organs [68]. Cross

et al. [69] observed that accessions that allocated less

carbon to storage at night had a higher growth rate.

This concept has yet to be tested in crop species. Genes

that are involved in the regulation are being identified,

for example, DELLA proteins are negative growth reg-

ulators of central importance which are thought to

integrate the effects of various growth-promoting hor-

mones such as gibberellins and have been shown to

have an effect on rates of tissue growth [70].
Source–Sink Processes and Partitioning of

Assimilates

This section discusses the different assimilate sinks that

have either direct or indirect effects on light intercep-

tion (LI) and RUE in crops. As discussed, radiation

capture is a highly dynamic process affected not only

by sun angle and fluxes in radiation intensity, but also

by gross morphological above ground structures that

evolve over a plant’s life cycle and include leaf area

development, stem dynamics, and the emergence

of floral structures. Within crop species, there is con-

siderable interest in genetic effects on morpho-

physiological traits that affect light interception and

distribution. Genetic effects include early vigor; stem

density (m�2) and dynamics; leaf anatomy and geom-

etry; the composition, distribution, and duration of

light harvesting and photosynthetic proteins in the

canopy; the architecture of floral structures; and the

continual interaction of these with crop development.

Crop management is an additional factor which will

affect radiation interception principally through row

spacing, N fertilization, and irrigation, and by control-

ling biotic stresses that may reduce LI.
Direct Effects of Sinks on RI and RUE

It is axiomatic that all photosynthetic structures begin

as carbon sinks while at some point becoming net

exporters (i.e., assimilate sources). The exact invest-

ment strategy in these photosynthetic structures will

determine the RUE of the “photosynthetic canopy” as

a whole. In this context, leaf area index (L) is a useful

parameter to consider. Typically L values above 3 are

considered optimal for maximizing RUE in annual

crops. However, theoretical considerations suggest
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that the relative distribution of leaf area and light

harvesting and photosynthetic proteins among differ-

ent layers of the canopy can also modulate RUE and are

currently targets for genetic improvement [25].

In the context of canopy photosynthesis, two other

important sinks with direct impact on RUE are the

stems and the reproductive structures. Stems, as well

as being covered with a green leaf sheath, provide the

skeleton for leaf display and, therefore, to a large extent,

determine the height and geometry of the leaf canopy.

Stems are highly dynamic and may appear and disap-

pear within the main part of the crop cycle. In small

grain cereals, full light interception is typically acceler-

ated through tiller development, a strategy which

results in the subsequent shedding of nonproductive

tillers after optimum L is achieved; the investment of

assimilates in tillers apparently being offset by the

increased L [71]. The strategy also has benefit under

favorable years when a larger proportion of tillers

achieve reproductive success. Reproduction requires

a further investment of assimilates in floral structures,

which, though often photosynthetic themselves, may

also intercept incident light and, therefore, shade other

photosynthetic tissue. Reducing panicle height for this

reason has proved beneficial in rice [72]. Genetic mod-

ification of tiller dynamics and spike photosynthesis

are both promising areas in crop breeding; neither has

been systematically addressed yet as outlined above,

and both traits interact with LI and potentially with

RUE. There is considerable genetic diversity for tiller-

ing capacity in small grain cereals and a tiller inhibitor

gene (Tin) has also been identified in wheat [73]. Con-

siderable morphological diversity is also apparent in

the reproductive structures of many crop species. How-

ever, those which are photosynthetic show a complex

physiology, the measurement of LI and RUE is

extremely challenging, and studies to establish genetic

diversity are scant [43]. Nonetheless, shading studies in

wheat have suggested genetic diversity for the contri-

bution of spike photosynthesis to grain filling under

drought, and given that reproductive structures inter-

cept a significant proportion of light in many crops, it

may be expedient to incorporate them into models of

canopy photosynthesis.

Finally, non-photosynthetic sinks such as roots and

structural components of the plant (stem wall, rachis,

etc.) may impact on LI and RUE by competing with
photosynthetic tissue for assimilates, however, these

effects are not well documented [74].
Indirect Effects of Sinks on RI and RUE

There are other non-photosynthetic sinks which may

also compete directly with photosynthetic tissue for

assimilates but whose indirect effects may be much

more significant in terms of overall RUE of the crop.

These are (1) the accumulation and remobilization of

carbohydrates (such as water-soluble carbohydrates in

wheat and starch in rice) to and from stems and (2) the

partitioning of assimilates to the reproductive spike.

While it seems clear that stem storage carbohydrates

accumulate to provide a buffer against post-anthesis

stress conditions when current photo-assimilates

may be insufficient for grain filling [75–77], it is

unclear what trade-offs may be involved in terms of

assimilate partitioning. Given that genetic variation for

storage carbohydrates is large and may constitute up to

50% of the stem dry weight shortly after anthesis, it

could affect not only competition for assimilates from

other sinks (e.g., roots, spike) but also RUE if, for

example, the demand for stem storage carbohydrates

is great enough to solicit feedback responses of the

photosynthetic apparatus. While the latter has not

been studied, feedback effects that influence RUE

have been shown in response to partitioning of assim-

ilates to the reproductive spikes.

A large body of evidence has shown that the num-

ber of reproductive sinks that are set in a crop is the

main factor determining yield potential [78, 79].

Indeed the post anthesis sink size in wheat has been

associated with RUE [80]. Sink strength associated

with grain number is the most likely explanation for

the relationships demonstrated between yield and pho-

tosynthetic rate, for example, in a historic series of

wheat cultivars [24]. Furthermore, in other studies in

spring wheat it was shown using both genetic and phys-

iological treatments that RUE responded to increased

spike fertility, resulting in increased yield and above-

ground biomass [3]. It has been suggested that one

way to enhance the sink capacity in wheat is to lengthen

the stem elongation phase. The stem elongation phase

encompasses the spike growth period and this would

therefore result in a heavier spike during this period [3].

Another strategy would be to alter the sinks that
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compete with spike index, such as roots, stems, leaf

sheaths, and infertile shoots. It must be ensured that

any reduction in leaf lamina does not have an effect on

LI and RUE. Reducing the allocation of biomass to

roots may improve RUE by permitting increased

partitioning to spikes (discussed in Reynolds et al.

[3]). Some caution is urged since future yields may be

dependent on increasing the ability to access soil water

and nutrients. However, there is a possibility that the

efficiency of uptake of water and nutrients could be

improved with no change in root mass, for example,

partitioning root length density at greater soil depths

[81]. Structural stem carbohydrates (not the reserve

carbohydrates discussed above) could be reduced by

classical methods such as reducing plant height

although wheat plant heights of below 70–90 cm are

associated with lower biomass [3, 82]. Such approaches

must be offset against increased lodging susceptibility.

Other possible targets such as infertile tillers and awns

are discussed in Reynolds et al. [3].

In particular, the maintenance of fertility under

unpredictable environments is highlighted: in wheat,

kernel set can be very sensitive to a number of environ-

mental conditions such as moisture stress and irradi-

ance. This is part of a set of evidence suggesting that

plant signaling is involved in reducing grain number.

The signaling (local or long distance within the plant)

is a well-established phenomenon: the transport of

molecules regulates growth, partitioning, and metabo-

lism and is a fundamental feature of plant biology,

likened in some cases to neural networks that sense,

quantify, and memorize the environment around

them [49, 68, 83]. The most well-known example is

that drying soils induce the synthesis of abscisic acid in

roots, and transport of this hormone to shoots induces

a reduction in stomatal aperture to increase water use

efficiency of remaining soil water [84]. It is possible

that plant responses to environmental events are pre-

emptive certainly but may also be simply too “conser-

vative” predicting unfavorable conditions and setting

seed size accordingly, while a higher yield can be

attained by maintaining larger seed number under

well-managed conditions. Floral abortion in maize

in response to drought appears to be controlled by

the up- or downregulation of a few enzymes [85]. In

wheat, day length can alter sugar supply to fertile florets

leading to cell death [86], and ethylene is a high-
temperature signal leading to kernel abortion. Cytoki-

nin appears to regulate the number of spikelets in rice

[87]. Therefore, better targeted regulation of grain

abortion before the onset of seed filling is a potential

target for improvement of RUE and yield potential

(Fig. 4).
Theoretical Considerations Related to the

Improvement of RUE

The concept of RUE has received some criticism as

being one that contains circular reasoning: one cannot

have growth without biomass accumulation and vice

versa. Additionally it is the product of almost every

process in plant canopy growth and development,

which makes a mechanistic description quite complex.

However, it is established as a unifying concept in crop

physiology, for example, [5, 10, 88]. Moreover the

understanding of the component parts of the system

and their integration is continually improving, and

increasingly these parts are not viewed as a “black

box,” giving more options in the future with regard to

RUE improvement.

For a given crop genotype, RUE is largely sensitive

to leaf photosynthesis (and therefore nitrogen content)

and the proportion of radiation that is diffuse or direct

[89]. The latter is a much under-studied area in plant

and crop physiology. The stability of RUE has been

used to question whether it is possible to improve

upon crops with existing C3 or C4 types.

Theoretical figures were outlined above for the

maximum efficiency with which photosynthesis can

operate and it was concluded that crops operate

below this. However, what is the realistic “spare capac-

ity” for RUE improvement in a major crop plant?

Reynolds et al. [23] estimate potential productivity

for the entire growth cycle of irrigated wheat in

a specific and well-characterized location, NWMexico.

Radiation fluxes weremeasured throughout the season.

Due to the time it takes for canopy establishment, large

losses can occur before canopy closure, and this was

taken into account using a model that used measured

intercepted radiation and the time before canopy clo-

sure. A value of 1,748 MJ m�2 was obtained for radia-

tion absorbed by photosynthetically active tissue.

Estimates of field quantum requirement can vary

between 10 and 30 mol quanta mol�1 CO2, taking
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into account photorespiration and photochemical

inefficiency. For a wheat crop, best estimates would

seem to be in the range 15–24 mol quanta mol�1 CO2

[90] which results in a range of RUE between 1.5 and

2.6 g carbohydrate MJ�1. The calculated value of bio-

mass ranges from 2,620 to 4,545 g m�2 whilst the

measured value for wheat in this environment is up

to 2,100 g m�2. This suggests that improvements in

field RUE are conceivable.

Sinclair and Horie [88] claimed that the observed

stability of RUE arose from consistently high light-

saturated leaf photosynthetic capacity (Amax). They

plotted the leaf photosynthetic capacity against RUE

for C3, C4, and leguminous crops types. The saturation

of this response indicated that further modest increase

in leaf photosynthetic capacity will only have a limited

impact on the RUE, hence the stability of the RUE

response [5]. However under conditions of restricted

nitrogen, water, or under stress much lower values of

photosynthetic capacity caused a larger reduction in

RUE. This has been used as an argument that seeking
modest improvements in leaf photosynthetic capacity

may not be worthwhile. As pointed out here it is pos-

sible to trace improvements in biomass production that

are linked to Amax. Biomass, yield, and Amax were

associated in irrigated wheat cultivars in warm condi-

tions [23] and in temperate conditions [24]. In the

latter case, higher Amax may reflect a feedback

response caused by greater partitioning to reproductive

structures – the differences in Amax were greatest dur-

ing grain filling and not well associated with above-

ground biomass.

There has been a lot of attention paid to the use of

Amax in the selection of varieties with a higher photo-

synthetic potential, largely because it is convenient to

measure and shows genetic variability. However, it

should be clear from this entry that Amax will mostly

be expressed at the top of the canopy (most leaves will

not be at light saturation) and may not be a good proxy

for canopy photosynthetic rate especially when inte-

grated over long time periods. Care should be taken

when extrapolating from spot measurements to whole
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canopy photosynthesis. It is not surprising then that

attempts to improve yield by simply selecting for Amax

have had largely unsuccessful results.

Perhaps more importantly, many of the improve-

ments that show great promise are not solely associated

with capacity at light saturation but rather to the dynamic

responses of photosynthesis over time and therefore to

total canopy carbon gain. These processes are much

harder to measure experimentally although advances in

techniques such as continual chlorophyll fluorescence

monitoring may provide breakthroughs. As the knowl-

edge of photosynthetic regulation improves, these should

be installed into agricultural photosynthesis. It would

seem necessary to tailor photosynthetic responses to

improvements in canopy architecture.
Sources of Variation in Agricultural RUE

In any comparative analysis of RUE, it is necessary to

ensure that the methods of analysis are directly com-

parable and provide an accurate estimate that do not

contain any of the potential errors in measurement

outlined above. Additionally, consideration must be

taken when comparing different environments because

varieties may not be well adapted to their locality and

therefore able to “express” their maximum RUE. Other

reviews, for example, Sinclair and Muchow [5] provide

a comprehensive survey of the literature for many key

crop species. A summary is provided here of the species

and of the environmental factors affecting RUE in

agriculture, and available information for a few key

species has been provided.

It is in fact not common to find studies that specif-

ically link RUEwith yield progress; however, it has been

shown, for example, that yield progress in wheat asso-

ciates with both harvest index and total biomass pro-

duction [74]. Some evidence also suggests that older

wheat cultivars had a lower RUE and this was associ-

ated with a lower post-anthesis sink capacity [4, 80].
Species Variation in RUE

As pointed out by many workers, there is no “constant”

for RUE and there is considerable variation between

species. It is important to pay attention to the develop-

mental stage of each crop in question and maximum

attained RUE is referred to here. The highest recorded
values for season-long RUE across C4 species are

3.4 g MJ�1 and those of C3 species 2.8 g MJ�1 [5, 35].

Mitchell et al. [13] reported that average values for RUE

in rice, wheat, maize, and soybean in the vegetative

stage were 2.2, 2.7, 3.3, and 1.9 g MJ�1, respectively.

Therefore the tendency for a distinction between C3

and C4 crops seems to be consistent. However, care

must be taken. For example, sorghum, a C4 species,

possesses a relatively low RUE and this has been attrib-

uted to low leaf N content. Conversely, sugarcane, also

a C4 species, seems to have an exceptionally high RUE.

Potato, a C3 species, has shown values for RUE higher

than all other C3 crops and even some C4 species

(sorghum). It must once again be emphasized that

the energy content of dry matter should be taken into

account. It has been suggested that the high values for

sugarcane and potato reported are due to the excep-

tionally low energy content of the products (sucrose

and starch). It is often claimed that sugarcane has the

highest radiation use efficiency among the plant king-

dom, although there are relatively few studies.

A few studies have indicated the relatively low RUE

of rice among C3 crops [13, 91], although there are

surprisingly few studies available for this species and

recent suggestions that RUE may not be currently

closely linked to high yield potential [92].

Leguminous species such as soya bean have lower

RUEs and a high percentage of PAR utilization. This is

due to the higher lipid and protein content (see earlier

section). However, evenwhen the vegetative stage alone

is considered, soybean has shown lower RUE values

than wheat, rice, and maize [13, 93]. This has also

been observed in other grain legumes [5]. RUE of

legumes may be an important future target. For

detailed information on RUE values for each species,

the reader is referred to detailed reviews such as [5].

In recent years, there has been much interest in

“energy crops.” These are crops that are grown for the

sole purpose of fuel production or combustion for

energy generation. This has been stimulated by concerns

over emissions of greenhouse gasses and the growth of

crops represents a CO2-neutral strategy. Drawbacks

include the clear competition with food supply and

the possible threat to natural vegetation. Nevertheless

it has been shown that certain species have the potential

to be extremely productive in this regard, especially C4

grasses such as Miscanthus [94]. Miscanthus has the
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highest annual primary production of any crop species

producing 50% more biomass than corn due to a high

leaf area and longer duration, although the energy

conversion rate is about the same [95]. Other examples

of energy crops under study are willow, poplar, and oil

crops such as Jatropha, although radiation use effi-

ciency of this category of crop species is not well stud-

ied. These crops may find an application on land

unsuitable for food crops and low input environments.
Developmental Stage

The stage of crop development has a clear effect on the

RUE attained. Firstly the photosynthetic potential may

be dependent on growth stage. Secondly the appear-

ance and disappearance of vegetative and reproductive

sinks can influence photosynthesis via the presence of

feedback signaling mechanisms and carbohydrate

accumulation; this has been discussed in detail above.

In many species, a lower RUE was observed during

earlier crop establishment stages in comparison with

later stages and this was attributed to a lowered photo-

synthetic capacity [5]. The effect of senescence during

the post flowering has the effect of reducing photosyn-

thesis, and therefore RUE is usually observed to be

higher during the vegetative stages than post flowering.

Recent studies have indicated that post-anthesis RUE

in wheat is strongly linked to sink size: Older cultivars

with smaller sinks had significantly reduced RUE dur-

ing this phase [4].

There is an indication in some studies that in rice

this post-anthesis effect is not as pronounced [13]. In

a recent study, Takai et al. [96] suggested that

a maintenance of high growth rate and RUE in the

late reproductive phase of rice is a key to higher grain

yield potential in this species and may be linked to the

short tropical life cycle and requirement for rapid pho-

tosynthesis during grain filling.
Environmental Factors

There are many practical difficulties involved with

linking leaf-level photosynthesis with canopy-level

RUE, even though it is technically straightforward to

measure leaf photosynthesis. However, increasing the

photosynthetic rate per unit leaf area of leaves has

direct relationship with increasing RUE. It is frequently
observed that the response between light-saturated

photosynthetic capacity and RUE is curvilinear rather

than linear. However, as discussed above it is critical to

consider photosynthetic efficiency at all light levels. As

a generalization it is fair to say that any factor, biotic or

abiotic, that reduces the photosynthetic potential of

a canopy is also likely to reduce the RUE. This applies

to many of the common factors that reduce growing

conditions below optimum such as water availability,

nutrients, and extreme temperature.

It is not surprising that nitrogen has a significant

impact upon RUE due to the close and well-established

relationship with leaf photosynthesis. There is a strong

nitrogen-dependent effect on leaf area and consequently

light capture in plants, therefore, nitrogen content per

unit leafmass or per unit leaf area is considered. This has

been the subject of a number of studies in several spe-

cies: Usually a curvilinear response with leaf nitrogen is

obtained, with RUE increasing up to a saturating value

beyond which response is limited such as sunflower

(average canopy leaf nitrogen [97]), soybean (specific

leaf nitrogen [98]), and maize and sorghum (leaf nitro-

gen per unit leaf area [99]). However, this relationship

is not always observed (see [5]). In examining species

differences, the plant matter energy content and the

nitrogen–photosynthesis relationship is important.

For example, C4 plants have a higher potential photo-

synthetic nitrogen use efficiency [88]. Naturally site-

variation in soil nitrogen is common and potentially

a large source of variation in RUE.

Soil water and atmospheric humidity have the

potential to reduce photosynthetic rate and therefore

RUE. In experiments that imposed soil water deficit,

reductions in RUE have been observed in some cases

[100] but not others [100]. It has been suggested

that the variability in response is a result of variation

in the extent of the soil water deficit: When this was

measured in a quantitative manner, it could be

established that RUE would decline when the level

of extractable soil water declined below a certain limit

(in this case 30%) [101].

An increase in vapor pressure deficit has been

associated with lower RUE in some studies. It is noted

that the impact in RUE was greater than that would

have been predicted from leaf photosynthesis alone

and it was suggested that environmental factors

associated with vapor pressure deficit are involved.
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Other studies indicated only a small impact of vapor

pressure deficit on RUE [5, 102].

Temperature has been associated with RUE when it

has an influence on leaf CO2 assimilation rate and this

has also been shown to be related to the physiological

effects of nighttime temperature [5].
Future Directions

Due to the effects of climate change caused by anthro-

pogenic emissions, an altered environment for crop

growth is likely to be required [103]. Some of these

changes can be predicted with a high probability, for

example, CO2 is rising and is likely to continue at

a similar rate to the current one with a slowing of rate

according to internationally agreed emission cuts.

Since 1750, atmospheric CO2 has risen by around

100 ppm and continues to rise at the rate of around

2 ppm per year. By the end of the twenty-first century,

temperature is predicted to rise by between 0.5�C and

4�C in response to levels of the greenhouse gasses CO2,

methane (CH4), and nitrous oxide (N2O). Agriculture

itself is a major contributor to greenhouses gasses.

Studies have already indicated that climate change

is having an effect on productivity of crop systems

[103–105].

These changes must be considered according to

geographical region and in the context of deleterious

effects such as a likely reduction in water availability,

a rise in pollutants such as ozone, and the increasing

frequency of extreme damaging events such as

flooding, drought, and storms. They must also be

weighed against possible beneficial effects such as

higher photosynthetic rates induced by elevated CO2

and a longer growing season at higher latitudes leading

to higher biomass and higher yield. Accordingly,

a reduction in yield in the tropics and a rise in temper-

ate regions may be experienced. The effect of most of

these factors on RUE has been discussed above and

a detailed discussion of the wider impact of climate

change on agriculture is beyond the scope of this arti-

cle. Clearly suboptimal growing conditions will poten-

tially reduce RUE and yield. However, it is important to

ensure that the crops are adapted appropriately to

future climates.

Experiments using completely enclosed or open

topped chambers in the field in which CO2 levels are
elevated above ambient have shown significant

increases in growth and yield. The reasons are clear

and related to the suppression of photorespiration

and consequently an increase in RUE. Additional ben-

eficial effects related to a lowered stomatal conductance

[25, 106]. These data have been used in models that

predict an increase in future crop production in many

northern regions. Experiments with more realistic field

conditions (Free Air CO2 Enrichment, FACE) have also

demonstrated an increase crop yields but these were

lower than those predicted by chamber experiments.

This is lowered further when additional effects such as

ozone and disease are accounted for and the net result

may be negative [107, 108]. This suggests that the

predicted beneficial effects of an increased atmospheric

CO2 on plant growth have been overestimated. How-

ever, as pointed out by Long et al. [107] there is still

a paucity of data for CO2 enrichment effects in many

agroecosystems so a level of uncertainty remains.

There is also a need for further work into the adap-

tation of crops to high CO2 levels: Theoretical work by

Zhu et al. [62] using evolutionary algorithms to predict

optimal levels of CO2 for photosynthesis have shown

that the relative levels of enzymes involved in primary

metabolism are not optimized for carbon assimilation.

It is possible that there has been insufficient adaptation

during crop improvement since the start of the indus-

trial revolution, raising the intriguing possibility that

plants should be bred or engineered for adaptation to

higher CO2 levels of the future in order to maximize

yield and RUE. Presumably this also applies to other

environmental changes.

Therefore it is clear that there is a demand for greater

crop yield per unit area of land with fewer resources

available. This step change in yield will arise from an

integrated set of targets, most of which have been

outlined in this article. Assuming that management of

the crop is optimal and improvement of partitioning and

sink capacity reach their limits, it will be increasingly

necessary to underpin any substantial yield improve-

ments with increased biomass production and this

means that RUE will need to increase.

RUE represents a complex system and as pointed

out by Reynolds et al. [23], it is a less frequent outcome

of the genetic recombination events required for breed-

ing, in comparison to manipulation of sink size. It will

be necessary to focus on methods for improving RUE
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of crops and to introduce this into breeding techniques.

In addition, there have been significant advances in the

plant molecular and genomic sciences in the past

2 decades and these should be exploited to raise RUE.

The discovery of new genes and combinations of genes

requires routine screening of large amounts of leaf

material for photosynthetic potential. It is difficult to

do this manually using traditional gas exchange tech-

niques; however, there are a number of techniques

developing rapidly that could be exploited to act as

surrogates or proxies of CO2 assimilation rate. For

example, chlorophyll fluorescence is a rapid method

that can be used to image leaf material for photosyn-

thetic efficiency extremely rapidly. It is routine to image

chlorophyll fluorescence; however, it is technically dif-

ficult to do this on a three-dimensional structure such

as a canopy. Another method is canopy temperature

depression which measures the difference between leaf

and air temperature caused by evaporation. It therefore

provides an indication of stomatal conductance and

has been correlated with plant performance [109].

Considerable recent interest has been placed on the

imaging plant growth leading to the emergence of the

field of “plant phenomics.” Advances in methods for

rapid and high-resolution screening of plant material

for photosynthetic performance can be anticipated.

Additionally, the complexity of RUE means that

a mathematical understanding of the integration and

functioning of component processes will be critical.

Given the difficulty of direct measurement, modeling

of canopy photosynthesis is already used routinely and

will be needed for the continued testing of new traits.
The Role in Wheat and Rice Research: Current

Research at CIMMYTand IRRI

The challenge of improving photosynthesis and there-

fore RUE in crops during both optimal and suboptimal

conditions has been recognized by the research organi-

zations that were central to the last great agricultural

revolution (the green revolution), the International

Rice Research Institute (IRRI) in the Philippines and

the International Maize and Wheat Improvement Cen-

tre (CIMMYT) in Mexico. IRRI has a number of

research programs that are centered toward the sus-

tainable improvement of rice yield in changing envi-

ronments. Perhaps the most relevant here is the C4 rice
consortium whose goal is a step change in rice photo-

synthesis through the introduction of the C4 pathway

of photosynthesis (http://beta.irri.org/projects15/en/

c4rice). The impact this would have on yield and

resource use efficiency of the poorer rice growing

regions of the world should not be underestimated.

Given the urgency of the current food crisis coupled

with the likely negative impact of climate change on

productivity, especially in less developed countries

[110], both IRRI and CIMMYT have strategic initia-

tives to raise the yield potential of rice and wheat,

respectively, by around 50%. The IRRI C4 rice initia-

tive is already underway as mentioned. CIMMYT is

currently facilitating a Wheat Yield Consortium

(WYC) among a group of leading scientists with the

view to raising the genetic yield threshold of wheat.

A central issue is that the fundamental bottleneck to

raising productivity, namely, photosynthetic capacity,

has hardly changed since wheat breeding started.

Nonetheless, basic research in photosynthesis suggests

that substantial improvements in yield are theoreti-

cally possible. While increasing photosynthetic poten-

tial will require considerable research focused at

cellular and subcellular processes (such as the genetic

modification of Rubisco and its regulation), interven-

tion at this level must go hand in hand with modifica-

tion of structural and reproductive aspects of growth,

since these will determine the net agronomic benefit of

increased RUE .For example, even at current levels of

yield potential, a significant portion of yield is lost to

lodging damage each year so improved structural integ-

rity will be prerequisite to realizing genetic gains in

RUE and biomass. The other major factor determining

yield potential is adaptation of the reproductive

processes which affect harvest index [3, 111] and

whose physiological and genetic basis is relatively

poorly understood [112]. The aim of the WYC is to

develop or identify sources and genes for the combina-

tion of traits necessary to realize improved expression

of wheat yield potential and combine them through

strategic crossing using the most expedient combina-

tion of conventional, physiological, and molecular

breeding approaches; the consortium approach is

expected to realize impacts in farmers fields

in a shorter time frame than if bottlenecks to yield

potential are identified successively and investigated

in relative isolation.

http://beta.irri.org/projects15/en/c4rice
http://beta.irri.org/projects15/en/c4rice
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Glossary

Dehydration avoidance Dehydration avoidance is the

strategy of the plants that are able to maintain tissue

water potential as long (and as high) as possible

under drought conditions.

Dehydration tolerance Dehydration tolerance is the

strategy of the plants that are able to cope with

severe tissue dehydration.

Harvest index Harvest index is the biomass of the

harvested product expressed as a percentage of the

total crop biomass.

Photoassimilates Photoassimilates is the energy-

storing carbohydrates produced by photosynthesis

in the green tissues of the plants.

Water-use efficiency (WUE) Water-use efficiency

(WUE) is the carbon gain (or biomass formed)

per unit of water transpired or the ratio between

photosynthesis (A) and stomatal conductance (gs),

termed as intrinsic WUE.
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Definition of the Subject

Sustainable intensification of global agriculture is

a major purpose (and challenge) for twenty-first cen-

tury scientific, social, and political communities, in

order to guarantee food security, while preserving nat-

ural resources. Fast growing population and climate

change could lead to a global crisis if efforts from

different disciplines and countries are not congregated.

Among limiting factors is water scarcity, which may

dramatically decrease crop production worldwide.

Mitigation measures are therefore a major goal for

sustaining crop production and they are based either on

management practices that will enable water savings or

on breeding efforts for more adequate crops. Improved

physiological and molecular knowledge on plant’s

response to water deficits is essential to get improve-

ments in crop yield under adverse environments.

Because of the complexity of these responses, it is

imperative to integrate disciplines as functional geno-

mics, transcriptomics, proteomics, and metabolomics

with plant physiology to improve breeding strategies.

According to the present knowledge, the key factors

responsible for high yield under drought in annual

plants include an appropriate phenology that will

enable escaping drought and getting the timing of

flowering right, as well as high water-use efficiency

(WUE) and harvest index. On the other hand, the

basic knowledge for fruit tree crop breeding under

water scarcity is much more fragmented than for

annuals because of the highest complexity of fruit

trees. Therefore more efforts are needed in this area of

research.

Introduction

Scarcity of water resources is an increasingly important

issue since it will dictate global production of food and

feed for the next generations, as dramatically described

by The Economist (May 2010): “Water is the new oil:

a resource long squandered; now growing expensive

and soon to be overwhelmed by insatiable demand.

Aquifers are falling, glaciers vanishing, reservoirs dry-

ing up and rivers no longer flowing to the sea. Climate

change threatens to make the problems worse. Every-

one must use less water if famine, pestilence and mass

migration are not to sweep the globe.”
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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The International Panel for Climate Change [1]

predicts that water scarcity, together with incidence of

high temperature, will increase in the near future in

many regions of the globe with dramatic effects on

agriculture. Of the world’s water resources, c. 80% is

currently consumed by irrigated agriculture. In this

context, the investment in research for improving

water use by the crops (“more crop per drop” as in

the CGR program Challenge Program on Food and

Water) [2], either through improved management

technologies [3, 4] or more efficient genotypes [5, 6],

is crucial. Increased water use by the crop can be

obtained by agronomic practices that decrease water

losses by soil evaporation, runoff, through-flow, deep

drainage, and competing weeds, thereby making more

water available for the crops, and in irrigated agricul-

ture by using deficit irrigation practices.

Crop resistance to drought has been the subject of

extensive research in the last decades, ranging from the

physiological traits underlying resistance to water def-

icits [7–12] to breeding efforts [13, 14] including clas-

sical and genetic engineering approaches [15–17]. The

world’s most important crops for human and animal

consumption in terms of total production – wheat,

maize, rice, soybean, barley, and sorghum – have

endured large yield increases during the twentieth cen-

tury [18–22] and recently became the target of investi-

gation aiming at improved performance under harsh

environments, namely water scarcity [5, 6, 15, 23]. To

articulate the knowledge obtained in different scientific

disciplines (agronomy, breeding, physiology, and

molecular biology) still remains a challenge, with the

ultimate goal of providing farmers with better

performing crops under water scarcity [7, 14]. Design-

ing robust field trials is also essential in order to test

improved crops under the multi-stress conditions they

generally face under natural conditions. Indeed, there

have been several reports of apparently promising bio-

technological manipulations that have failed to deliver

drought-tolerant crops in yield terms, when the novel

material is transferred from the growth room to the

field [4].

The key factors responsible for high yield under

drought in annual plants are an appropriate phenology

that will enable escaping drought and getting the

timing of flowering right, high water-use efficiency

(WUE) and a high harvest index [14, 24]. To get high
WUE would involve the improvement in crop transpi-

ration efficiency but the increased partitioning of bio-

mass into the harvested product will also lead by itself

to higher WUE. The relative importance of each of

these processes will depend on how water is available

during the crop cycle [13]. Indeed, it is noticeable that

under most dryland situations where seasonal rainfall

is unpredictable, maximizing soil moisture use is

a crucial component of drought resistance (avoidance),

which is generally expressed in lower WUE [25].

It is also important to recognize that many of

the traits that explain plant adaptation to drought

(e.g., phenology, the size and depth of the root sys-

tem, xylem properties or the storage of reserves) are

mostly constitutive [21, 26] and therefore can be

found within the species population when it exhibits

a large intraspecific variability. Moreover, there is

the general recognition that the efficacy of high

throughput screening of plant genetic material will

speed-up crop improvement via breeding programs

(see, e.g., [19]).

In fruit crop production, improvement under con-

ditions of water scarcity has been achieved mostly by

optimized management technologies such as deficit

irrigation [3, 27], with breeding efforts being much

more modest. Indeed the basic knowledge for tree

crop breeding under water scarcity is much more

fragmented than for annuals because of the highest

complexity of fruit trees. In tree crops economic return

is highly dependent on fruit quality, generally not

related with total plant biomass produced and there-

fore water availability [3]. Moreover, yield-determining

processes in fruit trees may not be sensitive to water

deprivation at some developmental stages [28] and

fruit quality may even beneficiate from a mild to mod-

erate water deficits, as is well documented in grapevines

[29]. High-density fruit orchards use composite

plants – the scion cultivar grafted into a rootstock.

The rootstock can alter the behavior of the scion,

including its vegetative growth, flower numbers and

flowering time, crop yield [30], and also drought

tolerance [31]. The mechanisms underlying the regu-

lation of scion growth and development by the root-

stock are not fully understood [32].

Research in the so-called new climate proof crops

such as Chenopodium quinoa Willd (quinoa) and

Amaranthus spp is also developing. Quinoa is an
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Andean seed crop, very nutritious [33], showing high

tolerance to drought, frost, salinity, and biotic factors

[34–36]. Quinoa has been selected as one of the crops

to secure food production in the twenty-first century

[37]. The protein quantity and the quality of quinoa

seed is superior to those of cereals, because of the high

content of lysine, methionine, and threonine, in addi-

tion to a range of vitamins (B2) and minerals (iron,

calcium). Although amaranth is less tolerant to a range

of stresses as compared to quinoa, it tolerates higher

temperatures because it is a C4 plant [38]. The protein

content of amaranth grain ranges from 12% to 17%,

with a high level of lysine, similar to quinoa [39].

In this review the focus is on the key factors respon-

sible for sustained plant growth and production

under water scarcity, referring to both annual and

perennial (fruit) crops. During evolution, plants devel-

oped different strategies to successfully cope with water

stress; they comprised either acclimation to a slowly

developing water deficits or the response to a sudden

drought. These issues will be discussed in the context

of the agriculture needs and related to production

(fruit) quality, a major target of modern agriculture

nowadays.
Revisiting Plant Strategies to Cope with Water

Scarcity: The Crop Perspective

Plants respond and adapt to stress at whole plant, root,

reproductive structures, and leaves, by using mecha-

nisms that are being unraveled at the cellular and

molecular levels [7, 40].

Classically, plant resistance to drought has been

divided into escape, avoidance, and tolerance strategies

[7, 41, 42]. However, in practice, most plants combine

a range of these different strategies [43].

Plants that escape drought are able to adjust their

phenology to the environment, being able to complete

their life cycle before drought occurs. Escape strategies

rely on successful flowering and therefore reproduction

before the onset of severe stress. Plant ability to store

reserves in stems and roots and to remobilize them for

grain filling under water scarcity is extremely relevant

for grain crops under water scarcity [44, 45], as it has

been described in cereals such as wheat, maize, and

rice [46–48], and legumes [49]. When stem reserve

storage/utilization is insufficient to support fruit
growth under stress, delayed-senescence genotypes

may be desirable in crops where yield is source-limited

[50]. High nitrogen availability can further increase the

reuse of stored carbohydrates in cereals under moder-

ate soil drying, leading to increased grain yield; under

non-limiting water conditions, however, abundant

nitrogen was shown to reduce grain yield in stay green

genotypes [47].

Dehydration avoidance, which is common to both

annuals and perennials, implies the maintenance of

tissue water potential as long (and as high) as possible

under drought conditions. This can be achieved either

by (1) minimizing water loss or by (2) maximizing

water uptake. Decreased water loss may derive from

stomata closure and/or reduction of absorbed light,

including leaf rolling [51], increased reflectance (with,

e.g., trichomes), or steep leaf angles [52]. Shedding of

older leaves is also relevant to reduce water loss, while

allowing the reallocation of nutrients to younger leaves,

whenwater deficit is relieved.Maximizing water uptake

may be accomplished by increased investment in the

roots at the expense of shoot growth (Fig. 1), which is

generally inhibited very early on in response to decreas-

ing water availability [8, 45]. Deep roots have been

reported as important drought resistance traits for

both annuals and perennials in semi-arid regions

[26]. However, in arid environments, where rainfall is

sporadic and of short duration, plants may take advan-

tage of shallow roots that proliferate quickly near the

soil surface allowing water uptake by the plant before it

evaporates [53]. For example, Zoysia japonica was

reported as having a relatively shallow root system,

moderate WUE, while exhibiting a high capacity for

osmotic adjustment [53]. High root plasticity is a key

factor in this strategy because it will determine how fast

roots grow in response to sporadic rain, following

a period of drought stress.

Under slowly developing water deficits some plants

show osmotic adjustment (OA), a cellular stress adap-

tive response that may improve tissue resistance to

desiccation, by maintaining cell turgor, likely

supporting crop yield under stress [25]. Because this

mechanism allows plant water uptake at lower soil

water potentials it is considered a dehydration avoid-

ance strategy. The alterations observed under OA com-

prise increases in soluble sugars (like fructans and

sucrose) [54], amino acids (e.g., proline, aspartic acid,
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Crop Responses to Available Soil Water. Figure 1

Whole plant response to drought stress in fruit trees (left) and in annuals crops (right). Green boxes and letters correspond

to shared responses between the species
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and glutamic acid), methylated quartenary ammonium

compounds (e.g., glycine betaine and alanine betaine),

and some proteins, such as dehydrins [55] and cyclitols

(e.g., D-pinitol, mannitol) ([56]; see also review [7]). In

addition to the role played via the decrease in osmotic

potential, these solutes may protect cell membrane and

metabolic machinery under dehydration. According to

Bohnert et al. [57] sequestration of H2O molecules,

reducing the solvent-protein interaction, may explain

stabilization of protein complexes and membranes.

The positive role of osmotic adjustment on yield

has been subject to much discussion since benefits were

often not observed (see review by [58, 59]). A possible

explanation is that turgor maintenance in cells is often

associated with slow growth. It is also likely that

osmoprotection mechanisms are not functional until

severe dehydration occurs, with the implication that

OA may be critical to survival rather than to promote

plant growth and crop yield under drought [7].

Mechanisms of protection against oxidative stress

are also fundamental to cope with drought and co-

occurring stresses under arid semi-arid environments,

as it will be discussed below.
Photoassimilates, Water Use, and Crop Yield

As proposed by Monteith [60], yield potential (Yp) of

a crop at a given location can be defined as: Yp=HI.Pn

with Pn=S(PAR�ABSc�ec) and PAR being the incident

solar radiation in the specific location, ABSc the frac-

tion of the radiation intercepted by the crop, ec the

efficiency of the conversion of intercepted radiation

into biomass and Pn the primary productivity (total

biomass produced over the growing season) and HI the

harvest index (see also [61]). Under water scarcity

a decrease in Ypmay occur as a result of less intercepted

radiation (due to lower total leaf area and smaller leaf

angles) and a lower ec, as a result of a decrease in

photosynthesis.

On the other hand, as judiciously proposed by

Passioura ([62]; see also [14, 22, 63]), crop yield

under water-limited conditions can be estimated by

the product of transpiration efficiency (biomass/water

transpired) � water transpired (WU) � harvest index

(HI). Therefore, optimizing yield under such conditions

has to be performed by increasing either water-use

(amount and pattern), transpiration efficiency/WUE
or partitioning of more biomass to grain. This can be

achieved through better water management, the adjust-

ment of crop phenology to the environment, or genetic

improvement. The latter implies getting varieties that

can give the so-called more crop per drop, either by

improved carbon fixation under water deficits or hav-

ing deeper roots to capture more water or converting

more of the biomass into grain (increasing HI).

Increasing WUE at the expenses o higher assimilated

carbon rather than decreased WU is a desirable way to

improve YP under water scarcity, but will generally

require biotechnological interventions [17].

In the last decades, increases in Yp under non-

limiting water conditions have been achieved with

genotypes of cotton, wheat, and rice that exhibit high

stomatal conductance and transpiration. This trait

allows a decrease in leaf temperature and a greater

CO2 fixation per unit of leaf and land area [25, 64].

Under water-limited environments crop production

has relied mostly in dehydration avoidance traits as

described above, which maximize soil moisture use

(when it becomes available for example, under sudden

rainfall), but is generally associated with lower WUE.

On the contrary, drought resistance traits that reduce

WU, and are therefore associated with high WUE, will

unavoidably reduce YP.

Few successful cases of breeding for water scarcity

environments have been reported, one being the dry-

land wheat grain yield improvement, with selection for

high WUE in Australia [65]. This success has been

explained by the fact that wheat is grown there mainly

on stored soil moisture. Furthermore, as suggested by

Blum [2], a major opportunity for yield improvement

under water scarcity is the control of WU during the

earlier part of the growing season in order to avoid lack

of soil moisture later on, during the reproduction

phase. An attempt to achieve this was done by Richards

and Passioura [66] by selecting for reduced root xylem

diameter.

How Metabolic Processes Respond to Drought:

Photosynthesis, Respiration, Photorespiration

Photosynthesis

Under water scarcity, restrictions in leaf carbon

uptake take place as a result of increased resistance to

CO2 diffusion induced both by decreased stomatal
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alterations of photosynthetic metabolism and ultimately on plant acclimation (Adapted from [9])
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aperture (Fig. 2) [7, 9] and decreased mesophyll con-

ductance [67]. At the whole plant level, total carbon

uptake is further reduced due to the concomitant or

even earlier inhibition of shoot growth [8]. Metabolic

inhibition of photosynthesis usually occurs undermore

severe stress conditions or when various stresses co-

occur, such as high light and temperature [8, 10],

although claims for earlier alterations in photosyn-

thetic metabolism are reported by Lawlor and

coworkers ([12]; see a review by [68]). Interestingly,

alterations in gene expression are also observed very

early on, although these alterations are generally not

turned into differential expression of proteins or

enzymes in the short term (see revision [9]).

Stomata are able to detect a decrease in water avail-

ability either in the soil or in the atmosphere by feed-

back and feed-forward mechanisms. Feedback

mechanisms include the response to dehydration in

the leaf itself that is transmitted to the guard cells,

either by hydraulic or by chemical signals. Feed-

forward responses are generally mediated by hormonal
signals and may take place before any alteration in leaf

tissue water status occurred. They comprise responses

of guard cells to high vapor pressure deficit, whose

mechanisms area still not fully resolved [69–71] and

to dehydration taking place elsewhere in the plant,

namely in the roots [72]. Hormones, with particular

relevance to ABA, but also cytokinins and ethylene,

have been implicated in the root–shoot signaling,

either acting in isolation or concomitantly. This long

distance signaling by hormones may be mediated by

reactive oxygen species [73].

Primary events of photosynthesis including elec-

tron transport capacity are very resilient to moderate

drought [74], with the decline in PSII photochemistry

being explained by a decrease in substrate availability.

In fact, PSII activity often declines concomitantly with

carbon uptake under water deficits, suggesting that

photosynthetic electron chain is finely tuned by avail-

able CO2 [75]. However, under field conditions, when

high light co-occur with water deficits, CO2 depriva-

tion at the chloroplast (driven by stomatal closure)may
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result in the production of excess reducing power and

therefore in the decline of the quantum yield of PSII.

These stresses also appear to inhibit the repair of PSII

through suppression of the synthesis of PSII proteins,

in particular, the production of D1 protein [76]. Pro-

tection mechanisms against reactive oxygen species

(ROS) that are formed under such conditions are an

essential component of plant survival [77]. Such pro-

tection may be achieved by the regulated thermal dis-

sipation occurring in the light-harvesting complexes,

involving the xanthophyll cycle [78, 79] and the lutein

cycle [80]. Photoprotective mechanisms compete with

photochemistry for the absorbed energy, thus leading

to the downregulation of photosynthesis. If the limita-

tion of the rate of CO2 assimilation is accompanied by

an increase in the activity of another sink for the

absorbed energy, for example, photorespiration [81]

or Mehler-peroxidase reaction [82], the decline in

non-cyclic electron transport will be proportionally

lower than the decrease observed in the rate of CO2

assimilation. It was estimated that, in the absence of the

repair mechanisms, photodamage would lower the

yield of photosynthesis to less than 5% of the yield

achieved now [83]. Although these responses have

mainly been documented in plants native to semi-arid

regions they may also occur in crop plants, even irri-

gated, when they are subjected to intense heat and

irradiance, during the summer period. This is likely

to increase its frequency in the near future.

As for Rubisco activity it was shown to be very

resistant to water deficits [84, 85], being generally

affected only after severe stress [86, 87]. The same

authors also found evidence that low CO2 concentra-

tion in the chloroplast (Cc) attained under severe

water deficits could induce deactivation of Rubisco

sites. It is further suggested that these effects are spe-

cies-dependent, with species adapted to low Cc being

able to maintain active Rubisco longer in response to

prolonged drought [87]. These findings are compatible

with earlier data suggesting that decreased sink capacity

(limited capacity to use photoassimilates), as induced,

e.g., by shoot growth inhibition under drought,

might feedback to decrease photosynthesis, namely by

downregulating the enzymes of the photosynthetic

carbon cycle [88].

When studying the effects of drought on photosyn-

thesis it is also important to recognize that crop
productivity is dependent on photoassimilates pro-

duced at the whole plant level, which partly explains

why often there is no correlation between crop yield

and leaf photosynthetic rate [61]. Therefore, the impact

of drought on shoot and canopy growth may be as

important to crop yield as the effects produced at the

single leaf level. Indeed, water scarcity by inducing

a significant decline in total plant leaf area via the

inhibition of new leaf growth or the earlier senescence

of older leaves will decrease total carbon uptake by the

plant. Moreover, lower leaf angles induced by decreased

leaf turgor will reduce total intercepted irradiance, with

significant impact on crop yield (Pinheiro and Chaves,

unpublished results). However, it must be emphasized

that, at least in cereals (wheat, maize and soybean),

yield is generally more limited by the sink than by the

source [61, 89]. This explains why these crops have the

potential to cope with moderate drought and still fill

their grains. Of course, this is also possible due to the

capacity of remobilizing photoassimilates, previously

stored in the shoot, as was discussed above.
Respiration and Photorespiration

The effects of water deficits on dark respiration are still

unclear, with reports of either decreases, maintenance,

or increases in the rates of this process (see the review

[90]). Inhibition of respiration under drought has been

observed in mature leaves of crops and herbaceous

species as well as in roots, and is presumably related

with a decreased availability of substrate to mitochon-

dria under conditions of low photosynthesis and

growth (e.g., [86, 91, 92]). This may be explained by

the need of herbaceous species to quickly respond to

water scarcity, thereby lowering their respiration rates

in order to optimize their carbon gain over shorter

periods of time.

On the contrary, trees and shrubs seem to show

slower responses to drought than short-lived species.

As suggested by Flexas et al. [86] and Atkin and

Macherel [93], a higher demand for respiratory ATP

(higher respiration rates) may be required under severe

water stress to compensate for the lowered ATP pro-

duction in the chloroplasts. The increasedmaintenance

respiration will support repair mechanisms needed

under acclimation to drought that will ensure a better

performance under extended periods of water scarcity.
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In general, the changes observed in respiration in

response to drought are smaller than those observed in

photosynthesis, thereby implying that respiration

increases proportionally in relation to photosynthesis,

with likely impact on leaf intercellular CO2 and on

plant carbon balance [68].

The role of photorespiration during drought stress

has been scarcely studied [81, 94], partly due to diffi-

culties in quantifying the rate of photorespiration [95].

Since photorespiration and photosynthetic metabo-

lism are strictly linked and photorespiration depends

on the recycling of RuBP in the Benson–Calvin cycle, it

may be hypothesized that severe drought stress should

result in lower photorespiration. As suggested by

Osmond et al. [96], photorespiration and the Mehler-

peroxidase pathway could protect the photosynthetic

apparatus against photoinhibition in drought-stressed

leaves, by sustaining photon utilization in non-

assimilatory electron flow, when electron consumption

by CO2 assimilation is reduced due to low internal CO2

concentrations. However, other studies, such as the one

by Brestic et al. [97] concluded that photorespiration

was not important for photoprotection in drought-

stressed French bean.

In a recent work with glycine decarboxylase-

deficient plants, Igamberdiev et al. [98] showed that

photorespiration contributes to stomatal regulation.

The data obtained with these mutants revealed that

the photorespiratory mutants were able to decrease

the rate of photorespiration, but only at the expense

of increased water loss. Indeed, the necessity to

maintain a high CO2 concentration near the site of

carboxylation in the chloroplasts of plants deficient

in photorespiratory enzymes required an

increased opening of the stomata, with a corresponding

increase in water loss and decrease in water-use

efficiency.
Yield and Quality Under Water Scarcity

Agriculture depends to a large extent on the success of

plant reproduction [99]. Drought affects crop produc-

tivity as much as all other environmental factors com-

bined and its impact on crops differs according to the

attained developmental stage. The effects of water scar-

city are quite different in annuals and perennial species

[100]. Reproductive development of cereals, from
meiosis to seed set, is highly vulnerable to water deficit

[101] and the meiosis stage appears to be the most

stress sensitive period of reproduction in all studied

species [102]. However, anthesis, pollen fertility, polli-

nation, female fertility, and early zygote development

were also reported to be susceptible and finally their

failure altered the number and the final quality of grain

[102]. Later in the development, water stress tends to

reduce grain size [103]. In fruit trees, severe water stress

during flowering was reflected in the final fruit number

per tree, whereas water stress during the fruit-growth

and maturity phases was reflected mainly in fruit size

[104]. In addition, the timing and intensity of the

drought period dictate the extent of alterations occur-

ring in the final fruit quality [29].
Flower Initiation and Induction

Grain crops are very sensitive to drought during floral

initiation and floral pre-meiotic differentiation [105].

Water deficit at this stage causes pollen sterility, but

when stress is severe, it usually affects also female fer-

tility. In cereals, water stress during flower induction

and inflorescence development leads to a delay in

flowering or even to its complete inhibition [105].

The increase of abscisic acid (ABA) in response to

water stress has been suggested to play a role in this

delay [106].

In woody plants, flower bud initiation is an impor-

tant feature in fruit tree cultivation. However, the effect

of drought on floral meristems is among the least

understood aspects of crop reproductive development

under water deficit [107]. In species where flowering

takes place prior to leaf emergence as Prunus trees,

flower development occurs in the absence of new

photoassimilates and at the expense of pre-stored

reserves (starch), either in the flower itself or other

plant organs [108]. This explains why in Prunus water

stress effects are only detected in the subsequent repro-

duction event and not in the same year. This is the case

of peach, apricot, and sweet cherry trees, where

drought stress during flower bud initiation markedly

slowed the progression of floral differentiation

by delaying the differentiation of pistil primordia

[109, 110].

In opposition, water stress has been demonstrated

experimentally to induce flowering by a direct stimuli
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on stem and bud in citrus [111], apple [112], and pear

[113]. In these species, water stress showed to stimulate

polyamine accumulation, which is linked to floral ini-

tiation, thus enhancing the production of floral

primordia and re-flowering. However, severe water

stress induces little flower production. Indeed, under

severe stress during flower bud induction periods, gib-

berellins level increased, inducing a low level of flower

production per shoot [114].
Flowering and Pollen Development

Loss of pollen fertility, spikelet death, and abortion of

newly formed seed are associated with a decline in the

water status of the reproductive structures and decline

of carbohydrate availability [105]. By reducing photo-

synthesis, drought directly interferes with inflorescence

and flower number, flowers life span, flowers opening,

and maintenance of floral organs in crops [115] as well

as maintenance of nectar production in floral organs

[116]. In addition, water stress reduces flower size and

sucrose content in nectar [117] leading to an extensive

loss in yield [118].

Drought also affects seed yield of plants through an

effect on availability and viability of pollen grains

[119]. The effect of drought on pollen fertility/avail-

ability also depends on the species and it is considered

a common symptom in angiosperms [120]. The

hypothesis that ABA is a primary controlling agent in

water stress induction of pollen viability still remains

unanswered [102]. Recently in chickpea [119], water

stress was shown to affect pollen growth in the pistil

rather than affecting pollen viability. In fact, pistils

from well watered plants pollinated with pollen of

stressed ones showed fewer germinated pollen grains

and fewer pollen tubes that reached the ovary, which

suggested that drought has an effect on pollen tube

growth, which is inhibited in the pistil [119]. Pollen

viability is highly dependent on sugar unloading and

pre-anthesis stem reserve accumulation is considered

a significant factor affecting flower development in

water stressed plants (see Fig. 1) [121]. The decrease

of acid invertase activity under low water potential

impedes pollen to metabolize incoming sucrose in hex-

ose in the developing pollen, which might lead to

pollen sterility [122, 123]. This hypothesis is confirmed

by the study of Koonjul et al. [124] who observed
a downregulation of the soluble invertase gene Ivr1

and Irv5 in wheat microspores, which correlates with

accumulation of reducing (fructose and glucose) and

non reducing (sucrose) sugars in the ear [125]. Never-

theless, recent studies by Liu and Bennett [126] showed

that stress induced sterility in rice is not only caused by

disruption in sugar metabolism or by desiccation of

reproductive tissue, but also by disturbance of anther

pollen development and cell function. In wheat, micro-

spores lost contact with the tapetum at first pollen

grain mitosis and the filament degenerated in response

to water stress, which resulted in total sterility [127].

The expression of various proteins related to anther

wall degradation and cell wall modifications are mod-

ified in stressed rice anther [126]. Furthermore, pollen

from stressed plants might have a shorter life span

and reduced vigor, which explain that pollen tube

growth fails to reach the ovule [128]. The depletion of

the adenosine triphosphate pool, increased concentra-

tion of hydrogen peroxide, and downregulated tran-

scripts in anthers of drought-stressed rice lead

to a programmed cell death and may cause pollen

sterility [129].

In woody species, as observed in apricot trees, post-

harvest drought may induce an increase of aborted

pistils in the subsequent year, decrease germination

potential of pollen (see Fig. 1), and decrease the per-

centage of fruit set due to an increase of fruit drop

[130]. In almond, the number of fruiting positions

per tree is negatively associated with water stress

[131]. However, drought stress during flower initiation

does not influence the percentage of spurs that flow-

ered or set fruit during subsequent years. Although

water stress had no apparent effect on spur mortality

in the first year, more than a half of spurs died within

three subsequent years. In addition, water stress

reduces flower bud development in grapevine [132]

and peach [133] and increases flower abscission [134]

and young fruit drop [135].
Ovary Development

Consequences of inhibited photosynthesis under

drought and therefore insufficient assimilates are par-

ticularly striking around the time of pollination when

reproductive events occur rapidly, namely ovary

growth [136, 137]. In maize the pollen does not loose
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availability even at severe water stresses (water poten-

tial below �12.5 MPa) and low kernel number is

explained by a poor receptivity of silks and/or by an

ovary abortion. Maize ovaries are normally loaded with

glucose and starch on the day of pollination [138, 139].

Under drought, sucrose, the main translocated product

from the carbon fixed in photosynthesis, declines (see

Fig. 1). The enzymes that convert incoming sucrose to

glucose in ovary lose activity and starch starts to be

hydrolyzed [137, 138]. Cell wall acid invertase hydro-

lyses sucrose in the apoplast of the upper pedicel tissues

and its activity creates a steep gradient in glucose con-

centration between the upper pedicel and the nucellus

of young ovary. Ovary abortion under drought was

attributed to the decrease of glucose and invertase

activity in upper pedicel, inhibiting sucrose transport

[138]. Sucrose delivery decreased first in ovary and

probably triggers an early downregulation of genes

coding for sucrose processing enzymes (INCW2 and

IVR2). Glucose depletion occurs few days after and

triggers an up-regulation of putative senescence genes

as ribosome inactivation protein 2 [139], which suggests

the beginning of failed ribosome function and later

induces an up-regulation of phospholipase D1 gene

leading to loss of plasma membrane integrity, indicat-

ing the onset of senescence [137, 140]. This probably

causes the irreversible loss in viability found during

abortion [139]. Feeding sucrose during water stress

largely prevents these changes, which confirm that

senescence genes are “monitoring” the sugar status

of the ovary cells and when sugars content decreases

these genes turn on in sequence and orchestrate cell

death [137].

A transcriptional study of placenta and endosperm

of maize under drought showed that both tissues

responded differentially to water shortage [141].

While most of the responding genes in placenta

involved up-regulation, in endosperm these were

downregulated. Downregulated genes relate to cell

division and to endosperm growth, which may explain

arrested growth and thus decreased demand of photo-

synthates [141].

These described events are common across crop

species [137]. Althoughwheat requires water potentials

to be much lower than maize to lose the same amount

of photosynthetic activity [137], starch is also depleted

in floral structures after drought (see Fig. 1) [142],
inducing an impairment of ovule function [143]. Also

in grapevine, drought induces lower availability of

sugar due to decreased photosynthesis, which provokes

ovary abnormalities and flower abscission [144].

Setter and coauthors [145] suggest an interaction

between ABA and sugar that might induce a signal

cascade that leads to the abortion process to initiate.

The recent finding by Setter and Parra [146] supported

the model of the interacting influence of carbohydrates

and ABA at least at the pedicel-placenta tissues of basal

kernels. Several studies in maize reported that water

stress increases ABA in florets, suggesting it might

trigger the abortion process [145, 147]. Young and

Gallie [148] observed that regulation of programmed

cell death during maize endosperm development

involves the interaction of ABA and ethylene signaling

pathways. However, Boyer andWestgate [99] explained

that hormone effects are difficult to interpret because

their expression on dry matter or water content basis

can cause concentration to increase simply because the

ovary dry mass or water content decreased, as it was

shown in maize [149].
Yield

All described abnormalities of flowering, fertilization,

and zygote development that may occur under drought

stress induce yield losses, and the timing of the occur-

rence of drought stress determines the degree of dis-

turbance. Water stress during ear formation and milk

stages in maize was shown to induce early loss of lower

leaves and a decrease in plant dry matter and in grain

yield, as a result of reduced intercepted radiation [150].

Moreover, all the yield parameters were significantly

affected. When water stress occurred at pre-anthesis

a reduction in seed numbers was observed due to

pollen sterility and ovary abortion. Post-anthesis

water stress generally enhances whole-plant senescence

and lead to a faster remobilization of carbon from

vegetative tissues to seeds, thereby inducing earlier

maturity and small seeds [119, 151–155]. This is

a typical strategy of Mediterranean annuals, which

exhibit a phenological drought-avoidance producing

seed before water supplies are exhausted [45].

Remobilization of pre-stored carbon to the seed and

acceleration of seed filling rate are associated to an

alteration in the hormonal balance of grains, namely
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the decrease in gibberellins and the increase in ABA

[48, 156]. The reduced duration of grain filling may

partly result from reduced number and size of endo-

sperm cells and therefore reduced capacity to accumu-

late starch following drought stress [157]. Additionally,

seed cell expansion is driven by water uptake [158] and

when cell expansion in the seed stops, the end of seed

growth and seed maturation are predetermined.

Indeed, Yang et al. [152] suggested the enhancing of

sink strength with water stress is promoted by alter-

ations in sucrose synthase and starch branching

enzyme activities taking place in grain during stress.

Severe drought stress during seed filling generally

resulted in seeds that are shriveled and deformed and

with a reduced weight [152, 159]. The shortening in the

duration of seed fill limits seed size because grain fill

process fails to finish in a short maturation period

[155, 160], consequently reducing seed yield [161].

Seed size reduction was highest in late maturing

wheat genotypes, suggesting that early maturing geno-

types partially escaped late-season water stress [162].

However if water stress occurs after cell division is

completed it does not affect yield since sink size per

kernel is already predetermined [152]. In sesame, most

drought-tolerant cultivars abort a higher proportion of

their seeds, and in that case more efficiently shunt

available nutrient resources to the healthy growth of

remaining seeds [163].

In woody plants and especially in fruit trees, it is

generally accepted that post-harvest water stress may

negatively influence fruit set and crop load in the next

season, as it is the case in peach [164–167], in almond

[168] and in sweet cherry [169]. This reduction in fruit

set is due to the limitation placed by reduction in the

accumulation of carbohydrate reserves. In fact, in cul-

tivated Prunus species, floral bud-break and fruit set

significantly precede net carbon export from leaves

[167]. In citrus, severe water stress taking place during

flowering led to decreased fruit number per tree,

whereas in water restrictions occurring during the

fruit-growth and maturity phases, the effects were

reflected mainly in fruit size [104]. Olive tree has

a reputation of being a drought resistant crop. How-

ever, drought incidence during winter, leading to a low

level of soil moisture, may reduce vegetative growth

[170] and have an important impact on flowering and

fruit set, resulting in a drastic decrease on olive fruit
number and size [171, 172]. In fact, severe water stress

in phase I of fruit growth was shown to reduce meso-

carp cell division and number [170, 173] suggesting

a high sensitivity of olive mesocarp cell size to water

stress. Grapevines are also well adapted to semi-arid

climates, nonetheless severe water stress during the

summer largely limit grapevine yield and cluster weight

[27, 29]. This reduction is mainly observed in drought-

avoiding genotypes, which optimize survival at expense

of yield and reduced sugar allocation to reproductive

tissues and thereby reducing fertility [174].

The effect of drought in crop plants is enhanced by

high temperature and effects are usually difficult to

separate [118]. Differences among genotypes are

observed; for example barley is much less sensitive to

short periods of very high temperature than wheat, and

combined drought and high temperatures are more

likely than high temperature alone to explain the

reductions in grain weight observed in the field [175].
Fruit and Seed Quality

Drought influences end-use quality of major food

crops in the world, as it is the case of wheat [176],

barley, and maize [177]. Indeed, water stress in wheat

changes the patterns of proteins [178]; in barley, grain

b-glucan content and malt fine extract decreased with

drought stress [179]; in soybean drought during seed

development has a large effect on isoflavone concen-

tration in the seeds [180]; in maize, water stress

increases flavonoid content in seeds but reduces carot-

enoids and phenol content inducing a decrease in the

antioxidant capacity of kernel oil [181]. In lupin seeds,

raffinose quantity and accumulation pattern are

reduced by water stress, suggesting an increase in nutri-

tive values of seeds since raffinose is considered to

be a major cause of flatulence in animals and

humans [161].

Starch granule shape, volume and structure are

important factors contributing to starch quality in

wheat [182]. Post-anthesis water stress affects the

proportions of different types of starch granules

and increases the percentage of small granules per

seed [183].

Protein content has an important implication in the

processing qualities of cereals since it affects the func-

tional properties of processed wheat products [184].
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In wheat, grain protein content decreases linearly with

the severity of drought stress during grain development

[158]. Recently Zhao et al. [184] showed that the inten-

sity of drought dictates the intensity of the effect on

protein accumulation and reported a differential accu-

mulation of proteins (especially gliadins and glutenins)

in mature grains. The decrease in the accumulation of

oil due to water stress was reported in wheat [184],

soybean [185, 186], lupin [187] and chickpea [188].

In fruit trees, drought influences fruit development,

metabolism, and final composition, and its timing and

intensity dictate the extent of alterations occurring in

final quality [29]. With regard to the effect of water

stress on organoleptic properties, fruit quality is signif-

icantly affected by severe water stress during the fruit-

growth and maturity periods [104]. Under water

restriction, fruit maturity tends to be hastened,

supporting the hypothesis that increasing water restric-

tion might encourage early fruit maturity as observed

in peach [189, 190]. Post-harvest water deficit was

shown to increase fruit soluble solid concentration in

the following season in peach [191, 192]. The opposite

effect, reducing firmness and soluble solid concentra-

tion, was reported in sweet cherry [169].

Water stress was shown to decrease oil content and

yield in young olive trees and induce lower level of

phenolics in oil [172]. Olive fruits import assimilates

from the canopy, but also produce them in situ by

photosynthesis in the mesocarp; the fruit is capable of

retaining chlorophyll even when its color change [193]

and this makes a significant contribution to oil pro-

duction [194]. This “autonomy” of olive fruits may

explain the maintenance of oil quality in trees under

water deficits [172]. In fact, although irrigation led to

decreased contents of some undesirable sensory quali-

ties as phenols, some favorable intense green notes were

also reduced, which suggests complex effects of water

stress on olive quality [195]. In grapevine, severe water

stress influences final composition of the berries by

delaying their ripening but also through an indirect

effect on berry size [196, 197] that affects sugar and

flavonoids metabolism in the berry (review [29]).

However, moderate water deficit was shown to have

beneficial effects on grape berries, for example by

enhancing photoprotection mechanisms [198] and

likely having a positive effect on wine quality [29,

196]. Indeed, moderate water deficit promotes sugar
accumulation by inhibition of shoot growth with

a subsequent reallocation of carbohydrates to fruits

[199] and by the activation of ABA-mediated uptake

of hexoses [198]. Under such conditions, sugar accu-

mulation in berries accelerates anthocyanin accumula-

tion or/and biosynthesis [200, 201]. The enhancement

of carotenoids content and the up-regulation of genes

encoding enzymes involved in biosynthesis of berry

aroma were also observed after mild stress imposition

[198, 202]. Similar benefits of mild water deficit in fruit

quality were also observed in apricot [203], citrus [104]

and olive [204].

The Breeding Achievements

Conventional Breeding

To face drought, farm-management practices and plant

breeding are used for the improvement of crop yield

[18], being the second approach the most promising in

the long term [64]. Drought is the most recalcitrant to

breeders’ efforts due to the complexity of plant

drought-tolerance mechanisms [205] and breeders

have no reliable method of distinguishing sensitive

from tolerant germoplasm other than by measuring

yield [19]. Therefore, the main objective of a

drought-tolerance breeding program is to select the

variety presenting the better yield under stress condi-

tions [206]. However, yield is a trait which is charac-

terized by low heritability, polygenic control, and

a high genotype � environment interaction (G � E)

[21, 207].

During the last 50 years, most of the progress has

been derived from empirical (conventional) breeding

[208, 209] by selecting desired traits recognized at the

phenotypic level. Generally, there is a minimum of

4 years extensive yield testing to further selection at

multiple locations before a new variety is released to

farmers. Empirical selection for grain yield was effec-

tive during the last decades. However, when plants are

crossed some undesirable traits may be transferred

along with those of interest – including some with

negative effects on yield potential. In addition, breed-

ing can only be done between species inter-compatible,

which limits the new traits that can be added to those

that already exist in a particular species [206]. Further-

more, the variability of rainfall from year to year

increases G � E and reduces heritability for yield,
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thereby limiting yield progress [19]. The indirect or

analytical approach based on an understanding of the

crop physiology, may help to target the key traits that

are limiting yield [64]. Such an approach may therefore

complement conventional breeding programs and has-

ten yield improvement [210–212].

A number of physiological studies have identified

some traits which presence/expression are associated

with plant adaptability to drought prone environment

[205] and have been already successfully exploited in

crop improvement [213]. Increasing water use by

increasing early shoot vigor to escape dryer periods is

a common strategy in Mediterranean region [214], but

in very dry years this strategy may result in reduced

yield. Early maturity by adjusting crop development

with seasonal rainfall pattern in environments where

they experiment terminal drought, or late flowering

with short grain filling period in environments with

early season drought, are examples of traits that are

being used in breeding. Leaf cuticle waxes appear to

play a key role in day and night transpiration and

selecting for waxy leaves may reduce water loss and

prevent leaf senescence during grain filling [215].

Enhancement of water extraction, by optimizing root

architecture that resulted in greater water capture, has

also the potential to significantly increase grain yield

[63]. In addition, enhancement of root osmolytes accu-

mulation was used in cereals, but a clear evidence of

their beneficial role in crop yield was not observed [58].

Carbon isotope discrimination (D) is an attractive

feature for C3 plants breeders since it may provide an

indirect sensing of transpiration efficiency (TE) [13].

In fact, genotypes showing higher TE (lower D) may be

more productive under certain environmental condi-

tions [216]. However, in the Mediterranean region the

opposite was found and positive correlation between D
and yield are reported [217], which is probably due to

the fact that genotypes with lower TE have maintained

a higher CO2 conductance due to a better water status

or by a faster plant development or better access to

water [216]. Aerial infrared (IR) methods on vege-

tative material offer the possibility to detect vari-

ation on TE and present the advantage to reduce the

cost of measuring carbon isotope discrimination

[19, 216].

Fruit tree species propagation is possible only by

vegetative methods. However, with the spreading of
different species in new areas, the use of rootstock has

become the first alternative to adapt scion cultivars to

soils or climatic conditions that are otherwise not fully

suited to their cultivation. Climatic areas or soils

subjected to transient drought conditions require root-

stock capable of inducing efficient water use by the

scion cultivar. Unfortunately, there is only limited

understanding of how rootstock provides tolerance

to drought [218] and the majority of rootstock breed-

ing programs addresses fruit quality. Traditionally,

rootstocks have been produced using conventional

hybridization breeding techniques, which are time

and space consuming. Initial selection of main root-

stocks is made from open pollinated fruit tree germ-

plasm, generating thereby intra- and interspecific

hybrids. The extended use of interspecific hybrids

is due to the lower susceptibility of this type of root-

stocks to biotic and abiotic stresses and may also

overcome soil problems as drought [219], which

might derive from heterosis (hybrid vigor) or from

the elevation of ploidy levels of these rootstocks

[220]. However, the use of known drought-tolerant/

resistant rootstocks may not fulfill grower’s intents in

terms of fruit commercial traits, mainly because they

may provide excess vigor. In addition, the problem of

graft compatibility of hybrid rootstocks with commer-

cial scion complicated the use of a wide range of culti-

vars [221, 222].
New Breeding Approaches

Compared to conventional approaches, genomics offer

unprecedented opportunities for dissecting quantita-

tive traits into their single genetic determinants, the

quantitative trait loci (QTLs), thus paving the way to

marker-assisted selection (MAS) and, eventually, clon-

ing of QTLs and their direct manipulation via genetic

engineering. Several studies have reported QTLs for

roots architecture and investigated their effect on

yield under water stress in rice [223] and also in

maize, where QTL reported for leaf ABA concentration

showed an effect on root size and grain yield [224, 225].

In sorghum QTLs related to ‘stay green’ trait and yield

were identified [226].

Some QTLs of one character were shown to overlap

with QTLs of other characters. This is the case in maize,

where QTLs of leaf growth sensitivity to water deficit
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overlapped with QTLs for leaf responses to evaporative

demands, thus suggesting that hydraulic mechanisms

are involved in that response [227]. Similarly, overlap

between QTLs of leaf growth sensitivity with silk

growth was observed [228]. QTLs were also reported

for anthesis-silking interval in maize [15], for seed

weight and yield under different water conditions in

rice [229] and durum wheat [230]. It was also possible

to identify WUE QTLs in brassica [231], rice [232],

and wheat [233]. However, despite all the recent tech-

nological breakthroughs, the overall contribution of

genomics-assisted breeding to the release of drought-

tolerant cultivars has so far beenmarginal [234], in part

due to the fact that a given QTL can have positive, null

or negative additive effects depending on the drought

scenario [235]. In addition, cloning QTLs for yield

maintenance under drought conditions and drought

physiological traits is limited because the unavailable

information about the biochemistry of some of these

traits [236].

In recent years, proteomic and transcriptomic

studies have advanced the basic understanding of pro-

tein/gene regulatory networks that are active during the

exposure of plants to water stress [237, 238] and there

have been several reports of apparently promising bio-

technological manipulations emerging from these tools

[239]. Remarkable dehydration tolerance has been

obtained under laboratory conditions using bacterial

RNA chaperones overexpression [16], NFYB2 class

transcriptionals regulators [240], as well as modulating

the expression of dehydration response element bind-

ing (DBF/DREB1) transcription factor [241], using of

detoxification of reactive oxygen species that accumu-

late under stress [242, 243] and of hormone interven-

ing in drought signaling [244]. Introducing RNA

silencing in some crops to downregulate poly ADP

ribose polymerase and thus inducing tolerance to

wide range of stresses [245] and overexpression of

cyanobacterial flavodoxin [246] were also reported.

However, these reports and others have failed to deliver

drought tolerance in yield terms when the novel mate-

rial is transferred from the growth room to the field [4].

Fruit trees also have benefited from new technolo-

gies and it is now possible to reduce the breeding time by

MAS. Very recently fruit breeders have begun to exam-

ine the possibilities of using such techniques in the

production of new rootstocks. The aim is to improve
an already good rootstock for yield by modifying its

gene expression or introducing new genes to improve

resistance to abiotic factors. Unfortunately, the mecha-

nisms by which rootstocks bring about their beneficial

effects on the vigor and cropping of scions are still very

poorly understood. Until more research is conducted in

this field and genes that control such processes are

identified, progress in this area may be slow. Recent

studies showed that ectopic expression of the transcrip-

tion factor Osmyb4 gene in transgenic apple trees,

improved water stress tolerance and might result in

long term ameliorated productivity. Further experi-

ments are required to assess the agronomic value of

the plants produced and to verify to what extent the

expression of Osmyb4 may contribute to enhanced

drought tolerance under field conditions [247].

Summarizing, to date increased drought resistance

of the major crop plants (sustained yield under water

scarcity) has been dependent upon the screening of

a wide range of germoplasm in order to identify genetic

variation in major traits involved in stress resistance

[19, 248, 249]. In addition, the effective use by the crop

of a limiting water supply has been achieved by

adjusting crop phenology to its environment [2, 14]

or by using agronomic practices aiming at an improved

water use, such as deficit irrigation [4, 29]. A variety of

approaches have been successful, particularly in the

irrigation of top quality fruit and vineyards [3, 27, 29,

250, 251] but also in annual crops [252–255]. In addi-

tion to minimizing changes in shoot water status, def-

icit irrigation is able to control the balance between

fruit and vegetative growth, with likely positive impact

on fruit quality [8, 256].
Future Directions

Drought has a great impact on the vegetative and

reproductive development of annual and fruit tree

crops and thereby impacts on final yield and seed and

fruit quality. The key factors responsible for high yield

under drought in annual plants are an appropriate

phenology that will enable escaping drought and get-

ting the timing of flowering right, high water-use effi-

ciency and a high harvest index. The impact of drought

is highly complex and involves diverse processes as

photosynthesis, respiration, reserve accumulation, fer-

tilization, gamete and embryo development, and fruit
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and seed development. Due to the complexity of crop

reproduction and the still incomplete knowledge of

mechanisms underlying the response of reproductive

events under water stress, it has been until now difficult

to construct a model system to guarantee successful

reproductive development and high yield under water

scarcity. How resource availability (namely carbohy-

drate reserve) influence the development of reproduc-

tive organs under water stress is among the least

understood aspects. On fruit trees, it is also urgent

to understand (1) how rootstock confers resistance

and/or tolerance to drought to the scion cultivar to

better adjust breeding strategies; (2) the key events

of fruit ripening. In addition, differences between

species imply different strategies to improve/maintain

yield and quality under such conditions. Spatial

strategies also differ: a particular trait may be associ-

ated with higher yield in one environment and may

have no/or negative effect in other environment [13].

Conventional breeding still appears to be the

most effective for a significant drought-tolerance

improvement of new cultivars. The application of mod-

ern molecular tools to understand responses of crops to

water scarcity has only recently begun. In addition, to

integrate them in breeding programs it is imperative

to incorporate an accurate measurement of the pheno-

type under water stress. However, the speed of molecular

technologies is not matched by the speed on

phenotyping, being the latter one of major limitations

to improve selectionmethods for water-limited environ-

ments [19]. Moreover, it is imperative to integrate dis-

ciplines, as functional genomics, transcriptomics,

proteomics and metabolomics with plant physiology

to improve breeding strategies. This would allow

researchers to address drought tolerance/resistance

through an integrated approach based on the knowledge

of expression of genes and their products at a particular

phenological and developmental stage of the crop.
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Glossary

Critical plant N concentration Critical plant

N concentration is defined as the minimum plant

nitrogen concentration of a crop corresponding to

its maximum crop mass.

Critical crop N uptake Critical crop N uptake is

defined as the minimum crop nitrogen uptake for

achieving maximum crop mass.

Harvest index (HI) Harvest index (HI) is the ratio

between harvested biomass Y (grains, tubers) and

aboveground crop mass W at crop maturity.

Intercepted photosynthetic active radiation

(IPAR) Intercepted Photosynthetic Active Radia-

tion (IPAR) is the proportion of the incident PAR

which is intercepted by the crop at a given time.

This proportion is related to the size of the canopy,

the Leaf Area Index, and depends also on canopy

structure: leaf angle and geometry.

Leaf area index (LAI) Leaf area index (LAI) is the total

canopy leaf area of a crop per unit of soil area. LAI

allows the estimation of the proportion of the inci-

dent light which is intercepted by the canopy, and

then which can be used for photosynthesis of the

whole crop.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Nitrogen absorption efficiency (NAE) Nitrogen

absorption efficiency (NAE) is the increase in crop

nitrogen uptake per unit of supplemental N supply

rate.

Nitrogen conversion efficiency (NCE) Nitrogen con-

version efficiency (NCE) is the increase in crop dry

mass (dW) or in crop yield (dY) per unit of sup-

plemental crop N uptake corresponding to an

increase in nitrogen supply rate.

Nitrogen use efficiency (NUE) Nitrogen use efficiency

(NUE) is the increase in crop dry mass (dW) or in

crop yield (dY) per unit of supplemental N supply

rate. So NUE = NAE � NCE.

N dilution N dilution is the process corresponding

to more rapid accumulation of nitrogen-free

compounds than nitrogen compounds within

plant as plant grows, leading to decline in plant

nitrogen concentration with plant mass

accumulation.

Nitrogen nutrition index (NNI) Nitrogen nutrition

index (NNI) is an index which allows the estima-

tion of the crop nitrogen status. This index is cal-

culated at any moment as the ratio between the

actual plant nitrogen concentration of the crop

and the critical plant N concentration (see this

definition) corresponding to the actual crop mass.

Photosynthetic active radiation (PAR) Photosyn-

thetic active radiation (PAR) is the part of solar

radiation spectrum corresponding to wavelengths

that are active for photosynthesis.

Radiation use efficiency (RUE) Radiation use effi-

ciency (RUE) is the ratio between the quantity of

biomass accumulated within a crop and the quan-

tity of photosynthetic active radiation (PAR)

intercepted by this crop during the same period of

time.

RuBPc-o Ribulose bisphophate carboxylase/

oxygenase, the enzyme located within chloroplasts

which allows the carboxylation of CO2.
Definition

A prerequisite for the analysis of crop responses to

nitrogen (N) is the determination of the plant nitrogen

content and repartition. How much N is incorporated

within plants and crops?Within which plant tissue? For
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3



639Crop Responses to Nitrogen
which physiological function? Thus, according to the

answers to these questions, it is possible to determine

a critical plant nitrogen status as the minimum plant

N concentration that allows the maximum plant (or

crop) growth rate. It has been demonstrated that this

critical plant N concentration decreases as plant grows

as the result of an ontogenetic plant architecture devel-

opment leading to a dilution of N compounds within

increasing proportion of free-N compounds as plant

gets bigger. This N dilution process can be formulated

through a negative power relationship between plant

N concentration and cropmass. This critical N dilution

curve allows the discrimination of situations of

N deficiency (below the curve) and situations of

N luxury consumption (above the curve). So

a Nitrogen Nutrition Index (NNI) can be calculated

for quantifying the intensity of N deficiency or

N luxury of any crop at any stage of its life cycle. This

possibility for determination of crop N status and for

quantification of N deficiency either in terms of inten-

sity or timing allows the complete inversion of the

approach: instead of response of crop to N supply, the

problem is to study the response of crop to

N deficiency. By this way, the check treatment is the

non-limiting N conditions where crop growth poten-

tial is limited only by genetics and climate. Then the

effect of intensity and timing of N deficiency period on

the different plant growth processes and yield compo-

nent elaboration can be studied with a more generic

approach. This new method for analysis of the effect of

plant N nutrition on crop yield allows the identifica-

tion of physiological, agronomical, and genetical ways

for improving nitrogen use efficiency of crops.
Introduction

Nitrogen is considered to be the most important lim-

iting factor, after water deficit, for crop production

worldwide. Over the last 50 years, the worldwide use

of mineral fertilizers is one of the key elements for

producing sufficient food to meet the demand of

increasing human population [1, 2]. During this

period, the use of mineral N fertilizers in agriculture

systems increased sevenfold in parallel with the dou-

bling of agricultural food production. This huge

amount of mineral N is provided by industrial pro-

cesses of chemical reduction of atmospheric nitrogen.
So even if this resource can be considered as quantita-

tively non-limited, the energy cost of the Haber–Bosch

process necessary to obtain mineral N fertilizers and

the large greenhouse gas emission associated with

oblige to reconsider the sustainability of the use of

mineral N in agriculture. Moreover, the use of large

amounts of N in intensive agriculture production sys-

tems has led to important environmental problems

such as the eutrophication of freshwater [3] andmarine

ecosystems [4], pollution of ground water, and gaseous

emissions of N oxides and ammonia in the atmosphere

[5, 6]. In consequence, problems associated with sus-

tainable development, global changes, environment

protection, and global food security are now

questioning the efficiency of use of N fertilizers in

agricultural systems [7].

During the last decades, the relatively high prod-

ucts/fertilizer price ratio, incited farmers to adopt an

insurance strategy in fertilizer management: applying

excess of N to avoid any restriction in crop N supply

and then any penalty in crop yield. These practices,

when they were generalized on large agricultural areas

led to a progressive increase in soil N surplus accumu-

lation and an elevated risk of N leaching with dramatic

consequences on ground water quality [8]. Adoption of

a more restricted strategy for supplying and timing of

N fertilizers is now a prerequisite for a more sustainable

agriculture development. But such a strategy is difficult

to be adopted in practice because of the non-

predictable variations in weather which determines

both soil N mineralization and crop growth potential.

In consequence, a reduction in N application rates to

avoid surplus of N in soils would increase the proba-

bility of temporary crop N nutrition deficiency, and

then, as a consequence, an increased risk for a lower

crop production and then a deterioration of the eco-

nomic outputs the farmers are expecting. Therefore,

optimizing crop production with the goal of reducing

environment hazards requires an improvement in the

understanding of the regulatory mechanisms by which

crops absorb nitrogen from the soil and use it effi-

ciently for yield component and quality elaboration.

But it requires also a better understanding of soil

microbial processes and the interaction between

C and N cycles in order to optimize crop N residue

cycling, soil organic matter dynamics, and to improve

the capacity to predict soil N supply.
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Fertilization management has to be conceived as

a mean to match as closely as possible crop N supply

with crop N demand in order to limit accumulation of

mineral N within soils, and then emissions to hydro-

sphere and atmosphere. By this way, matching timing

of N supply with timing of crop N demand appears

very necessary. It is fundamental to underline here the

necessity for a high precision for adjustment of

N supply to N demand: for an intensive wheat crop

producing about 8 t ha�1 of grain, the total N demand

is about 240 kgN ha�1 and the loss of only 20 kgN ha�1

through leaching (i.e., less than 10% of the total

N demand) can lead to pass over the admissible limit

of nitrate concentration (50 mg l�1) in drainage water!

Moreover, the loss of only 2–3 kgN ha�1 through emis-

sion of N2O to atmosphere (that corresponds to 1% of

the total N demand) is considered as highly detrimental

for greenhouse gas effect. So the problem to face now is

not to understand how the yield of the different crop

species can be improved by addition of N fertilizers, but

(i) to determine the dynamics of crop N demands all

along the crop development cycle; (ii) to determine the

timing of the soil N supply according to soil character-

istics, climate, and soil agronomic management; (iii) to

determine the crop responses to different intensity and

timing of N nutrition deficiency; and then (iv) to

manage timing of crop N fertilization using diagnostic

and decision tools for optimizing trade-off between

minimizing crop yield reduction and minimizing

environmental impacts.
N in Plants

For most of the crop species, plant life cycle can be

roughly divided into twomain phases: (i) the vegetative

growth phase, when young developing roots and leaves

behave as sink organs that absorb and assimilate inor-

ganic nitrogen for amino acid and protein synthesis,

and (ii) the remobilization phase when senescing tis-

sues start to behave as source organs translocating

organic molecules to ensure formation of new devel-

oping and/or storage organs [9]. The first phase is

dominated by the dynamic of leaf area expansion as

a mean for light capture, and then the role of nitrogen

in both leaf growth and leaf photosynthesis is capital.

The second phase is dominated by the development

of reproductive organs such as seeds, fruits, tubers,
and bulbs, or by storage organs allowing survival for

perennial species such as trunks for trees or roots and

stubbles for herbaceous species like grasses. As

a consequence, the same N absorbed by the plant can

be used successively for different functions and then

analysis of crop response to N nutrition cannot be

simply reduced to an addition of different elementary

functions, but as a complex and integrated adaptive

system with strong interactions among different

processes.

In plants, N is required primarily for the synthesis

of proteins, both structural and enzymatic, as the more

important components of cells. There is large variation

in the composition of the different cell types within

a plant according to the different types of tissues. Cells

which store carbohydrates or are part of support and

transport tissues have relatively lower protein and

nucleic acid concentration than metabolically active

cells within meristems and photosynthetic parenchyma

[10]. The relative numbers of each type of cells deter-

mine the organ composition. So organs that have rela-

tively slow metabolism but are specialized in support

and transport, such as roots and stems, contain little

protein and thus have small N concentration in dry

matter. Organs which store starch or other carbohy-

drate, such as grains, fruits, and tubers, have also low

N concentration. On the contrary, leaves having a high

metabolic activity through photosynthesis have high

N concentrations. So, plants are very heterogeneous

systems in terms of N concentration at every level of

organization: cells, tissues, and organs. Therefore plant

N demand, i.e., the quantity of N required for the plant

to achieve its potential growth and development,

depends on the morphologic and histologic plant

composition.

Leaves are essential organs by which plants capture

light and assimilate carbon. Light capture, photosyn-

thesis, and the associated respiratory processes require

a large number of different enzymes, pigments, and pro-

teins [11]. About 50% of the soluble protein of the leaf

is in RuBPc-o enzyme alone, another 25% is in the light

harvesting and electron transport components [11].

Thus the chloroplast, as the location of RuBPc-o and

other photosynthetic enzymes, and according to its

high protein membrane component, contains the

major part of the total leaf N. Composition of leaves

and their N concentration varies with age, development
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stage, and environment. Leaves of cereals have the

greatest concentration of N just after their full expan-

sion that corresponds to their maximum in photosyn-

thetic activity. After a period the N concentration in the

leaves decreases in parallel with metabolic activity

as senescence progresses [12]. Remobilization of

N-components occurs during the senescence process,

and then amino acids from proteolysis are transported

to younger developing leaves, or reproductive organs.

A consequence of this ageing and senescing processes is

that older leaves situated in the lower canopy where

light intensity is limiting for photosynthesis, provide

N for new leaf production at the top of the canopy. This

recycling process thus tends to optimize photosynthe-

sis in relation to N supply and light at the level of the

canopy [13].

To achieve large rates of photosynthesis in well-

illuminated conditions, leaves require a large concen-

tration of RuBPc-o and other N-components and,

hence, large N concentration [14]. As N supply rises,

the amount of N per unit area in leaves increases,

enhancing the rate of CO2 assimilation [12, 15]. Thus,

there is a good correlation between CO2 assimilation

rate and leaf N content. However, with very large

N supply, leaf N content may increase without any

increase of photosynthetic rate, unless larger CO2 con-

centrations are used [16]. Plants with C3 photosyn-

thetic pathway contain more N per unit leaf area than

those with C4 metabolism. So C4 crops use N more

efficiently than C3 ones [17]. Ample N increases the

number of chloroplast compared with deficient N. Also

the density of protein in the stroma is increased by large

N supply. All these processes contribute to accumulate

N within leaf tissues as plant N supply increases.

Although the primary role of RuBPc-o in plants is

to assimilate CO2, a storage function for N has been

mooted for this enzyme [18, 19]. Thus, N of RuBPc-o

have two successive functions within plants: CO2

assimilation and source of N supply for reproductive

and storage organs. Storage of N within the plants for

further reuse can be considered as an adaptive mecha-

nism for buffering plant N nutrition in highly variable

soil N supply conditions. In this way, plants can store

N reserves during periods of vegetative growth and

large soil N availability, and then to reuse these

N compounds at the end of their life cycle when min-

eral soil N is exhausted. Accumulation of RuBPc-o in
excess within leaf tissues is not the only way for plant to

store N. Accumulation of vegetative storage proteins

(VSP) within different plant tissues or organs is

a complementary way for storing N reserves, as dem-

onstrated in alfalfa [20] and in perennial grasses [21].

For perennial plants, the storage of N reserves within

perennial organs such as roots, rhizomes, tubers, or

trunks is a prerequisite for regrowth after defoliation

or after winter.

Due to the importance of light capture and photo-

synthesis for plant growth, much attention has been

paid to allocation of N to leaves within canopies. How-

ever, allocation of N to other vegetative tissues is also

quantitatively important. Green leaf N content repre-

sents only 53% of total shoot N in a lucerne crop [22],

and only 30% of shoot N in a wheat crop at the

beginning of the grain filling period [23]. Lemaire

et al. [24] showed that for a large number of crop

species there exists trade-off between accumulation of

N in leaves for optimizing crop photosynthesis and

accumulation of N within stem tissues for optimizing

the plant architecture development and the elaboration

of reproductive organs.

N compounds as amino acid and proteins are used

within meristematic tissues for initiation and expan-

sion of new organs: leaves, stem internodes, tillers, and

branches and roots, and also inflorescences, fruits, and

seeds. The use of N for leaf area expansion during

vegetative growth period is of first importance because

it determines the dynamics of LAI expansion of the

crop and then the capacity of the crop to intercept

light and to accumulate biomass. The rate at which

N is supplied to meristems greatly determines cell pro-

duction rate while the final cell size is only little affected

[25–27]. As cells enlarge in size, their N concentration

decreases through a dilution by accumulation of

greater quantities of N-free compounds until final size

is reached. So any limitation of N supply to meristem

tissues leads to a reduction in the cell production rate

and in the size of the final organ produced. For repro-

ductive meristems, shortage of N reduces more the

number of grains than the grain size [28–30].

When analyzed at the level of a plant population, it

has been clearly demonstrated that N is allocated to

individual plants according to their own contribution

to interception of light [31]. N resources are allocated

preferentially to dominant plants and then stressed
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plants cannot respond to N supply because of the lack

of light. In consequence, competition for light among

individual plants within a dense canopy determines

greatly competition for N resources.

In conclusion, plants and canopies are very hetero-

geneous systems in terms of N content, concentration,

and repartition. This heterogeneity can be analyzed at

different levels of organization: organite, cell, tissue,

organ, whole plant, and plant population. N com-

pounds, mainly as proteins are involved in all meta-

bolic processes and then they are used successively for

different functions such as cell division, organ growth

and development, light capture, photosynthesis and

respiration, reserve formation and recycling. Once

absorbed by the plant, N is used several times through

internal recycling processes and reallocation to the

different plant parts. So analysis of plant N nutrition

is very complex because it involves several inter-

dependent metabolic functions and due to constant

feedback mechanisms, it can be studied only through

a dynamic approach.
Crop N Demand

CropN demand (N expressed in kg ha�1) at any time of

the crop cycle can be defined as the result of critical

cropmass (Wc) that is the maximum crop mass attain-

able in a given environment without any limitation of

nutrients and its critical plant N concentration %

Nc [32]:

N ¼ %NcWc ð1Þ
The critical plant N concentration (%Nc) has been

defined as the minimum plant N concentration

corresponding to maximum crop mass [33]. This con-

cept can be applied in dynamic terms, such that the

daily crop N demand (or critical N uptake rate

expressed in kg ha�1 day�1) is the quantity of N the

crop has to absorb each day to maintain its potential

growth rate over a given period of time.

Many studies conducted on a large range of crop

species (see [34] for a review) have shown that the

critical plant N concentration (%Nc) is regularly

decreasing as crop mass accumulates during the crop

growth period. Moreover, it has been shown that this

dynamic of decline in %Nc could be represented by

a unique and constant relationship whatever the
conditions and the genotypes for a same species [35]:

%Nc ¼ a Wcð Þ�b ð2Þ
Coefficient a represents the critical plant

N concentration for Wc = 1t ha�1. Coefficient b is

dimensionless, and it represents the dynamic of the

dilution of N within the dry matter.

Mixing Eqs. 1 and 2 allows the expression of the

dynamics of the critical crop N uptake, i.e., the crop

N demand, in relation with the dynamics of potential

crop biomass accumulation:

Nc ¼ a0 Wcð Þ1�b ð3Þ

where coefficient a0 is the crop N demand (or the

critical N uptake) for a potential crop mass accumula-

tion of 1 t ha�1. Value of a0 is equal to 10a, when a is

expressed in % and a0 is expressed in kg ha�1.

Values of a (and a0) and b have been established for

the main cultivated species according to the method

developed onwheat by Justes et al. [36]. This method as

illustrated on Fig. 1 requires a family of response curves

of plant N concentration (%N) vs crop mass (W)

across increasing N supply rates. For each response

curve, the critical plant N concentration (%Nc) is esti-

mated as the intersection point between the oblique

line representing the response of both %N and W to

increased rate of N supply, and the vertical line

representing the increase in %N with further

N supply rates once the maximum crop mass (Wc) is

reached that correspond to luxury N accumulation. As

the determination of %Nc is done at different stages of

growth for a large range of value ofW, then it is possible

to fit the series of %Nc–Wc data points for getting the

critical N dilution curve and to calculate the value of

coefficients a and b.

These values are presented in Table 1. For a given

species, coefficients a (and a0) and b remained constant

whatever the climatic conditions (years and locations).

Moreover, Lemaire et al. [37] showed that for wheat,

maize, canola, sorghum, and sunflower the same value

of coefficients holds either in temperate or in subtrop-

ical conditions. Comparison among species allows

a clear distinction between C3 and C4 groups for the

value of coefficient a (and a0) while coefficient b is

unaffected by the type of the metabolic pathway.

Within each of the metabolic groups, it is difficult to
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Determination of the critical plant nitrogen (N) concentration of maize crops as the intersection point between the oblique

line corresponding to the response of both plant nitrogen concentration (%N) and crop mass (W) to increasing

nitrogen supply rates, and the vertical line corresponding to the increases in plant N concentration without corresponding

increase in crop mass that corresponds to luxury nitrogen accumulation [46]

Crop Responses to Nitrogen. Table 1 Values of coeffi-

cient a0 and b of Eq. 3, N = a0(Wc)1�b, for different crop

species

Crop species
a0 (kgN
ha�1)

b
(dimensionless) References

Temperate
grasses (C3)

48 0.32 [39, 40]

Alfalfa (C3) 48 0.33 [41]

Pea (C3) 51 0.32 [42]

Wheat (C3) 53 0.44 [36]

Canola (C3) 45 0.25 [43]

Rice (C3) 52 0.52 [44]

Tomato (C3) 45 0.33 [45]

Maize (C4) 34 0.37 [46]

Sorghum (C4) 39 0.39 [47]

Tropical
grasses (C4)

36 0.34 [48]
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establish clear differences between species because of

the high correlation between the coefficient a (or a0)
and b. Then the fitted curves corresponding to Eq. 2 for

the different crop species are relatively close to each

other [38].

The derivative of Eq. 3 allows the expression of the

crop N demand in dynamic terms:

dN

dt
¼ dN

dW

dW

dt
¼ acð1� bÞW�b dW

dt

� �
ð4Þ

Equation 4 shows that the daily crop N demand

follows the daily crop growth rate, but for a similar

daily crop growth rate, the daily crop N demand

declines as the crop mass increases.

A theory has been developed for explaining

the close relationship between crop N demand and

crop biomass accumulation rate [33, 35]. The hypoth-

esis is that plant mass W is composed of two compart-

ments: Wm, the metabolic tissues involved directly in
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plant growth processes (photosynthesis and meristem

activity) with a high N concentration %Nm;

and Ws, the structural tissues involved in plant archi-

tecture and transport with a low N concentration %Ns.

Then:

W ¼ WmþWs ð5Þ
and:

%N ¼ 1

W
%NmWmþ%NsWsð Þ ð6Þ

Supposing that Wm increases allometrically with

W, then:

Wm ¼ kW a ð7Þ
and then:

%N ¼ k %Nm�%Nsð ÞW a�1 þ%Ns ð8Þ
This equation is very close to the empirical Eq. 2.

The main difference is the asymptotic value of %Nc

which is equal to %Ns and not to zero. But the

difference is very little for the range of W from 1 to

15 t ha�1[35].

Following Hardwick [49] assumptions, it can be

postulated that because Wm is associated mainly with

photosynthesis it scales for plant area, and then to crop

Leaf Area Index (LAI):

Wm ¼ p LAIð Þ ð9Þ
and then:

LAI ¼ k

p
W a ð10Þ

So Eqs 3 and 10 indicate that both N uptake and

LAI are allometrically related to crop mass. For a large

range of crop species, cultivated either under temperate

or sub-tropical climate, the hypothesis for a common

value of coefficients b and a cannot be rejected, but

then a direct relation of proportionality could be

established between crop N uptake and crop LAI [37]:

N ¼ a0p
k

LAI ð11Þ

So, at crop level, the dynamic of expansion of LAI is

driving the crop N demand.

Lemaire et al. [37] showed that the two coefficients

b and a evolves in parallel during the time course of the
crop growth. Just after seedling, and until a crop mass

of approximately 1.5 t ha�1 is reached the value of b

and a is high, close to 0.90–0.95 while it decreases

rapidly to a value of 0.6–0.7 after this stage when

competition for light between individual plants within

the canopy is established.

Lemaire et al. [37] tried to determine among the

two parameters, crop mass or LAI, who is the funda-

mental driver of crop N demand. They concluded that

Eq. 3 was the more robust across genotypes and envi-

ronments, but in fact the two Eqs. 3 and 11 each

represent an incomplete expression of the feedback

regulation by shoot growth of N absorption capacity

of the roots and of N partitioning within the canopy as

described within the above section. A more complex

analysis of N allocation between leaf and stem and of

remobilization of N from old leaves would be necessary

to better capture genotypic differences in N uptake

capacities. Nevertheless, the robustness of the relation-

ship between critical crop N uptake (Nc) or critical

crop N concentration (%Nc) with crop mass accumu-

lation (W) across environments and genotypes allows

the use of these empirical relationships as a base for the

determination of crop N demand and for diagnosis of

crop N status.
Regulation of Crop N Uptake

The theory developed above indicates that plant

N uptake seems to be regulated by plant growth itself.

In steady state N supply conditions, plant N uptake is

feedback regulated by shoot signals, with a positive

signal from photosynthetic C supply and a negative

one from reduced N recirculation to roots [50–52].

So the relationship between N uptake and LAI as

attested by Eq. 11 can be explained by the fact that

LAI expansion allowing increased light interception

provides larger C supply to roots, and also increases

N storage capacities within expanding leaves as

RuBPc-o that avoids the depletion of N uptake by

recirculating reduced N compounds in the phloem.

This leads to the proportionality between crop

N uptake and LAI for most of the species, but the

slope of the relationships, i.e., the N uptake per unit

LAI, is variable across species according to their mor-

phology and, more particularly, their leaf/stem ratio. So

leaf area expansion is not the only way for plant to store
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reduced N. Stem growth and leaf thickness increase are

also a possibility for sequestrating N to avoid the

repression of N uptake capacity of roots. In conse-

quence, a more general and stable relationship between

N uptake and crop mass can be obtained as attested by

Eq. 3. Nevertheless, this relationship is not linear

because N uptake per unit of crop mass decreases as

the LAI per unit of crop mass, i.e., the leaf area ratio

(LAR) of the crop, decreases, that determines the

N dilution effect.

In the field, in a variable N supply condition, plant

N uptake is co-regulated by both crop growth rate

potential and the soil N availability. Two groups of

transport systems, with low and high affinity for

nitrate, operate in plants [53]. Devienne-Barret et al.

[54] have proposed a model accounting for this co-

regulation of plant N uptake by soil nitrate concentra-

tion and plant growth:

dN

dt
¼ ac 1� bð ÞW�b dW

dt

� �
max

VH
C

KH þ C
þ VL

C

KL þ C

� � ð12Þ

where Vand K are coefficients of theMichaelis–Menten

formula and subscripts describe the high (H) and the

low (L) affinity transport systems for nitrate; C is the

actual concentration of nitrate in soil solution,W is the

cropmass in t ha�1 and b is the allometric coefficient of

Eq. 3.

Figure 2 represents the crop N uptake vs crop mass

trajectories for different steady-state N supply condi-

tions, i.e., C = constant. Among these curves, it is then

possible to identify the critical N uptake curve as

defined above. It is also possible to imagine that the

maximum N uptake curve corresponds to the higher

quantity of N a crop is able to accumulate at a given

crop mass. The difference between this curve and the

critical curve correspond to the quantity of luxury

N the crop is able to store.

So whatever the cause of the variation in crop mass

provided that N supply remains at steady state, any

increase in crop mass (DW) is accompanied by

a corresponding increase in crop N uptake (DN). As
soil N supply increases, plant N uptake increases as

a consequence of both (i) the increase in soil

N concentration (C) and (ii) the increase of plant
growth rate itself. So, at any moment, crop growth

rate is the consequence of crop N uptake and vice versa.

Diagnosis of Crop N Status: Nitrogen Nutrition

Index

Themain consequence of the theory developed above is

that neither the plant N concentration nor the crop

N uptake per se can indicate unequivocally the crop

N nutrition status. Eqs. 2 and 3 indicate that these

two variables have to be interpreted in relation with

crop mass.

As shown in Fig. 2, the critical N uptake curve

separate situations where N supply is limiting crop

mass accumulation for situations where N is accumu-

lated in excess without any supplemental increase in

crop mass. For a given situation and at any time course

of the growth period of the crop characterized by

an actual crop N uptake (Na) corresponding to an

actual crop mass Wa, it is possible to determine

a Nitrogen Nutrition Index (NNI) as the ratio between

Na and the critical N uptake, Nc, corresponding to the

same crop mass provided the critical N uptake of the

crop species has been determined. NNI can also be
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determined directly from actual plant N concentration

and dilution curves as illustrated in Fig. 3:

NNI ¼%Na

%Nc
ð13Þ

Values of NNI close to 1 indicate that at the date of

the determination of Na or %Na the crop were in

situation of non-limiting N supply. Values more than

1 indicate a luxury consumption of N. Values less than

1 indicate an N deficiency, the intensity of which can be

estimated by the value of the NNI: a value of 0.6

indicating that crop N availability was only 60% of

the critical level. Such an index of crop N status has

been used as a diagnostic tool for analyzing a posteriori

agronomical data from field experiments or farm

observations in order to explain variations in yield by

differences in crop N status [55].

Nevertheless, this approach does not take into

account that the minimum plant N concentration is

not 0 but is equal to %Ns (Eq. 8), which is the mini-

mum plant N concentration for the plant to stay alive

as postulated by Angus and Moncur [56]. So a more

complex nitrogen nutrition index can be calculated:

NNI0 ¼%Na�%Ns

%Nc�%Ns
ð14Þ

This new index, NNI0, is therefore physiologically

more relevant than NNI, but it involves a greater degree

of uncertainty related to the value of %Ns which has
not been documented for many crop species. Lemaire

and Gastal, [35] by using Eq. 8 derived a value of 0.77%

and 0.82% for %Ns for wheat and maize, respectively.

So variation in %Ns across crop species could be not

very important. Therefore, the use of Eq. 2 for deter-

mining crop N status can be recommended owing to its

simplicity.

NNI estimates the instantaneous crop N status at

the period of time when actual plant N concentration

%Na and actual cropmassWa are estimated. But under

changing N supply in the field, it is necessary to deter-

mine NNI several times during the growth cycle. An

integrated value of NNI can be obtained by the

weighted mean of NNI during the different growth

periods, each time interval representing the duration

in days or degree-days. Lemaire and Gastal [35] showed

that it was possible to establish a linear relationship

between the NNIint and the relative biomass accumu-

lation as expressed as the ratio between actual (Wa) and

potential (Wm) biomass:

Wa=Wm ¼ K ðNNIint � NNI0Þ ð15Þ

where K is the response of the crop to increment in its

average N nutrition status and NNI0 is the minimum

crop N status to allow plant growth. This minimum

theoretically corresponds to %Ns.

Jeuffroy and Bouchard [57] characterizes the

N deficiency period of a wheat crop by both its length
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Estimation of NNIint from a sequential determination of

NNIi : NNNint = 1/NSNNIini The intensity of N deficiency (ID)

is estimated by the lowest value of INNi, and the duration

of the deficiency (DD) is equal to the number of days

with NNIi < 1
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(deficit N duration, (DD) and its intensity (ID) by

means of the 1-NNI minimum observed value, and

they calculated an integrated index of crop N status

by the mean of the product ID � DD = IDD that

represents about twice the area between the curve of

NNIi dynamic and the horizontal line NNIi = 1

(Fig. 4). They showed that IDD explained 96% of the

variation in grain number of wheat within a large

experimental sites x years data set.

So it is clear that NNI is a good basic tool for

analyzing actual plant status in crops, and then to

interpret agronomical data in field conditions in

order to detect if or not plant N deficiency periods

occurred, with which intensity and timing and to ana-

lyze the consequences on crop growth and the crop

yield components. But despite its high informative

value as diagnostic tool for crop N status, NNI is

difficult to use practically in field conditions and it

remains more a research than an agronomical manage-

ment tool. NNI determination is time consuming

because of the necessity to determine crop mass. Then

it is necessary to use noninvasive and cost-effective

methods for a rapid and operational determination of

plant N status, and then to use NNI as a reference for

calibration of these indirect methods.

The theory developed above showed that the

N dilution effect and then the dependency of plant
N concentration from the crop mass is the result of

two processes: (i) the decline in plant leaf area ratio

(LAR) as crop mass increases, and (ii) the preferential

allocation of N to the well-illuminated upper layer of

leaves as canopy develops. Therefore, Lemaire et al.

[58] suggested that while plant N concentration

declines with crop mass accumulation, the N content

per unit of leaf area within the upper layer of leaves

was more stable and would correlate well with the crop

NNI. Then, it would be possible to use the

N concentration of the well-illuminated leaf layer as

an indicator of crop N status independently of the crop

mass. Farrugia et al. (2004), using this correlation, were

able to develop a method of diagnostics of grassland

N status [59] and of maize crop N status [60]. The leaf

N concentration can be measured directly from leaf

samplings, but it can also be estimated indirectly by

noninvasive methods. The leaf color chart (LCC) is an

easy-to-use and inexpensive diagnostic tool for moni-

toring the relative greenness of a rice leaf as an indicator

of the leaf and then of the plant N status [61]. The

estimation of chlorophyll content of leaves by portable

systems based on leaf transmittance or leaf reflectance

in specific wave bands is also well correlated with leaf

N content, and can be a method for crop N status

diagnosis [62, 63]. But these predictions are in general

dependant on cultivars and years [64]. Houlès et al.

[65] demonstrated that through remote sensing it was

possible to estimate both crop LAI and the quantity of

chlorophyll per unit of soil area, and then the quantity

of N within the canopy per unit of soil area. Therefore

it would be possible to recalculate the NNI of the crop.

Such an estimate can be intensively repeated in space

and time that allows very precise information on the

spatiotemporal dynamics of crop N status that is very

useful for precision agriculture.
Crop Responses to N Deficiency

The use of the concept of critical crop N concentration

and the possibility for diagnosis of the actual crop

N status totally reversed the approach of the response

of crop to N fertilizers. The response of crop to N was

studied by analyzing the response curve of yield to

increasing fertilizer rates.

The difficulty for such an approach is that (i) the

actual N supply for the crop is not known, because the
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Relationships between the quantity of photosynthetic

active radiation (PAR) intercepted by a tall fescue sward

and the accumulation of aboveground biomass for three

contrasted N supply rate: N0: no N application; N60: 60 kgN

ha�1; N240: 240 kgN ha�1. The slope of the regression

represents the radiation use efficiency [67]
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quantity of N provided directly by the soil, and then

the yield in absence of any fertilization is very variable,

and (ii) the potential yield, i.e., the yield achievable in

a given climatic condition when N supply can be con-

sidered as non-limiting is unknown. So, the crop

N demand and the total crop N supply are unknown

variables and it is possible to get only the regression

between increment in yield and increments in

N fertilization rates. This approach led to provide

huge families of crop response curves to N fertilizers

very variable to each other according to soils, climates,

years, species, and cultivars, and the only way was to

analyze this variability with statistic approaches with

any possibility to identify and to quantify processes in

order to develop prediction models.

The possibility for diagnosis crop N status allowed

the identification of situations where crop growth and

development were not limited by N deficiency, and

then to develop crop potential growth models as

resulting from climate conditions. Then using the

critical N uptake concept, it was possible to derive

from these models the dynamics of crop N demand

all along the crop cycle. So instead of having the check

treatment with no N fertilizer and to analyze response

of crop to increments in N supply, the check treatment

is now the crop with critical N status, and then the

response of the crop to the occurrence of periods of

N nutrition deficiency of different timing and inten-

sity all along the crop growth cycle and the conse-

quences on yield components and quality of the yield

can be analyzed.
N Deficiency Effects on Crop Mass Accumulation

According toMonteith [66], cropmass accumulation is

linearly related to the quantity of photosynthetic radi-

ation (PAR) intercepted by a crop during its life cycle.

The slope of this regression can be interpreted as the

radiation use efficiency (RUE).

As illustrated in Fig. 5, and as shown by Bélanger

et al. [67], N deficiency affects both the quantity of PAR

intercepted by the crop and the efficiency with which

the intercepted radiation is used for biomass elabora-

tion (RUE). These authors, using NNI, have shown that

in relative terms, RUE was more affected by moderate

N deficiency (NNI = 0.6–0.8) than the quantity of PAR
intercepted while for more severe deficiency, the

response of the two variables converged. This type of

response has been confirmed on sunflower [68] and on

sorghum and maize [69]. LAI expansion seems a little

bit more responsive to N deficiency than RUE: for an

NNI of 0.6, RUE was reduced by 30% while LAI was

reduced by 40% (Fig. 6).

RUE is an integrated variable accounting for pho-

tosynthesis and respiration, but also the allocation of

assimilates to root [70]. These authors showed that, in

fact, canopy gross photosynthesis was less affected by

N deficiency than the accumulation of total biomass

reflecting higher respiration losses in N-deficient crops,

and the accumulation of shoot biomass was more

affected than the accumulation of total biomass

reflecting then an important increase of allocation of

biomass to roots in N deficient situations. The lower

shoot/root ratio in N deficient crops is widely

documented [71, 72]. In fact this increased allocation

of assimilate to roots is the consequence of the lower

activity of shoot meristems (leaf and stem extension)

that allows a greater quantity of carbon to be used for

root growth. So the more sensible plant growth process

to N deficiency appears to be the leaf area expansion

rate, with two major consequences: (i) a reduction
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Effects of crop N status determined by the nitrogen

nutrition index (NNI) of tall fescue swards receiving

different N application rates and (i) the relative quantity of

intercepted PAR, PARact/PARmax (●), (ii) the relative

Radiation Use Efficiency, RUEact/RUEmax (■), and the

relative LAI, LAIact/LAImax (▲). (Redrawn from [67])
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in the dynamic of light interception and then in

the canopy photosynthesis and crop C supply and

(ii) a preferential allocation of C for root growth that

contributes to increase root foraging activity for a fur-

ther increase in N uptake capacity.

The response of leaf area of plants and canopies to

N deficiency is brought about by a decline in the

expansion rate and size of individual leaves combined

with reduction of branching or tillering. The accumu-

lation of nonstructural carbohydrates in N-deficient

leaves indicates that C supply is not the cause of the

leaf area expansion under N deficiency [38].

N deficiency decrease the rates of cell division and

cell expansion with little effect on final cell length [26],

so the reduction of leaf size in N-deficient plants is

mainly due to a reduction in cell number. Gastal et al.

[73] proposed a quantitative relationship between the

leaf elongation rate (LER) of tall fescue and the NNI of

the sward:

LERactual

LERcritical

¼ 1:39� 1:9e�1:49NNI ð16Þ

Subscript “actual” corresponds to any suboptimal

N condition, and subscript “critical” refers to a non-

limiting N nutrition. For a severe limitation in

N nutrition, NNI = 0.4, LER is then reduced to about
30% of its maximum value in non-limiting conditions.

That demonstrates the high responsiveness of leaf

expansion to N deficiency.

Lemaire et al. [24] used the relationship between

LAI and crop mass (W) of Eq. 10 for studying the

different types of response of crop species to

N deficiency. This approach allows the separation of

the reduction of LAI being directly associated with the

reduction in crop mass (i.e., simply a crop size effect)

from any specific reduction of LAI at similar crop mass

(i.e., a modification of plant architecture through

a reduction of leaf area ratio. They demonstrated that

under a similar intensity of N deficiency as estimated

through NNI, the reduction of LAI of maize is totally

allometrically related to its reduction in crop mass

(crop size effect), while for wheat N deficiency pro-

vokes in supplement a reduction of LAI at same crop

mass, i.e., a reduction in LAR. These two types of

responses represented two extremes and tall fescue

behaves like maize while canola behaves like wheat;

sorghum and sunflower having intermediate responses

[24]. Hence classification of crops in either metabolic

(C3 vs C4) or botanical (monocots vs dicots) groups

does not correspond to any particular response type.

In response to N deficiency, some species such as maize

or tall fescue tend to maximize light interception by

minimizing the reduction in LAI, at the expanse of

N concentration per unit leaf area, and then leaf pho-

tosynthesis, while other species such as wheat and

canola tend to develop an inverse response. Do these

two opposite strategies mean that there exists a trade-

off between photosynthesis per unit of LAI and leaf

area expansion as already proposed by Sinclair and

Horie [74]?
N Deficiency Effects on Leaf and Canopy

Photosynthesis

The response of leaf photosynthesis to irradiance

largely depends on the leaf N content. Leaf photosyn-

thesis at saturating light intensity (Amax) increases

asymptotically with leaf N content [75]. This relation-

ship shows a positive intercept on the leaf N content

axis, indicating that when leaf photosynthesis rate

becomes zero, leaves would still contain significant

amount of N, corresponding the structural leaf
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N (Ns) of Eq. 8. The variation in the Amax/SLN (leaf

N content per unit leaf area) relationship seems rela-

tively limited among cultivated species of the same

metabolic group [10, 76], despite Sinclair and Horie

[74] showed a lower Amax at similar SLN for soybean.

This variation among species could be due to (i) dif-

ferences in nitrogen costs of PEP-carboxylase and

RuBPc-o and the relative amounts of these two

enzymes in leaves, and/or (ii) the possible accumula-

tion of vegetative storage proteins within leaves of

legume species such as soybean.

There is a large discussion whether Amax has to be

related to either leaf N content per unit mass or per unit

leaf area [75]. Lemaire and Gastal [32] indicated that

none of these two relationships are completely right.

The two components of photosynthesis, light

harvesting by chlorophyll and CO2 reduction by

RuBPc-o, are affected by leaf N status, and these two

processes have to be expressed on a leaf tissue volume

basis, and not only on an area basis. Then leaf thickness

is an important parameter to take into account. Spe-

cific leaf area (SLA) is the parameter allowing corre-

spondence between leaf N content per unit area and per

unit dry matter basis. But relationship between leaf

thickness and SLA is weak because of the variations of

nonstructural carbohydrate content within leaves.

The quantum efficiency that is the response of leaf

photosynthesis to light at low irradiance is only little

affected by N deficiency [77, 78]. Moreover, the dark

respiration of leaves seems to increase with increasing

leaf N [78]. Hence, as the leaves are progressively

shaded within the canopy the effect of N deficiency

on leaf net photosynthesis becomes lower and lower

and then negligible.

Gastal and Bélanger [77] showed that canopy gross

photosynthesis of a tall fescue sward at high irradiance

(CGPmax) only responds smoothly to N deficiency:

a reduction in NNI from 1 to 0.4 reduced the relative

CGPmax from 1 to 0.6 only. This low responsiveness of

canopy photosynthesis to N deficiency is due to the fact

that as canopy develops, a greater number of leaves are

shaded and then their photosynthesis does not respond

to N shortage. When irradiance becomes more limited,

the responsiveness of canopy photosynthesis to

N deficiency becomes more limited. So when canopy

photosynthesis is integrated over day and for a long

period where crop LAI is high, the response of canopy
photosynthesis to N deficiency appears relatively

limited, which explains the limited influence of

N deficiency on RUE.
N deficiency Effects on Harvest Index and

Components of Grain Yield

For grain crops, yield is closely related to grain number

per unit area of soil. The elaboration of grains depends

on flows of C and N compounds to reproductive

meristems during a narrow window period around

flowering, anthesis, and very initial grain development,

and also on environmental conditions (temperature,

radiation, and water stress) during this period. This

critical period coincides with the maximum rate of

crop N uptake [79]. So any limitation of crop growth

rate at this period by N deficiency decreases grain

number and then grain yield on cereals such as maize

[28], wheat [29, 80]. Jeuffroy and Bouchard [57]

established for wheat a relationship between grain

number and the severity and duration of the

N deficiency before anthesis as calculated by NNI

method. The effect of N deficiency on grain

number is the consequence of two simultaneous effects:

(i) a lower crop growth rate at anthesis restricting

C supply to spikelets and then a spikelet abortion

[81]; and (ii) a decrease in the N content in the

spike stems [29] corresponding to a direct effect of

N deficiency on floret fertility.

The other grain yield component, grain weight, is

generally less affected by N deficiency at anthesis than

the grain number [47]. However, it is necessary to take

into account the negative correlation between grain

weight and grain number: a reduced grain number

resulting from pre-anthesis N deficiency can lead to

a more favorable source:sink ration during grain filling

period and then to an unaffected grain weight. Grain

filling in both carbohydrates and proteins depends on

(i) the recycling of C and N compounds previously

accumulated within vegetative organs during pre-

anthesis growth period, and (ii) post-anthesis photo-

synthesis and N absorption. The relative importance of

these two components depends on plant species and

their capacities to store C and N compounds in their

vegetative organs. So some species such as wheat or rice

are able to develop large LAI [7–9] and then to store

large quantities of N, then they are able to feed 80–90%
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of the N demand for grain development by recycling

N stored within vegetative biomass, while other species

such as maize, because they develop less LAI [4, 5]

with lower N content because they have C4metabolism,

are obliged to feed 40–60% of their grain N demand

through post-anthesis N absorption. As a consequence,

crop species like maize are more susceptible to terminal

soil N shortage than crop species like wheat or rice.

Delaying leaf senescence for species like maize or

sorghum should allow these species to continue to

maintain high N absorption rate after anthesis. The

supplement of carbohydrates allocated to roots permit-

ted by this delayed leaf senescence allows the mainte-

nance of root absorption capacity [82]. So using

stay-green genotypes in low N supply conditions

seems to be beneficial for both sorghum [83] and

maize [84].

Nitrogen Use Efficiency in Crops

From an agronomic point of view, nitrogen use effi-

ciency (NUE) of a crop represents its capacity to pro-

duce a supplement of yield (dY) for each added unit of

N fertilizer (dNf) that corresponds to the derivative of

the crop yield response curve to the rate of N supply:

Y = f(Nf). As this response curve is asymptotic, NUE

generally declines with the higher rate of N supply,

indicating that the first N unit applied is more effi-

ciently converted into yield than later applications.

According to the crop species types, Y can represent

either the aboveground biomass, as for forage crops, or

the grain part as for cereals, grain legumes, or oil seed

crops.

Such a global approach does not allow a clear mech-

anistic analysis of the physiological traits controlling

NUE between different species and cultivars because

crops respond to total N supply (Nt) that include

fertilizer supply (Nf) and soil N mineralization (Ns).

So according to variations in Ns due both to soil and

climatic conditions and to previous crop management,

different value of Nt can be obtained with the same Nf,

leading to large differences in NUE. For this reason,

Moll et al. [85] propose to define NUE as the yield

produced per unit of N available in the soil, considering

two components:

1. The Nitrogen Absorption Efficiency (NAE) which

measures the ability of a crop to uptake N from soil
2. The nitrogen conversion efficiency (NCE) which

measures the ability of a crop to use absorbed

N for dry matter and grain production

NUE ¼ NAEð Þ NCEð Þ ð17Þ

Nitrogen Absorption Efficiency

Genotypic differences in N uptake at different levels of

N supply have been shown in rice [86], wheat [87], and

maize [88]. Modern cultivars have a higher N uptake

capacity because they have a higher biomass produc-

tion. This effect is accounted by Eq. (x) as it shows that

the crop N uptake rate increases with crop growth rate.

So any factor enhancing the potential crop growth rate,

genotype or environment, increase de facto the

N uptake capacity of the crop. More interesting from

a plant breeding point of view would be to increase the

N uptake capacity of crop at similar crop biomass

production. Lemaire and Gastal [32] reported data

comparing N uptake of tall fescue and cocksfoot swards

at similar biomass. These data show that cocksfoot

had a higher N uptake capacity than tall fescue

under a sub-limiting N supply condition, while the

two species had similar N uptake capacity under non-

limiting N supply. Similarly, Lemaire et al. [89] showed

that grain sorghum had a higher N uptake capacity

than maize under limiting N supply, while the two

species had similar N uptake under non-limiting

N supply.

The fact that N uptake capacity and then nitrogen

absorption efficiency (NAE) does not vary too much

among crop species is due to the fact that the critical

N uptake curve, as described by Eq. 2 is not very

different among species of the same metabolic group

(C3 vs C4). Then differences between crop species in

NAE under non-limiting N supply conditions would

reflect their differences in their potential biomass

accumulation according to their respective metabolic

group. Under limiting N supply conditions, clear dif-

ferences emerge among species. As for cocksfoot vs tall

fescue, sorghum appears to have a greater root length

density than maize. This would confer these species

a better capacity of interception of soil mineral N.

Soil N recovery that determines NAE is the result of

the nitrogen balance between crop N uptake rate,

immobilization by soil microbial communities and

losses through leaching, denitrification, and
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volatilization [90]. Root architecture and biochemical

composition, and perhaps root exudates could play

an important role in this balance, and then on NAE.

So because of a permanent turnover of N in soil,

plants having a dense root system are able to compete

more efficiently against microbes for capturing min-

eral N when the principal source of N is the minerali-

zation of organic matter, i.e., in limiting N supply

conditions. In non-limiting N supply conditions,

there is ample mineral N in soil, the immobilization

capacity of microbial community is saturated and

then the differences among species tend to disappear.

Only the difference in N uptake capacity linked to

difference in crop growth capacity can then be

observed.

Some coincidences between quantitative trait loci

(QTL) for root architecture and NAE have been

detected on wheat [91]. A large genotypic variability

has been identified across maize lines for the density

and length of lateral roots [92], suggesting that it would

be possible to breed this species for improving its NAE

under low N supply conditions. Similarly, genetic stud-

ies showed that NAE was the most important compo-

nent of the Nitrogen use Efficiency in rice [93] and

wheat [87].
Nitrogen Conversion Efficiency

The efficiency of conversion of absorbed N by crop into

yield has to be analyzed at two levels:

– The efficiency for crop biomass production (W),

i.e., the supplement of biomass (dW) associated to

the supplement of N uptake (dN) when N supply

increases

– The harvest index HI, i.e., the proportion of crop

mass allocated to grain

Figure 7 allows a more detailed analysis of the NCE

for crop mass production. This figure represents two

N uptake vs crop mass (W) trajectories for crops at two

level of N supply: a limiting N supply rate and a non-

limiting one corresponding to critical N status. At each

date the slope of the line joining data points

corresponding to the two N supply rates is equal to

DNupt/DW which is the reciprocal of NCE. The sup-

plement of nitrogen taken up by the crop,DNupt, due to
the increase in N supply rate, can be defined as the sum

of two components (i) (DNupt)1, the quantity of N the

limiting N supply treatment should have been absorb

in supplement for reaching the corresponding critical

level, and (ii) (DNupt)2, the supplemental increase in

N uptake associated to the accelerated growth rate

resulting to the higher N supply level. The NCE of

(DNupt)1 is 0 as the increment in N uptake is made at

a constant crop mass. The NCE of (DNupt)2 is not

constant and can be approached only for a given crop

mass by the derivative of Eq. 3:

dNupt

dW
¼ abðW Þb�1 ð18Þ

This equation indicates that the efficiency of con-

version of N absorbed into crop mass dW/dNupt

increases as crop mass increases. Such an analysis

allows the identification of two different sources of

variation for NCE: (i) when W is increased only by

other factors than N supply, climate and/or genotype,

then NCE increases with crop mass, and (ii) whenW is

increased by N supply, then NCE is lowered by the cost

in N uptake for restoring the plant N status. This

approach allows the study of NCE as a dynamic process

where the time has to be explicitly taken into account

through crop growth rate: the higher crop growth rate,

the higher NCE of the crop. Then it allows the identi-

fication of the trivial effect of plant mass per se: a small

crop, either because genetically small or because of

unfavorable environmental conditions will have

a lower NCE as compared to a bigger crop. This reason

explains why a good correlation is observed between

genotypes growing either in high or low N supply con-

ditions [88]. In consequence, breeding for a high NCE

must lead to the selection of genotypes to higher

growth potential. There is no clear indication until

now if NCE variation among genotypes would persist

when comparisons are made at same crop mass. Since

coefficients a and b of Eq. 2 differ little or not at all

between species within C3 or C4 groups, the chances to

find intraspecific differences in NCE when comparing

plants having a similar growth potential remains very

limited.

When considering yield (Y) and not only crop

biomass (W), NCE can be highly variable among crop

species as resulting to large genotypic variations in
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harvest index (HI). For grain crops as cereals, grain

legumes, and oil seed species, HI is an important source

of variation in grain yield per unit of N uptake. The

repartition of N between the harvested and non-

harvested plant parts that is the nitrogen harvested

index (NHI) is then an important aspect of the grain

nutritional quality [95]. Grain produced per unit of

N uptake and grain N concentration are in general

inversely related [96], and a variable proportion of

the variation in yield per unit N uptake is accounted

for by grain protein concentration or by NHI,

according to crop type.

Grain protein N concentration is the result of two

concomitant processes: (i) the rate of accumulation of

proteins during grain filling and (ii) the rate of accu-

mulation of free-N compounds (carbohydrates) within

grains that lead to a dilution of N as grains develop. So

a low grain N concentration can result in both a N

deficiency during grain filling period and a large accu-

mulation rate of starch. Thus, late application of

N fertilizer to avoid any N shortage during grain filling

can lead to an increase of the grain protein concentra-

tion. But as the capacity of roots for N absorption at

this stage of the crop is largely impaired by the begin-

ning of leaf senescence and the shortage of C allocated
to roots, the recovery of this N application is low, and

then, large mineral N residues in soil increase the risk

for subsequent N leaching.
Conclusion

Since soil N availability, N uptake and distribution

within plant and crop and finally crop growth are per-

manently interrelated during crop development and

growth, the traditional view where crop N uptake was

totally regulated by soil N supply must be reconsidered

and replaced by a more dynamic approach where plant

N uptake rate at any moment is co-regulated by both soil

N supply and plant growth capacity itself. This co-

regulation lead to the concept of critical plant

N concentration and N dilution that link plant and

crop N status to plant and crop mass. Such an approach

allows the determination of the dynamics of plant

N demand and plant N status all along their life-cycle.

Critical N-curves are now available for most of the crop

species growing either in temperate or tropical condi-

tions. This allows the determination of the nitrogen

nutrition indexof any crop in any condition for diagnosis

of its actual N status and estimating the necessity for

applying N fertilizers.By this way, it would be possible
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now to adjust more precisely the quantity and the

timing of N fertilizer supply for matching the crop

N demand according to target yields. As

a consequence, a reduction of the risk for N losses to

atmosphere and hydrosphere should be obtained while

the crop productivity would be maintained.

One other perspective is to improve the efficiency of

use of N within agro-systems. It appears that improv-

ing the ability of crops to absorb and accumulate

N efficiently from soil (nitrogen absorption efficiency)

is the first objective for high nitrogen use efficiency in

cropping systems. This ability of plants and crops to

take up mineral N from soil has to be investigated both

at high or low N supply conditions. As demonstrated

above, in both conditions, N uptake capacity of a crop

is directly dependent upon its growth capacity as deter-

mined by (i) its own genetic potential, (ii) environ-

mental conditions such as soil and climate, (iii)

croppingmanagement techniques, and (iv) interactions

between these variables. So any improvement in crop

growth capacity by both breeding cultivars and crop

management (irrigation, P, K, S fertilization, planting

density) will increase NAE of the crop and then will

reduce the risk of accumulation of soil N mineral sur-

plus with environmental hazards. But more important

would be to improveNAE of crop species at similar crop

growth potential. This would allow achieving a given

target yield with less N fertilizer. Such an objective

requires a more efficient root system to increase the

competitive ability of the plant for using soil mineral

N against microbial communities. This objective could

be reached through a combination of plant breeding

strategy and crop management techniques such as soil

tillage and soil structure conservation.
Future Directions

The improvement of the ability of plants and crops to

absorb and accumulate N efficiently from soil, that is

measured by NAE, appears to be the first objective for

a plant breeding strategy. As demonstrated above, the

N uptake capacity of a crop primarily depends on its

growth potential under given climatic conditions. So

adaptation of genotypes for fast growth potential is the

first way for improving its N uptake capacity. However,

it should be also possible to increase the plant N uptake

capacity at similar growth potential. By this way, it
could be possible to increase the quantity of N a crop

is able to uptake from soil in low N supply conditions

and then to reduce the quantity of N fertilizers neces-

sary to obtain a given target yield. Under low N supply

conditions, root development and architecture as well

as the interactions with rhizosphere through root exu-

dates may be of major importance for the determina-

tion of the N uptake capacity of crops. Under high

N supply conditions, it is the down regulation of root

absorption capacities by shoot signals which determine

the crop N uptake capacity. So for breeding genotypes

with higher N uptake capacities both in low and in high

N supply conditions, it is necessary to analyze more

deeply all the regulation processes of N absorption at

physiological and molecular levels. This kind of

approach should be one of the major tasks in the next

decade. The development of large-scale genomic, pro-

teomic, and metabolomic studies is necessary for such

an objective. However, the difficulty will be to integrate

the huge amount of data generated by these studies. All

elementary processes studied at cellular or molecular

level have to be scaled up to the level of whole plant and

crop where they are agronomically relevant. The nitro-

gen nutrition of crops and its efficiency for yield pro-

duction is controlled by elementary physiological

processes such as nitrate or ammonium transport

through cell membranes in roots, nitrate reduction,

ammonium assimilation, and protein synthesis. Each

of these metabolic processes is regulated at molecular

level, and then is susceptible to have more or less

genetic variability. But when all processes are scaled

up to whole plant or crop level, a large part of this

elementary variability is buffered because of existing

trade-off among elementary processes and feedback

mechanisms. Quantitative genetics using both mutants

and genetic engineering appears to be one of the most

promising tools to allow the identification of key reg-

ulatory genes that are likely to control a variety of

physiological and developmental processes involved

in the determination of crop nitrogen absorption effi-

ciency. But this approach must be always accompanied

by a modeling approach in order to analyze all the

feedback and trade-off at whole plant and crop level.

Breeding plants to increase nitrogen conversion

efficiency for aboveground dry matter production

appears to be more difficult because, apart from the

difference between C4 and C3 groups, no clear
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interspecific differences are observed among cultivated

crops. So it seems that intraspecific variability should

be very low. However, if the N efficiency for grain yield

is considered, it should be possible to detect inter- and

intraspecific differences. Detailed analysis of grain

development and grain-filling processes should pro-

vide information about the genetic variability. The

development of models describing both N partitioning

and translocation within plant, and dynamics of

grain development, taking into account the coupling

between N and C fluxes between plant organs are nec-

essary for detecting the key regulation processes for

optimizing grain yield and quality. This approach will

require a cooperative and integrated effort between

plant molecular physiologists, geneticists, crop physi-

ologists, and agronomists and the intensive use of

bioinformatics.
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46. Plénet D, Lemaire G (1999) Relationships between dynamics

of nitrogen uptake and dry matter accumulation in maize

crops. Determination of critical N concentration. Plant Soil

216:65–82
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2Institució Catalana de Recerca i Estudis Avançats,
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Article Outline

Transgenic Crops and Molecular Breeding

Crop Physiology and Agronomy

Population growth in the coming decades will put

severe pressure on human food, animal feed, and

fiber production. Bioenergy applications are already

exerting increasing pressure on agricultural commod-

ities and land use with severe economic consequences,

particularly in the developing world. Any crop pro-

ductivity increases must come necessarily from

enhancing crop performance as further land expan-

sion for agriculture is unlikely to take place. Environ-

mental sustainability and social justice issues are

becoming increasingly key elements in debates on

how to assure adequate food for the ever-increasing

global population. It is likely that the efficiency

of increasing productivity would benefit by

complementing the conventional empirical

approaches with opportunities presented by the devel-

opment of new knowledge and technologies in the

field of Crop Science. Therefore, in this section a

number of seminal articles by world experts in the

field are featured. Through this collection of articles

key advances in the field are highlighted and the

reader is pointed to future directions in terms of

opportunities and constraints for a more productive

and sustainable agriculture. This is not meant to be an

exhaustive list of topics; rather the aim is to highlight

particular technologies and topics that have a real

potential to make a substantial contribution to

a more productive and environmentally friendlier

agriculture in the short to medium term. This section
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
comprises 45 articles that can be divided into two

parts: (a) molecular approaches and (b) crop physiol-

ogy and agronomy.
Transgenic Crops and Molecular Breeding

World food and feed security are increasingly depen-

dent on continuous crop improvement and in partic-

ular the development of crops with increased resistance

to abiotic stresses (▶Abiotic Stress Tolerant Crops:

Genes, Pathways and Bottlenecks). Plants unlike ani-

mals are not mobile, consequently they need to develop

strategies to combat natural enemies such as herbivores

and environmental stresses. Drought, salinity, submer-

gence, and temperature stresses amongst others are all

important abiotic constraints which limit crop yields.

Significant advances in our understanding of molecular

mechanisms underpinning a plant’s ability to combat

abiotic stresses has resulted in the creation of transgenic

plants with improved resistance to such stresses.

Sustainable, renewable resources are those derived

from biological sources, primarily plant biomass which

can be regenerated with minimal inputs using energy

from the sun (▶Biomass Crops for Biofuels and Bio-

based Products). Biomass for biofuels includes many

sources of material derived from agricultural harvests

including grains, agricultural residues such as stalks

and leaves, perennial crops such as hay and trees, ani-

mal manures, building waste wood, municipal solid

waste such as paper, and various food industry wastes.

Humans currently consume at least 25% more raw

materials every year than are replaced through biolog-

ical growth. In order to sustain quality of life and

maintain adequate environmental resources, those

resources must be balanced and renewable. Pressure

on those resources has never been greater with the

world population currently at seven billion people,

and estimated to plateau at 10.5 billion by 2050.

Once a gene is introduced into a plant its expression

may be controlled by a number of different factors

(▶Transgene Expression in Plants, Control of).

Among these, promoters are most important as they

regulate expression temporally and spatially. Transcrip-

tional fusions of genes, with the Cauliflower Mosaic

Virus 35S promoter when integrated into the plant

genome (mostly dicotyledonous plants), result in
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transgenic plants with high and constitutive expression

of the transgene. However, 35S-driven transgene

expression is very variable with ca: 20% of the

transformants exhibiting high expression levels, while

the majority (ca: 80%) display an intermediate or low

and unstable transgene expression. The possible causes

of variation in transgene expression in a population of

transgenic plants need to be identified and addressed

in order to generate useful plants with stable and pre-

dictable levels of expression of introduced transgenes.

Plant transformation is a fundamental component

of both basic and applied plant biology (▶Crop Plants

TransformationMethods). For basic research, transfor-

mation allows scientists to study how genes function

and allows the study of both endogenous genes and

transgenes. This has increased our understanding of

how plants grow, develop, and defend themselves

against pests, diseases, and harsh environments; how

photosynthesis is controlled; and the basis of primary

and secondary metabolism. For applied research, trans-

formation can be used to improve the agronomic per-

formance of crops, making them hardier, more

nutritious, more productive, or converting them from

conventional crops into green factories producing

chemical precursors, novel oils, industrial enzymes,

and pharmaceuticals. Plants have been cultivated for

food and animal feed, fibers and structural materials,

and small molecules that can be used as dyes, scents,

and medicines since the dawn of history, and for the

same length of time people have sought to improve

plants by breeding them and selecting the better-

performing and most useful varieties. The limitations

of this approach, that is, the fact that breeders are

restricted to the existing gene pool in each group of

sexually compatible species, and that breeding takes

a long time to achieve its goals, can be overcome by

plant transformation, thus accelerating the develop-

ment of plants with novel, beneficial traits. Plant trans-

formation includes both the uptake of naked DNA

(direct DNA transfer) and the transfer of DNA by the

conjugation-like method adopted by Agrobacterium

tumefaciens and A. rhizogenes (Agrobacterium-

mediated transformation).

Genetics, molecular biology, genomics, and other

disciplines have now provided us with an insight to the

genes that encode important crop traits on which

humans now depend. Knowledge of the molecular
genetic basis of valuable crop traits will help provide

solutions to our requirements for sustainable exis-

tence, faced with a growing global population and

diminishing natural resources (▶Crop Traits: Gene

Isolation). Isolated genes encoding useful traits and

their use in plant transformation experiments allow

the development of an in-depth understanding of the

mechanisms that control such important crop traits.

Thus, through such investigations that utilize isolated

genes, one is able to understand and harness traits

involved in plant domestication such as plant architec-

ture, to those offering solutions for high crop produc-

tion purposes such as growth under unfavorable

environments or disease outbreaks. Cloning or

identification of the genes involved in crop traits pro-

vide an insight into factors which determine gene–trait

relationships. Understanding the molecular basis of

crop traits provides a route to their controlled modu-

lation ultimately leading to the development and

implementation of novel genetic engineering solutions

to create plants with superior and sustainable

characteristics.

Conventional plant breeding practices alone will

not be able to achieve sustainability in today’s agricul-

ture. Advances in plant genomics research are opening

up a new era in plant breeding where the linkage of

genes to specific traits will lead to more efficient and

predictable breeding programs (▶Crop Breeding for

Sustainable Agriculture, Genomics Interventions in).

Plant genomics is a rapidly developing field, which is

radically improving our understanding of plant biol-

ogy by making available novel tools for the improve-

ment of plant properties relevant to sustainable

agricultural production. Recent advances in high

throughput genomics technologies including next gen-

eration sequencing and high-throughput genotyping

have helped immensely in understanding the functions

and regulation of genes in crop plants. The ever-

increasing availability of genome sequences in crop

plants has facilitated greatly the development of geno-

mic resources that will allow us to address biological

functions and a number of basic processes relevant to

crop production leading to sustainable agriculture. It is

therefore expected that genomics will be an integral

part of the agricultural/plant breeding practices of the

future for improving crop productivity to achieve food

security and sustainable production.
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Plants have been used as sources of small molecular

weight compounds (secondary metabolites) with

applications as medicines, flavors, and fragrances for

millennia. However, many plants containing such high-

value secondary metabolites are difficult to cultivate or

are becoming endangered because of overharvesting. In

addition, the chemical synthesis of plant-derived com-

pounds is often uneconomical due to their highly com-

plex structures. The biotechnological production of

valuable secondarymetabolites is an attractive alternative

to the extraction of whole plant material (▶Medicinal

Plants, Engineering of Secondary Metabolites in Cell

Cultures). Functional genomics may open entirely new

avenues to screen unexplored medicinal plant species

for their pharmacological value.

Molecular breeding (MB) allows the stacking of

favorable alleles, or genomic regions, for target traits

in a desired genetic background, thanks to the use of

polymorphic molecular markers (MM) that monitor

differences in genomic composition among cultivars,

or genotypes, at specific genomic regions, or genes,

involved in the expression of those target traits

(▶Molecular Breeding Platforms in World Agricul-

ture). The use of MM generally increases the genetic

gain per crop cycle compared to selection based on

plant phenotyping only, and therefore reduces the

number of needed selection cycles, hastening the deliv-

ery of improved crop varieties to the farmer. In contrast

to the private sector, MB adoption is still limited in the

public sector, and is hardly used at all in developing

countries. The situation is critical in developing coun-

tries due to resource-limited breeding programs. As

a result, the developing world has yet to benefit from

the MB revolution, and most countries indeed lack the

fundamental prerequisites for a move to informatics

powered breeding. A sustainable web-based Molecular

Breeding Platform (MBP) as a one-stop-shop for infor-

mation, analytical tools and related services to help

design and conduct marker-assisted breeding experi-

ments in the most efficient way will alleviate many of

these bottlenecks in the developing world. Such

a platform will enable breeding programs in the public

and private sectors in developing countries to acceler-

ate variety development using marker technologies for

different breeding objectives.

With the advent of molecular techniques, plants

have the potential to serve as production vehicles for
natural or engineered products that were previously

limited to other hosts. Plant molecular pharming of

industrial proteins refers to recombinant proteins used

in industrial processes and produced in plants (▶ Plant

Molecular Pharming, Industrial Enzymes). Enormous

quantities of a variety of enzymes go into making

products such as paper, leather, detergents, pharma-

ceuticals, food, beverages, chemicals, and fabric, to

name a few, and economical production of these indus-

trially important enzymes is crucial to commerce. This

production must be balanced with the need for sus-

tainability and environmental stewardship. Sustainable

production of industrial enzymes requires that

resources are not overexploited and wastes are not

polluting. The use of plants as “green” factories can

meet both criteria. Combined with modern farming

and containment methods, transgenic plants have the

potential to produce large quantities of target material

safely and sustainably.

The demand for recombinant medical proteins has

increased in recent years and modern biotechnological

methods have, until recently, ensured the production of

safe and effective biopharmaceuticals to meet this

demand. Various production platforms are currently

used in the pharmaceutical industry, most based on the

fermentation of engineered pro- and eukaryotic micro-

organisms, insect cells, or mammalian cells (▶Plant

Molecular Pharming, Pharmaceuticals for Human

Health). The growth of the market for biopharma-

ceuticals is predicted to outpace production capacity

using these platforms in the next decade, so alternatives

are necessary. The production of pharmaceutical

proteins in plants began with a monoclonal antibody

expressed in transgenic tobacco plants more than

20 years ago. Since then many different plant species

have been genetically engineered to produce valuable

pharmaceutical proteins. Major progress has been

achieved in transformation and expression technology,

downstream processing of transgenic plant material,

and the adaptation of regulatory procedures to encom-

pass the new production platforms, allowing the first

plant-made pharmaceuticals to begin clinical trials.

Since the successful expression of complete anti-

bodies in transgenic plants and the first report of

plant-based vaccine production in 1992 a large number

of different vaccines, antibodies, as well as antibody

fragments have been produced in plants for medical
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or veterinary purposes (▶ Plant Molecular Pharming,

Veterinary Applications). Novel processing methods

have been developed over the past several years to

facilitate the development of recombinant proteins

for veterinary applications.

Humankind has had an ever-increasing impact on the

environment. With the increasing intensification of agri-

culture, particularly during the twentieth century, this

impact has become even more pronounced, often with

undesirable or unacceptable consequences, including

water pollution, soil erosion, and loss of habitat, often

accompanied by a loss of biodiversity (▶Transgenic

Crops, Environmental Impact). Pests, particularly

weedy plants, demonstrate a remarkable ability to

adapt to agricultural production systems. The practice

of growing monocultures, typically used in intensive

agriculture, increases the number of pests; these are

currently predominantly controlled through use of pes-

ticides. However, with increasing exposure to pesticides

many pest populations are evolving resistance to these

compounds. An additional problem encountered with

many pesticides, and particularly insecticides, are their

nontarget effects on beneficial insects. Transgenic crops

expressing genes conferring resistance to insect pests

and/or herbicides are becoming increasingly more

widely grown and have the potential to eliminate many

of the problems in conventional agriculture thus reduc-

ing agriculture’s negative impact on the environment.

Annual losses worldwide due to plant diseases are

estimated to be �14% of total losses and about $220

billion. In addition, the need for measures to control

diseases limits the acreage of land available for cultiva-

tion; restricts the crops that can be grown in fields already

contaminated with certain pathogens; and necessitates

the use of agrochemicals for treating seeds, fumigating

soils, spraying plants, and applying postharvest treat-

ments. Such control measures add to the cost of food

production and toxic chemicals can be harmful to

human health and the environment (▶Transgenic

Crops Resistant to Fungal, Bacterial and Viral Patho-

gens). Resistance to pathogens can be achieved by

application of disease-suppressing cultural practices,

use of plant defense-promoting substances, deploy-

ment of biological agents antagonistic to the pathogens

that cause disease, agrochemicals, conventional breed-

ing strategies, and genetic engineering. The need for

controlling plant diseases effectively is not only a major
challenge, but also a necessity to reduce food losses

while improving food quality and safeguarding the

environment.

Genetic Engineering can increase the nutritional

quality of crops by increasing the availability of

essential nutrients, which are often limited in human

diets and lead to specific deficiency diseases

(▶Biotechnology and Nutritional Improvement of

Crops). Food insecurity is one of the most important

social issues faced today, with nearly one billion peo-

ple enduring chronic hunger and an additional two

billion people suffering from nutrient deficiencies,

most in the developing world. Strategies to address

food insecurity must ultimately address underlying

problems such as poverty and poor governance/infra-

structure, but the improvement of agricultural pro-

ductivity in the developing world is an important

goal, and biotechnology is one of a raft of measures

being considered to achieve it.

The economic impact of transgenic crops has been

immense (▶Global Economic Impact of Transgenic/

Biotech Crops (1996–2008)). This has been a major

driver in their rates of adoption amongst farmers in

the USA and other industrialized countries but perhaps

more importantly by small holders in the developing

world. Analysis on farm income effects through exten-

sive analysis of existing farm level impact data for

biotech crops confirms this to be a major reason for

their broad adoption worldwide.

Biotechnology offers efficient and cost-effective

means to produce a diverse array of novel, value-

added products and tools. The first generation of

commercialized biotechnology products were crops

focusing largely on input agronomic traits whose

value was often opaque to consumers. The coming

generations of crop plants can be grouped into broad

areas each presenting what, on the surface, may appear

as unique challenges and opportunities (▶Transgenic

Crops, Next Generation). The present and future focus

is on continuing improvement of agronomic traits such

as yield and abiotic stress resistance in addition to the

biotic stress tolerance of the present generation,

crop plants as biomass feedstocks for biofuels and

“bio-synthetics,” value-added output traits such as

improved nutrition and food functionality, and

plants as production factories for therapeutics and

industrial products. From a consumer perspective,

http://dx.doi.org/10.1007/978-1-4419-0851-3_270
http://dx.doi.org/10.1007/978-1-4419-0851-3_270
http://dx.doi.org/10.1007/978-1-4419-0851-3_240
http://dx.doi.org/10.1007/978-1-4419-0851-3_240
http://dx.doi.org/10.1007/978-1-4419-0851-3_168
http://dx.doi.org/10.1007/978-1-4419-0851-3_168
http://dx.doi.org/10.1007/978-1-4419-0851-3_168
http://dx.doi.org/10.1007/978-1-4419-0851-3_160
http://dx.doi.org/10.1007/978-1-4419-0851-3_160
http://dx.doi.org/10.1007/978-1-4419-0851-3_166
http://dx.doi.org/10.1007/978-1-4419-0851-3_166
http://dx.doi.org/10.1007/978-1-4419-0851-3_165
http://dx.doi.org/10.1007/978-1-4419-0851-3_165


663Crop Science and Technology, Introduction
the focus on value added traits, especially improved

nutrition, is undoubtedly one of the areas of greatest

interest.

The rapid development and deployment of modern

biotechnology in the last decades has made biosafety

a major issue. Although modern biotechnology can

benefit agricultural productivity in developing coun-

tries transgenic crops remain an issue with regard to the

conservation and sustainable use of biodiversity, as well

as to human health. The perceived risks, which relate to

the release of transgenic crops into the environment as

well as the placement of genetically engineered crops

onto the market, have as much to do with social values

as scientific concerns. Regulatory frameworks for

transgenic crops and the underpinning legislative

frameworks have been or are being developed world-

wide (▶Commercialisation of GM Crops: Compari-

son of Regulatory Frameworks). These are viewed as

essential components for the prudent deployment of

transgenic crops worldwide.

The safety measures associated with transgenic crop

deployment are embedded in process- or product-

based regulatory approaches. The EU regulatory

approach is process-based, precautionary, and includes

mandatory labeling and traceability requirements for

transgenic crops and their derived food and feed prod-

ucts (▶Transgenic Crops, Risk Assessment and Regu-

latory Framework in the European Union). During its

development, the EU regulatory system has become

increasingly more stringent and unduly onerous. In

the EU, the risk analysis consists of three components:

risk assessment, risk management, and risk communi-

cation. When analyzing potential risks, it is important

to bear in mind that the real choice is not between

transgenic crops that are inherently risky and tradition-

ally bred ones that are completely safe. The cultivation

of existing crops and those with novel traits (including

transgenic crops) will have both positive and negative

consequences. To fully acknowledge the overall out-

come of adopting specific crops, and to assess and

manage more effectively the environmental footprint

of agriculture as a whole, broader and more balanced

legislative oversight is needed in the EU.

A framework for a better communication about

science and regulation and production of GM crops is

described in ▶GM Crop Risk Debate, Science and

Socioeconomics.
While transgenic herbicide resistant crops have

been a boon to agriculture, reducing both production

costs and ecological impacts of farming, weeds have

rapidly evolved resistance to the major herbicide used

in transgenic crops (glyphosate), rapidly rendering the

technology less sustainable than had been thought

(▶ Sustainable Herbicide-Resistant Crops). While no

practice in agriculture has been sustainable forever, the

period of sustainability can be extended. Methods to

extend both the usefulness to crops where needed as

well as the sustainability of transgenic herbicide tech-

nologies such as rotations of crops and herbicides,

increasing the targets of herbicide action, suppressing

herbicide targets in rotation, are needed.
Crop Physiology and Agronomy

Seed dormancy is a means of restricting germination to

the season when environmental conditions are suitable

for plant establishment. From an agricultural perspec-

tive, dormancy is a problem (▶ Seed Dormancy and

Agriculture, Physiology). Many important challenges

face agriculture in relation to dormancy and these

apply to cultivated crops as well as noxious weeds.

The physiological mechanisms responsible for the

expression of the character are now better understood

and molecular information underpinning the process

is gradually being generated and incorporated into

strategies to solve dormancy-related problems.

One of the first decisions a farmer needs to make

is to choose the particular genotype to be grown in

the fields based on anticipated or projected economic

returns. This is a critical choice that determines the

sustainability of the agricultural system (▶Genotype

by Environment Interaction and Adaptation). Identi-

fying breeding implications on specific adaptive traits

and the different statistical approaches for genotype by

environment interaction characterization is important.

Attaining global food security by means of increased

crop productivity will require an increase in gains from

selection achieved through conventional breeding. The

identification of molecular markers associated with loci

controlling traits of agronomic interest coupled with the

exploitation of marker-assisted breeding (MAB)

approaches provides the opportunity to accelerate

gain from selection (▶Marker-Assisted Breeding in

Crops). Genomic selection is already having a positive
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impact on the improvement of crop yield, mainly in the

private sector where high-throughput infrastructures

allow breeders to handle the large number of molecular

data points that are needed for deploying genomic

selection effectively. Ultimately, an effective exploita-

tion of MAB to enhance crop performance will rely on

a closer integration between molecular approaches and

conventional breeding.

The next generation of highly productive crops in

an increasingly variable and changing climate, will rely

on genetic interventions based on process understand-

ing, selection of target traits in managed environments,

and high-throughput phenotyping and genotyping

(▶ Plant Breeding Under a Changing Climate). There-

fore, it is crucial to understand the recent advances in

plant breeding for high yield potential environments

and also those where abiotic stress is a major limitation

to productivity.

Agronomic systems are defined as site-specific

management of soils and crops on the basis of eco-

regional and physiographic characteristics, and in the

context of socioeconomic and policy environments.

These systems are strong determinants of agricultural

production, sustainable use of resources, and their

environmental impact. Agricultural soils and ecosys-

tems can also be used for sequestration of atmospheric

CO2 by enhancing photosynthesis, increasing net

primary productivity (▶Agronomic Interactions with

CO2 Sequestration).

Crop management comprises a set of agronomic

practices such as tillage systems, methods of fertiliza-

tion, and crop rotations (▶Cropping Systems: Shaping

Nature). Cropping system may vary among farms

depending on availability of resources and particular

constraints. The different cropping systems may deter-

mine water and nutrient availabilities, carbon cycle,

erosion, and the pathogen inoculum in the soil.

Understanding plant development or the progres-

sion of plants through their life cycle is important

because of the need to know and predict when harvest-

able products are at their optimum (▶Crop Develop-

ment Related to Temperature and Photoperiod).

Current knowledge on how temperature (including

vernalization) and photoperiod regulate crop develop-

ment is of major interest and determines how crops

adapt in a wide range of environments. Thus, it is

critical to understand the physiology and genetic basis
of crop development, and to predict as accurately as

possible the timing of key developmental events.

Reduced crop productivity from the theoretical

potential maximum commonly occurs because of

high temperatures. In addition, air temperatures are

predicted to increase during the twenty-first century.

Crop physiological and developmental processes are

sensitive to temperature so that high temperatures do

frequently affect negatively crop productivity

(▶ Sustainable Productivity, Heat Tolerance for). The

effects of high temperature, elevated CO2 and their

interaction on crops, are therefore important to under-

stand and subsequently to mitigate potential negative

effects of genes that confer heat tolerance.

Since plants are immobile, their distribution greatly

influences the ability of a crop to capture and use

environmental resources (radiation, water, and nutri-

ents), which are necessary for growth and yield. The

spatial arrangement of plants and the temporal devel-

opment of their structures (mainly leaves and roots)

define the ▶ Spatial Crop Structure in agricultural sys-

tems. Density and spatial arrangement of crops may

affect intraspecific competition and resource use effi-

ciency, allowing full or partial use of available

resources.

The rate of accumulation of dry plant matter is

entirely dependent on the interception of energy from

the sun in the wavelength range 400–700 nm. This

energy is utilized by photosynthesis to synthesize car-

bohydrates and other biological molecules needed for

essential plant processes (▶Crop Radiation Capture

and Use Efficiency). Given the current emphasis on

global food security, there is currently much interest

in raising the radiation use efficiency of key crops in

important agro-ecosystems.

Scarcity of water resources is an increasingly impor-

tant issue since it will dictate global production of food

and feed for the next generations (▶Crop Responses to

Available Soil Water). Key factors responsible for

sustained plant growth and production under water

scarcity, for annual as well as perennial (fruit) crops

are of paramount importance.

Irrigated agriculture is currently responsible for

over 40% of total production on 17% of all cultivated

land area. It is therefore imperative that irrigated agri-

culture not only sustains its current rates of productiv-

ity but also increases (▶ Irrigation Management for
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Efficient Crop Production). Irrigation expansion is

currently under pressure from other sectors to reduce

its share of the fresh water resources. Efficient crop

production under irrigation in the future would be

essential to produce more food with less water. This is

an immense challenge, not easy to achieve without

novel and innovative approaches in irrigation manage-

ment and crop productivity.

Sustainability of fertilizer use is very important

(▶ Fertilizer Science and Technology), as fertilizers

are indispensable because nutrient supplies from the

soil are normally inadequate for high-yielding crops

and compensate for nutrient removals by previously

cultivated crops. In addition, fertilizer may also

improve the quality of human food and animal feed.

Nitrogen is themost important limiting factor, after

water deficit, for crop production worldwide (▶Crop

Responses to Nitrogen). Therefore, understanding how

the yield of different crops can be improved by addition

of nitrogen (N) fertilizers is critical. There are

several important issues regarding the dynamics of

crop N demands during the crop development cycle,

the timing of the soil N supply according to soil char-

acteristics, climate and soil agronomic management,

the crop responses to different intensity and timing of

N nutrition deficiency, and the time management of

crop N fertilization using diagnostic and decision-

making tools to optimize trade-offs between

minimizing crop yield reduction and minimizing envi-

ronmental impacts.

A substantial increase in the effectiveness with

which available water and nutrients are used is required

to ensure food security and environmental protection.

An essential component of crop improvement is

breeding for deeper or denser root systems. These char-

acteristics promote soil moisture and nutrient capture

and high dry matter production in cultivars subjected

to water and/or nutrient stresses (▶Roots and Uptake

of Water and Nutrients). The current understanding of

the structure and functions of crop root systems and

the avenues for the optimization of root anatomy and

morphology traits that could be applied to the genetic

and agronomic improvement of crop root systems for

more effective below-ground resource capture are thus

very important.

Lodging is the process by which the shoots of small

grained cereals are permanently displaced from their
vertical stance (▶ Lodging Resistance in Cereals).

The reduced lodging risk of shorter varieties enabled

them to respond to greater amounts of fertilizers and

this was a significant reason for the steady improvement

in global cereal grain yields starting in the late 1960s.

However, lodging is still a major problem inmany coun-

tries and there is an urgent need to improve lodging

resistance to further increase the yield of cereal species.

Plant growth and yield are severely affected by

saline soils. High concentrations of salt in the soil

make it difficult for plants to take up water, whilst the

accumulated salts in cells, particularly sodium and

chloride ions, are toxic to plant metabolism

(▶ Increasing Salinity Tolerance of Crops). These two

factors result in a reduction in plant growth, an

increase in the rate of leaf senescence, and a loss in

crop yield. Crop salinity tolerance can be improved,

but a more in-depth understanding of osmotic and

ionic stresses is needed.

Agroecology provides the basic ecological princi-

ples needed for studying, designing, and managing

agroecosystems that are productive, sustainable, and

economically viable (▶Agroecological Basis for

Managing Biotic Constraints). Rather than focusing

on one particular component of the agroecosystem,

agroecology emphasizes the interrelatedness of all of

its components and the complex dynamics of ecologi-

cal processes including all environmental and human

elements. From a management perspective, the agro-

ecological objective is to provide balanced environ-

ments, sustained yields, biologically mediated soil

fertility, and natural pest regulation through the design

of diversified agroecosystems and the use of low-input

technologies.

Plant diseases cause substantial crop losses every

year (▶Crop Diseases, Management and Control of).

Controlling plant diseases is therefore vital to

maintaining crop productivity. Crop diseases can be

controlled using a variety of methods; however, plant

pathogens are genetically adaptable and can overcome

plant resistance, and the toxic effects of pesticides.

Ensuring that crops are adequately protected from

diseases depends therefore on being a step ahead of

the pathogens by improving existing control measures

and developing new approaches.

Increase of crop yields may be achieved by maxi-

mizing the proportion of sunlight energy that is fixed

http://dx.doi.org/10.1007/978-1-4419-0851-3_162
http://dx.doi.org/10.1007/978-1-4419-0851-3_193
http://dx.doi.org/10.1007/978-1-4419-0851-3_385
http://dx.doi.org/10.1007/978-1-4419-0851-3_385
http://dx.doi.org/10.1007/978-1-4419-0851-3_195
http://dx.doi.org/10.1007/978-1-4419-0851-3_195
http://dx.doi.org/10.1007/978-1-4419-0851-3_228
http://dx.doi.org/10.1007/978-1-4419-0851-3_429
http://dx.doi.org/10.1007/978-1-4419-0851-3_196
http://dx.doi.org/10.1007/978-1-4419-0851-3_196
http://dx.doi.org/10.1007/978-1-4419-0851-3_103
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by the crop or by reducing the amount of energy that is

lost by insect pests, diseases, and weeds.More than 50%

of the potential yield of agricultural crops is lost by the

three constraints. ▶ Integrated Pest Management

(IPM) aims to diminish losses caused by insect pests

in agriculture, in an economically, ecologically, and

sociologically acceptable manner. A major challenge

for ecology is the development of a scientific approach

to better understand processes in agroecosystems in

order to implement more rapidly sustainable IPM

systems.

Yield increases will continue to play a dominant

role in world food security (▶Crop Yields Around

the World: Closing the Gap and Raising the Potential).

Understanding the gaps between potential and actual

yield is of paramount importance in order to increase

actual yields. These include several aspects with respect

to the natural resource base of the plot (climate, soil

type, topography) and long-term management

investments.

Grain quality of field crops is related to seed

structure and composition. Grain composition is the

major reason why only a limited number of plant

species are used for food and fiber (▶Grain Quality
in Oil and Cereal Crops). It is impossible to put

forward a unique grain quality definition for any

species because this depends on the specific product

end use. Therefore, understanding the physiological

bases of seed composition and structure is essential

to produce grains with a particular quality

specification.

Agricultural production takes place under erratic

and unpredictable conditions, particularly the avail-

ability and timing of radiation and rainfall patterns

which are extremely difficult to predict. Their effects

are compensated to some extend by the qualities of the

land and the interventions of the farmer. Any method-

ology that would improve the predictability of the

availability of resources and their impact on the per-

formance of the production system could in principle

improve performance and reduce the level of uncer-

tainty (▶ Simulation Models as Tools for Crop Man-

agement). Crop growth simulation models are viewed

as excellent tools for the reduction of this uncertainty.

Advantages and limitations of such models need to be

understood in the context of past experiences and the

current state of the art in order to ascertain their best

possible uses.

http://dx.doi.org/10.1007/978-1-4419-0851-3_164
http://dx.doi.org/10.1007/978-1-4419-0851-3_324
http://dx.doi.org/10.1007/978-1-4419-0851-3_324
http://dx.doi.org/10.1007/978-1-4419-0851-3_108
http://dx.doi.org/10.1007/978-1-4419-0851-3_108
http://dx.doi.org/10.1007/978-1-4419-0851-3_300
http://dx.doi.org/10.1007/978-1-4419-0851-3_300
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Glossary

Backcross To cross the progeny of a hybrid to one of

its parents, which when repeated for many genera-

tions would yield advanced backcross progeny.

cDNA Complementary DNA (cDNA) refers to the

DNA copy of RNA transcripts, which can be cloned

into vectors to generate a library (collection) of

different cDNAs.

Chromosomal recombination Breakage and rejoining

of parental homologous chromosomes during

meiosis, resulting in the exchange of chromosomal

segments.

Cloning vector DNA molecule into which another

DNA fragment can be integrated and replicated to

produce large quantities of the cloned DNA. Exam-

ples are plasmids, lambda phage, cosmids, yeast

artificial chromosomes (YACs), and bacterial arti-

ficial chromosomes (BACs).

Complementation Amethod of validating a gene clon-

ing by using wild-type allele to rescue the function of

mutant allele through genetic transformation.

Crop trait Any morphological, physiological, or other

biological feature measurable at the plant level,

present in different forms in different individuals

that enable genetic analysis.

Domestication An artificial selection process

conducted by humans to produce plants that have

more desirable traits than wild plants.

EST Expressed sequence tag is a short subsequence

from a transcribed cDNA sequence.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Forward genetics A strategy to identify or clone genes

that are responsible for a phenotype of interest.

Gene A gene is an ordered sequence of nucleotides that

encodes a specific functional product (i.e., a protein

or RNA molecule).

Marker Molecular or genetic marker is a DNA

sequence at a known location on a chromosome.

Mutation Changes in a genomic sequence, occurring

naturally or artificially, that can either have

no effect, alter the product of a gene, or prevent

the gene from functioning properly or completely.

NIL Near-isogenic lines (NILs) refers to genotypes or

lines that are genetically almost identical except for

a small chromosome fragment or DNA sequence by

which they differ.

ORF Open reading frame (ORF) refers to a DNA

sequence that does not encode a stopcodon and

predicted to encode a protein.

PCR Polymerase chain reaction, a method in which

DNA is amplified or increased in number of copies,

using oligonucleotide primers flanking the DNA

sequence and an enzyme that carries out the reaction.

Polyploid Organism that has more than two paired

sets of chromosomes that is present in a diploid.

Positional cloning A method of cloning genes based

on their position in the genome, using molecular

markers in a genetic map located close to the gene

and then identifying cloned DNA fragments

containing the gene of interest.

Quantitative trait locus A region on the genome asso-

ciated with a particular phenotype showing contin-

uous and measurable variation such as height or

weight.

Reverse genetics A strategy to identify the function of

genes revealed by DNA sequencing, by analyzing

the phenotypic effects of the gene sequences by

mutations or changes in expression.

RFLP Restriction fragment length polymorphism

(RFLP) is a molecular marker revealed by differ-

ences in restriction fragments between homologous

(similar) fragments of DNA.

STS marker A sequence-tagged site (STS) marker

is a short DNA sequence at known location

in the genome, with nucleotide differences/

polymorphisms that make it a useful marker for

mapping.
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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Transposon A piece of DNA that can move within the

genome of an organism, and when inserted in genes

can cause a mutation.

Definition of the Subject and Its Importance

Crop plants have been selected from their wild ances-

tors by humans for food, fiber, health, recreation,

industry, and other special purposes. Crop breeding

has then added on desired traits for convenience in

crop production. Genetics, molecular biology, geno-

mics, and other disciplines have now provided us an

insight to the genes that encode these very important

crop traits on which the human race now depends.

Knowledge of the molecular genetic basis of valuable

crop traits will help provide solutions to our require-

ments for sustainable existence, faced with the threats

of growing population needs, climate change, and

dwindling natural resources. This entry describes the

historical and conceptual discoveries underlying the

basis of important crop traits, leading from plant

domestication such as in plant architecture to those

offering solutions for high crop production purposes

such as growth under unfavorable environments or

disease outbreaks. Detailed descriptions are provided

on the cloning or identification of the plant genes

involved in crop traits that give an insight on the

evidence required for establishing the relationship. In

addition, the molecular basis of the crop trait provides

an understanding of the biological processes involved,

the interaction to other traits, and a framework that

can be built on to engineer novel solutions to the future

needs from crop plants.

Introduction

The domestication of themajor crop plants from around

10,000 to 4,000 years ago resulted in the selection of

crops on which humans are now dependent [1]. The

crop traits involved in domestication, transformed the

wild species to a crop species catered to the needs of this

paradigm shift of human civilization to an agricultural

lifestyle. These early crop traits that made agriculture

possible were selections from wild species that allowed

humans to collect grain from the sown crop involving

non-shattering, larger grain and fruit, determinate

growth with more synchronous harvest, easier accessi-

bility to the grain from protective hard outer coat, and
an overall increase in edibility along with a plethora

of many specialized traits. The genetic analysis

and molecular isolation of key domestication traits is

now uncovering the gene, the regulatory processes,

and the selective sweeps from the nearest

wild ancestors that accompanied the domestication

process [2].

Gene cloning and DNA sequencing from the simple

bacterial organisms to that of the complex polyploids

such as wheat, has enabled researchers to examine gene

sequences one at a time and make conclusions on

similarity between close and distantly related species,

propose functions based on molecular and biological

properties. In fact the generation of gene sequences of

a multitude of organisms is the fastest growing dataset,

which promises to reveal the identity and function of

all living forms. Genome sequencing started with

model and standard genomes. The model plant

Arabidopsis thaliana, a common weed, was selected

for genome sequencing and molecular genetics analysis

[3], with the DNA sequence of a specific ecotype

Columbia [4]. Now, the 1001 genomes project intends

to finish off high-quality resequencing of Arabidopsis

[5] that will provide sequences of genes from the eco-

types adapted to diverse environments, which might

reveal the effect of natural selection and adaptation of

this very effective weed species. This also opens up

a new era of going beyond a “reference” genome

sequence of an organism toward sequence-based

maps of closely related genotypes, which can provide

a more accurate landscape of differences between genes

and genomes and the relationships to expressed traits.

The power of this technology was demonstrated

by revealing the low level of mutations that occur

between plants following a few generations of self-

fertilization [6].

Gene isolation and cloning in higher plants has now

come a long way since the early days of struggling with

genome size and complexity. Isolation of mRNA and

characterization of translated proteins was one of the

primary methods to demonstrate the function of spe-

cific nucleic acids as shown for soybean leghemoglobin

mRNA [7], which was then proven to be transcribed

from the soybean genome [8]. One of the first

approaches in plants to characterize the different com-

ponents of a plant cell in terms of the complexity of

nuclear and polysomal RNA, was using tobacco an
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early amenable model for biological studies [9], and

then analysis of the proportion of the genome and the

genes that were transcribed [10]. One of the first plant

genes cloned from genomic DNA was a soybean ribo-

somal DNA (rDNA) gene from a lambda genomic

DNA library [11]. Soybean continued to be a species

of interest, resulting in the generation of a complemen-

tary DNA (cDNA) library for the analysis of auxin

response [12]. In maize, differential expression of the

gene for the chloroplast encoded large subunit of

ribulose bisphosphate carboxylase was shown in bun-

dle sheath cells and absent in mesophyll cells [13],

describing the regulation of enzymes distinguishing

C4 plant cell types. These early studies showed the

potential to address different plant traits by the analysis

of cloned or isolated characterized genes, and the novel

insights they provided.

In the course of improvement in techniques for the

isolation of plant genes, methods were developed to

make a correlation or causative association between

specific functions and gene sequences. These functions

could be defined on the basis of specific proteins with

a biological function or genes determining a phenotype

as revealed by isolated mutants or naturally occurring

variants.

One of the important technologies that helped

bridge the gap between genes and functions was the

development of transformation technologies that

allowed the expression of isolated genes in plants and

the monitoring of the resultant phenotype. Following

early demonstrations of the transfer and expression of

the Agrobacterium tumefaciens Ti-plasmid into plant

cells [14], these Ti-plasmids were engineered to transfer

DNA (T-DNA) and express genes in transformed plant

cells, demonstrated by a number of research groups

around the same time in 1983 [15–19]. In addition to

Agrobacterium-mediated transformation systems,

other methods were developed such as direct DNA

transfer to plant protoplasts [20], electroporation

[21], and particle bombardment [22].

Cloning of plant genes can presently be accom-

plished by a variety of high-throughput ways. The

cloning of expressed genes in the form of cDNA librar-

ies has been done in plasmids, lambda vectors, and

other expression systems that allow the selection of

specific genes based on hybridization, DNA sequenc-

ing, or functional expression assays. The plant genome
can be fractionated into representative fragments and

cloned in a variety of sizes in appropriate cloning

vectors. Genome fragments, in progressively increasing

sizes from a few kilobases (Kb) to megabases (Mb), can

be cloned in vectors such as plasmids, lambda phage,

cosmids, bacterial artificial chromosomes (BACs),

yeast artificial chromosomes (YACs), and modifica-

tions to these. While the smaller clones are useful for

characterizing single genes or fragments thereof, the

larger clones are used in positional cloning methods

to identify genes using molecular markers located close

to the gene of interest.

To enable the isolation of plant genes that are asso-

ciated with plant biological functions/processes or crop

traits, a causal relationship has to be made between

DNA sequence and observed phenotype. Genetic anal-

ysis of mutants or other genetic variants that are local-

ized on the chromosome can be used to clone the

corresponding genes by methods such as map-based

cloning (Fig. 1) and transposon tagging (Fig. 2), which

are the two most commonly used methods for cloning

genes by a forward genetics strategy centered around

the phenotype of interest. In positional or map-

based cloning, with a general strategy described in

Fig. 1, the mapped position of a gene on the chromo-

some/genome, which specifies a specific trait or phe-

notype is the starting point to identify molecular/

genetic markers close to the gene and then using inte-

grated physical and genetic maps “walk” or “land”

closer to the gene. The proof of isolating the gene is

by recombination analysis, complementation by trans-

formation, analysis of genetic variants by sequencing,

or mutational analysis of the candidate genes. In trans-

poson tagging, described in a scheme in Fig. 2, an

insertion sequence from a native or heterologous

transposon is used to generate mutants of a specific

phenotype or genetic locus, and analysis of the trans-

poson/insertion-tagged mutant by co-segregation

analysis to a transposon probe, transposon revertant

analysis or complementation of the mutant by trans-

formation, and among the many ways evidence can be

obtained to prove the identity of the tagged gene.With

the availability of genome sequences of many plant

species, these quite anonymous sequences need to be

assigned a function, generally through a reverse genet-

ics strategy. In reverse genetics strategies many tools

are available, in most models and important crops, to
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Crop Traits: Gene Isolation. Figure 1

Example of map-based cloning of a gene. (a) Locus mapped to a chromosome region between markers SSR604 and

SSR605 via rough-scale mapping, with LOD (log of odds) score indicating linkage. (b) The gene further delimited to a

100-kb genomic region between markers SSR7004 and SSR7005 via fine mapping and physical mapping. (c) Precision

mapping identified break points flanking a region containing a single gene. Black bars represent DNA from parent 1

(phenotype: high), white bars represent DNA from parent 2 (phenotype: low), and patterned bars represent DNA of

heterozygote. The vertical lines show where recombination break points are positioned along the chromosome
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generate or select mutations in specific genes and thus

attribute functions by the analysis of the mutant

phenotypes.

This entry describes the specific methods that have

been used in the isolation and characterization of genes

that determine important crop traits that agriculture is

based on. The crop traits identified in many plants have

homologues in the model plant Arabidopsis that can

provide clues to the function. The examples described

are described in some detail and others summarized in

a table (Table 1) for the reader to refer to.
Crop Traits: Gene Isolation

Dwarfing Genes in Cereals

The biggest increase in agricultural production in the

modern era, around the middle of the last century, is

attributed to the “Green Revolution” where grain yields

of the major world cereals, wheat and rice were

improved along with complementary crop production

practices [23, 24]. The spectacular increases in wheat

and rice yields during the Green Revolution

were enabled by the introduction of dwarfing traits
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Crop Traits: Gene Isolation. Figure 2

Example of gene tagging using heterologous transposons. An “in cis two-component transposon construct”

integrated into plant chromosome via Agrobacterium-mediated transformation. The construct contains

a mobile nonautonomous transposon and an immobile transposase source. The transposase mediates transposition of

the mobile nonautonomous transposon into new chromosomal positions. Segregation in the next generation creates

stable mutants containing the transposon inserted in a gene with no transposase source. These stable mutants can be

used in forward or reverse genetics. Identification of integration position is typically done by sequencing of DNA flanking

the transposon isolated using techniques, for example, TAIL-PCR, Inverse PCR, or plasmid rescue. The flanking sequence is

used as a probe to screen genomic and cDNA clones. Functional complementation is done by transforming wild-type

genomic clone containing the tagged gene into the insertional mutant line
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into the crop varieties. The founder of this Green Rev-

olution, Norman Borlaug received the Nobel Peace

prize in 1970 in recognition for his efforts in bringing

food security to major parts of the developing

world [25]. Identification of the genes responsible for

these traits showed that they interfere with the

action or production of the gibberellin (GA) plant

hormones [26].

The dwarfing gene of wheat, Reduced Height-1

(Rht-1), was isolated based on sequence similarity to

the previously isolated Arabidopsis GIBBERELLIN

INSENSITIVE (GAI) gene [27]. GAI is a member of
the DELLA proteins and a repressor of GA responses

[28]. The wheat Rht-B1b and Rht-D1b dwarfing

mutants had similar characteristics to the Arabidopsis

gai mutant, including reduced plant height, reduced

responses to gibberellin, and increased in planta gib-

berellin levels. Compared to the wild-type Rht-1 allele,

the Rht-B1b and Rht-D1b dwarfing alleles each

contained a nucleotide substitution that created

a stop codon near the N-terminus of the protein [27].

It was proposed that translational reinitiation after these

introduced stop codons might result in an N-terminally

truncated product that confers the mutant phenotype.
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Gene (s) Crop Molecular and phenotypic function
Cloning
methoda

Validation
methodb

Causative
changec Reference (s)

1. Dwarfing gene

Rht-1 Wheat Transcriptional regulator (SH2); plant height SS Mut, HE EStp [27]

sd1 Rice GA20 oxidase; plant height SS, MBC Var Coding [30–32]

d Tomato Cytochrome P450 enzyme; plant height TT FC [141]

2. Flowering/heading date

Hd6 Rice Protein kinase; flowering time MBC FC EStp [33]

Hd1 Rice Transcriptional regulator (zinc finger);
flowering time

MBC FC Coding [34]

Hd3a Rice Phosphatidylethanolamine-binding protein;
flowering time

MBC OE, Sil - [37]

Ehd1 Rice B-type response regulator; flowering time MBC FC AC [142]

Vgt1 Maize Transcriptional regulator (AP2); flowering time MBC, AM OE, Sil Reg [143]

E3 Soybean Phytochrome A; flowering time MBC Mut AC? [144]

Vrn1 Wheat Transcriptional regulator (MADS);
vernalization

MBC Var Reg [145]

Vrn2 Wheat Transcriptional regulator (ZCCT); vernalization MBC Sil AC [146]

3. Fruit ripening, shape, and weight

Rin Tomato Transcriptional regulator (MADS-box); fruit
ripening

MBC FC, Sil Coding [147]

Ovate Tomato Regulatory protein (OVATE); fruit shape MBC FC EStp [148]

fw2.2 Tomato Cell signaling; fruit weight MBC FC Reg [40]

4. Grain yield

Gn1 Rice Cytokinin oxidase/dehydrogenase; grain
number

MBC Sil Reg/EStp [42]

GS3 Rice VWFC module-containing protein; grain
weight

MBC Var EStp [44]

GW2 Rice RING-type protein with E3 ubiquitin ligase
activity; grain width

MBC OE, Sil EStp [47]

5. Disease resistance

Hm1 Maize HC toxin reductase; resistance to the fungus
Cochliobolus carbonum

TT Co Reg [49]

Cf-9 Tomato Leucine-rich repeat family of proteins;
resistance to leaf mold fungus Cladosporium
fulvum

TT Co Wild [54]

RB/Rpi-
blb1

Potato CC–NBS–LRR-class R-gene analog; resistance
to oomycete pathogen Phytophthora infestans

MBC FC Wild [58, 59]

Rpi-blb2 Potato NBS–LRR protein; resistance to oomycete
pathogen Phytophthora infestans

MBC FC Wild [60]
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Gene (s) Crop Molecular and phenotypic function
Cloning
methoda

Validation
methodb

Causative
changec Reference (s)

mlo Barley Membrane-anchored protein; resistance
against the fungal pathogen Blumeria
graminis f. sp. hordei (Bgh)

MBC Mut, RA AC/EStp [62]

Mi Tomato NBS–LRR protein; resistance to root-knot
nematodes (Meloidogyne spp.)

MBC FC Wild [72]

Tm-22 Tomato CC–NBS–LRR class of R proteins; resistance to
tomato mosaic virus (ToMV)

TT FC Wild [76]

Pto Tomato Protein kinase; resistance to Pseudomonas
syringae pv. tomato

MBC FC Wild [149]

Xa21 Rice Protein kinase; resistance to Xanthomonas
oryzae pv. oryzae

MBC FC Wild [150]

Cf-2 Tomato LRR protein; resistance to leaf mold fungus
Cladosporium fulvum

MBC FC Wild [151]

N Tobacco LRR protein; resistance to tobacco mosaic
virus (TMV)

TT FC Wild [152]

Hs1pro-1 Sugar
beet

LRR protein; resistance to beet cyst nematode MBC FC Wild [153]

I2C Tomato NBS–LRR protein; resistance to Fusarium
oxysporum f sp 1ycopersici

MBC Sil, OE Wild [154]

Ve Tomato Cell surface-like receptors; resistance to
Verticillium dahliae

MBC FC - [155]

R1 Potato Leucine-zipper/NBS/LRR protein; resistance to
Phytophthora infestans

MBC FC Wild [156]

Rpg1 Barley Receptor kinase; resistance to Puccinia
graminis f. sp. tritici

MBC Var EStp, AC,
FS

[157]

Hero Tomato NBS–LRR protein; resistance to potato cyst
nematodes Globodera rostochiensis

MBC FC Wild [158]

Lr10 Wheat CC–NBS–LRR protein; resistance to Puccinia
triticina

MBC, HS OE CD [159]

Lr21 Wheat NBS–LRR protein; resistance to Puccinia
triticina

MBC FC Wild [160]

Pm3b Wheat CC–NBS–LRR protein; resistance to Blumeria
graminis f. sp. tritici

MBC STA - [161]

Pi9 Rice NBS–LRR protein; resistance to Magnaporthe
grisea

MBC FC Wild [162]

Rpg5 Barley Protein kinase; resistance to Puccinia graminis
f. sp. secalis

MBC Sil FS [163]

Yr36
(WKS1)

Wheat Kinase-START protein; resistance to Puccinia
striiformis f. sp. tritici

MBC FC Wild [164]

Rdg2a Barley CC–NB–LRR protein; resistance to
Pyrenophora graminea

MBC FC Reg [165]
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Crop Traits: Gene Isolation. Table 1 (Continued)

Gene (s) Crop Molecular and phenotypic function
Cloning
methoda

Validation
methodb

Causative
changec Reference (s)

6. Plant and inflorescence architecture

tb1 Maize Transcriptional regulator (TCP); plant and
inflorescence structure

TT Co Reg [80]

tga1 Maize Transcriptional regulator (SBP); seed casing MBC Mut AC [85]

Q Wheat Transcriptional regulator (AP2); inflorescence
structure

MBC Mut Reg/AC [92]

vrs1 Barley Transcriptional regulator (HD-ZIP); spikelet
morphology

MBC Mut AC/FS [98]

nud Barley Transcriptional regulator (ERF); seed casing MBC Var, Mut CD [103]

MOC1 Rice Transcriptional regulator (GRAS); tillering MBC FC TE [107]

PROG1 Rice Transcriptional regulator (ZF); growth habit MBC FC Reg/AC [109]

7. Seed quality and color

opaque-2 Maize Transcriptional regulator (bZIP); endosperm
characteristic

TT Co TE [111]

Wx Maize Starch synthase; sticky grains TT Rev TE [113]

Wx Rice Starch synthase; sticky grains SS Var Splice [115, 116]

Sh2 Maize Pyrophosphorylase; supersweet sweet corn TT Rev TE [118]

su1 Maize Isoamylase; sweet corn gene TT Co AC [119]

Rc Rice Transcriptional regulator (bHLH); seed color MBC Mut Coding [121]

c1 Maize Transcriptional regulator (MYB); kernel color TT Co Reg [166]

y1 Maize Phytoene synthase; carotenoid content TT Rev Reg [167]

R Pea Starch branching enzyme; seed sugar content IS Co TE [168]

Brix9-2-5 Tomato Invertase; fruit-soluble solid content MBC IR Reg [169]

8. Seed shattering

sh4 Rice Transcriptional regulator (Myb3); abscission
layer formation, shattering

MBC FC Reg/AC [128]

qSH1 Rice Transcriptional regulator (homeodomain);
abscission layer formation, shattering

MBC FC Reg [129]

sh-h Rice CTD phosphatase; abscission layer
differentiation, shattering

MBC Mut, Sil Splice [131)

Jointless Tomato Transcriptional regulator (MADS); abscission
zone development, shedding

MBC FC, Sil Coding [170]

9. Tolerance to abiotic stresses

SKC1 Rice HKT-type transporters; salt tolerance MBC FC AC [134]

Sub1 Rice Transcriptional regulator (ERF); submergence
tolerance

MBC FC CD [137]
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Crop Traits: Gene Isolation. Table 1 (Continued)

Gene (s) Crop Molecular and phenotypic function
Cloning
methoda

Validation
methodb

Causative
changec Reference (s)

Alt1 Wheat Aluminum-activated malate transporter;
tolerance to aluminum toxicity

SH Co, Var, HE Reg/AC [140]

Snorkel1,
Snorkel2

Rice Transcriptional regulator (ERF); deepwater
tolerance

MBC Var, OE CD [171]

aMBC map-based cloning, TT transposon tagging, AM association mapping, HS haplotype study, SS sequence similarity, SH subtractive

hybridization, IS immunological screening
bFC functional complementation, Rev transposon revertant analysis, Co co-segregation analysis, RA recombination analysis, Var analysis of

genetic variants by sequencing, Mut mutational analysis of the candidate genes, OE overexpression, Sil silencing, IR intragenic recombi-

nation, HE heterologous expression, STA single-cell transient assay
cAC amino acid change, Coding disrupted coding sequence, FS frame shift, EStp early stop codon, Reg regulatory change, Splice intron

splicing defect, CD complete deletion, Wild introgression from wild relative,TE transposon insertion (Following Doebley et al. [1] with

modification)
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The rice sd-1 dwarfing allele, with origin from cul-

tivar Dee-Geo-Woo-Gen and used in the Green Revo-

lution dwarf variety IR8, was mapped to the long arm

of chromosome 1 [29]. Characterization and isolation

of this gene was reported in 2002 by three different

groups [30–32]. Biochemical analysis of the sd-1

mutant showed that the activity of GA20 oxidase

(GA20ox), a key enzyme in the biosynthesis of gibber-

ellin, did not function effectively in the mutant. Awild-

type GA20ox gene (GA20ox-2) was amplified by PCR

using primers based on the conserved domain of

GA20ox genes. Linkage mapping showed that this

gene mapped to the long arm of chromosome 1, tightly

linked to the sd1 locus. Compared to the wild-type Sd-1

allele, the sd-1 dwarfing allele (in Dee-Geo-Woo-Gen

and IR8) contained a 383-base-pair deletion which

produces a frame shift that creates a stop codon [30].

Another study showed RFLP markers flanking the sd-1

locus were positioned on a physical segment of chro-

mosome 1 covered by contiguous BAC clones by using

the physical map of the reference genome available in

the database. A candidate gene search identified the

GA20ox-2 gene in this region. This gene was amplified

in the wild type and mutant, and sequence comparison

revealed a 280-bp deletion in the coding region of this

gene in the mutant allele [31]. A third independent

analysis of 3,477 segregants using several PCR-based

markers localized the sd-1 locus in a 6-kb candidate

interval on chromosome 1, containing only one
predictable ORF, that of GA20ox-2. The 3,477 segre-

gants were derived from selfing of a backcross inbred

line (BIL) having close chromosomal similarity to

Sasanishiki (normal-type parent) over the whole

genome length with the only heterozygous sequences

located on sd-1 locus. Sequence comparison showed

that Habataki (semidwarf parent) has a 383-bp dele-

tion from the middle of exon 1 to upstream of exon 2,

including a 105-bp intron, resulting in a frame shift

that produces a termination codon in exon 3 [32].

These evidence clearly defined the identity of the Sd-1

dwarfing gene and the mutant sd-1 alleles.
Flowering or Heading Date

Heading date or flowering time is an important trait for

the adaptation of crops to different cultivation areas. In

rice, heading date is determined mainly by two factors:

duration of the basic vegetative growth and photope-

riod sensitivity (PS) [33]. Genetic analysis of heading

date in rice cultivars Kasalath and Nipponbare showed

that a number of quantitative trait loci, termed Hd

(heading date) determine the genetic variation for

flowering time [34]. Day-length treatment sensitivity

tests with an NIL of Hd6 [NIL(Hd6)] revealed the Hd6

PS phenotype, with the Kasalath allele increasing days-

to-heading under natural and long-day conditions but

not under short-day conditions. Linkage analysis of an

advanced backcross progeny mapped Hd6 on the long
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arm of chromosome 3 as a single Mendelian factor

[35]. High-resolution mapping using 2,807 segregating

plants derived from an advanced backcross progeny, in

which the region around Hd6 was heterozygous and

almost all other regions were homozygous for

Nipponbare, delimited Hd6 to a 26.4-kb genomic

region. The sequence analysis of this region identified

one gene with deduced amino acid sequence having

high homology (>90%) to the a subunit of protein

kinase CK2 (CK2a) in maize and Arabidopsis.

Sequence comparison showed a single-nucleotide sub-

stitution within the coding region, which changed the

lysine codon (AAG) in Kasalath to a premature stop

codon (TAG) in Nipponbare. Functional complemen-

tation was performed by introducing the Kasalath

genomic fragment carrying the CK2a gene into

Nipponbare and the transgenic plants scored under

natural day-length condition showed late heading,

indicating that the Kasalath allele of CK2a increases

days-to-heading [33].

Another heading date locus Hd1 was characterized

by high-resolution mapping using 1,505 early heading

BC3F3 segregants derived from a cross between

Nipponbare and Kasalath, which resolved the locus to

a genomic region of 12 kb. Sequence analysis of the

region identified one putative gene with considerable

similarity to the CONSTANS (CO) gene, known to be

involved in photoperiod response in Arabidopsis.

Sequence comparison showed a 2-bp deletion in the

second putative exon of the Kasalath allele resulting in

a premature stop codon and a predicted shorter protein

than the wild-type Nipponbare protein. Functional

complementation was performed by transferring the

candidate Hd1 region from Nipponbare into a NIL of

Nipponbare carrying an introgression of Kasalath

nonfunctional Hd1 allele. Transgenic plants showed

earlier heading under short-day conditions than the

NIL control and null-segregants. These results provide

clear evidence that the Hd1 sequence in the candidate

genomic region retains the function of photoperiod

response [34].

The Hd3a locus was roughly mapped on chromo-

some 6. NIL(Hd3a), an NIL homozygous for the

Kasalath allele at the Hd3a locus in the genetic

background of Nipponbare, headed earlier than

Nipponbare under SD conditions and headed at almost

the same date as Nipponbare under LD and natural
field conditions [36]. High-resolution mapping using

2,207 segregants delimited Hd3a to a 20-kb genomic

region, whose sequence revealed one putative gene with

high similarity to the FLOWERING LOCUS T (FT)

gene, which promotes flowering in Arabidopsis. In

this study, the nucleotide polymorphism that caused

the allelic difference between Kasalath and Nipponbare

Hd3a could not be clarified [37].
Fruit Weight and Grain Yield

The domestication and improvement of crops has been

accompanied by increase in size and yield of harvest-

able products. Cultivated tomatoes (Solanum

lycopersicum) have hence undergone more than a

100-fold increase in mass over their wild relatives.

A major quantitative trail locus (QTL) for fruit weight,

fw2.2, was mapped to the same position on

chromosome 2 in an introgression line F2 derived

from S. lycopersicum x Lycopersicon pennellii and

a backcross 1 (BC1) population derived from

S. lycopersicum x. Lycopersicon pimpinellifolium. The

fw2.2 locus accounts for 30% and 47% of the total

phenotypic variance in the L. pimpinellifolium and

L. pennellii populations, respectively, indicating that

this is a major QTL controlling fruit weight in both

species. The small-fruit L. pennellii allele for fw2.2 is

semidominant to the large-fruit S. lycopersicum allele

[38]. High-resolution mapping using 3,472 F2 plants

derived from a cross between S. lycopersicum and a NIL

containing a small introgression from L. pennellii

narrowed down fw2.2 to a less than 150-kb region

[39]. A yeast artificial chromosome (YAC) containing

fw2.2 was used to screen a cDNA library constructed

from the small-fruit L. pennellii. Four unique tran-

scripts were identified and used to screen a L. pennellii

cosmid library, identifying four positive,

nonoverlapping cosmids (cos50, cos62, cos69, and

cos84), one corresponding to each unique transcript.

These four cosmid clones were transformed into two

tomato cultivars carrying the partially recessive large-

fruit allele of fw2.2. R1 progeny of primary

transformants carrying cos50, but not other cosmids,

showed a statistically significant reduction in fruit

weight compared to null-segregants, indicated that

fw2.2 is contained within cos50. Sequence analysis of

cos50 revealed two open reading frames (ORFs): one
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corresponding to cDNA44, which was used to isolate

cos50, and another 663-nucleotide (nt) gene, ORFX,

for which no corresponding transcript was detected in

the initial cDNA library screen. Analysis on a single

recombination event used in the previous mapping

showed that ORFX is the likely cause of the fw2.2

QTL phenotype. Semiquantitative reverse transcrip-

tase-polymerase chain reaction (RT-PCR) analysis

showed that the relative level of the ORFX transcript

in the carpels of the small-fruited NIL was significantly

higher than in the large-fruited NIL. Analysis of the

predicted amino acid sequence of ORFX indicated that

it is a soluble protein with alpha/beta-type secondary

structure, and has a structural similarity to the human

oncogene c-H-ras p21. Sequence comparison of

L. pennellii and S. lycopersicum ORFX regions indicated

that the fw2.2 phenotype is probably not caused by

differences within the coding region of ORFX, but by

one or more changes upstream in the promoter region

of ORFX [40].

Grain yield is a complex crop trait determined

mainly by the three component traits, number of pan-

icles, number of grains per panicle, and grain weight; all

of which are typical quantitative traits. In rice, the

developments in genome mapping, sequencing, and

functional genomic research have provided the neces-

sary tools for dissecting the genetic andmolecular bases

of these quantitative traits [41].

The rice grain number gene Gn1 was first roughly

mapped on the short arm of chromosome 1 using 96 F2

individuals derived from heterozygote (Gn1/gn1)

plants of NIL-Gn1 carrying the Gn1 region from culti-

var Habataki in the Koshihikari background. Habataki

plants have been known to produce more grains in

their main panicle than Koshihikari plants. It was

found that Gn1 consisted of two loci, QTL-Gn1a and

QTL-Gn1b. High-resolution mapping using 13,000 F2

plants derived from heterozygotes (Gn1a/gn1a) of NIL-

Gn1a narrowed down the Gn1a region into a 6.3-kb

interval containing one reading frame with high simi-

larity to cytokinin oxidase/dehydrogenase (CKX),

named OsCKX2. Sequence comparison between

Habataki and Koshihikari revealed several nucleotide

changes, including a 16-bp deletion in the 50-
untranslated region, a 6-bp deletion in the first exon,

and three nucleotide changes resulting in amino acid

variation in the first and fourth exons of the Habataki
allele. However, protein expression study in Saccharo-

myces cerevisiae showed both Habataki and Koshihikari

alleles of OsCKX2 encode functional enzymes.

Sequence analysis of 5150, a rice variety from China

producing higher grain number, detected 11-bp dele-

tion in the coding region of this gene creating

a premature stop codon. The coincidence of the

OsCKX2 null allele and a higher grain number

suggested that a reduction or loss of function of

OsCKX2 enhanced grain production. Confirmation

was done by introducing antisense strands of OsCKX2

into an easily transformable cultivar Taichung 65

(TC65), which possesses the Koshihikari allele of

OsCKX2. Transgenic plants with reduced levels of

expression developed higher grain numbers. Reverse

Transcription (RT)-Southern blotting showed that

the highest levels of OsCKX2 expression in inflores-

cence meristems were found in Koshihikari, but were

less abundant in Habataki and NIL-Gn1a and

extremely low in 5150. These results suggested that

the phenotypic differences observed might have been

caused by differential transcription of OsCKX2 [42].

The rice GS3 grain weight gene was mapped to the

pericentromeric region of chromosome 3 [43]. Near-

isogenic lines (NILs) of GS3 were developed by succes-

sive crossing and backcrossing Minghui 63 (large

grain) with Chuan 7 (small grain), using Minghui 63

as the recurrent parent. High-resolution mapping

using 1,384 BC3F2 individuals with the recessive phe-

notype (large grain) derived from one BC3F1 plant

heterozygous for the GS3 region and containing the

least genetic background from Chuan 7 delimited the

GS3 region to 7.9 kb. A full-length cDNAwas identified

that matched well with the region, and sequence anal-

ysis of the predicted GS3 protein revealed the presence

of a combination of multiple domains. Comparative

sequencing analysis using six cultivars including three

with long grains and three with short to medium grains

indicated that all the large-grain varieties tested share

the same nonsense mutation in the second exon of the

GS3 gene that causes a 178-aa truncation in the

C-terminus of the predicted protein. These findings

suggest that GS3 may function as a negative regulator

to prevent the growth and size of the grain [44].

TwoQTLs for grain widthweremapped to the short

arm of chromosome 2 [45, 46). Subsequently, a major

QTL for grain width GW2, was mapped to the same
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region using an F2 population derived from a cross

between WY3 (1,000-grain weight, 41.9 � 1.3 g) and

Fengaizhan-1 (FAZ1) (1,000-grain weight, 17.9 �
0.7 g). High-resolution mapping using 6,013 BC3F2

plants narrowed the GW2 locus to an 8.2-kb region.

Only one predicted ORF was considered a viable can-

didate for GW2 in this region [47]. Homology search in

databases showed that GW2 encodes a previously

unknown RING-type protein with E3 ubiquitin ligase

activity, which is known to function in the degradation

by the ubiquitin–proteasome pathway. Comparison of

the nucleotide sequences of the FAZ1 and WY3 alleles

of GW2 uncovered a 1-bp deletion resulting in

a premature stop codon in exon 4 of the WY3 allele.

The premature stop codon led to truncation of 310

amino acid residues; the remaining portion of the

protein consisted of a 115-residue polypeptide of

�13 kDa. Sequence analysis of GW2 from Oochikara,

another rice variety that has a wider grain width, sim-

ilar to WY3, showed a nucleotide sequence identical to

the WY3 allele. These data indicate that reduction or

loss of function of GW2 results in increased grain

width. Rice transformation was used to produce trans-

genic plants expressing different levels of GW2. The

transgenic plants with antisense strands of GW2 and

with reduced levels of endogenous expression had

a significantly wider grain width than plants containing

the vector control. Transgenic plants overexpressing

GW2 cDNA under the control of the 35S promoter,

which produced high levels of expression, showed

reduced grain width [47].
Disease Resistance

Disease resistance loci (R genes) conferring resistance to

specific races of the pathogen, carrying corresponding

avirulence (Avr) genes, have been studied in light of the

gene-for-gene hypothesis proposed by Flor [48]. Plants

that contain such race-specific R-genes with resistance

to specific pathogen races, offer an interesting system to

study plant pathogen interactions, although the genes

are very rarely useful in the crop as they are quickly

overcome by the pathogen gaining virulence.

In addition, there are non-race-specific disease

resistance loci which provide plant resistance to

a wider range or races of the pathogens. The first

plant resistance gene cloned was Hm1 from maize,
which belonged to this class of resistance genes, was

isolated by transposon tagging [49]. Two RFLP probes

were mapped to 5 centimorgan (cM) proximal and

distal to the Hm1 locus, respectively, using progeny

from the cross K61/Pr1 � K61 [50]. These two probes

were used to classify segregating progeny of transposon

insertion hm1mutants to determine whichHM1 alleles

they had inherited. A transposable element probe was

then used to identify a restriction fragment that

cosegregated with hm1 mutant allele. This fragment

was isolated and sequenced, and the DNA flanking

the transposon insertion was used as probe in northern

blot analysis. A 1.3-kb RNA band was detected in

polyadenylated [poly(A)+] RNA from the resistant

inbred strain Pr1 (Hm1-Pr1), while the susceptible

strain, K61 (hm1-2), and the mutants either had no

detectable hybridizing mRNA, or anmRNAof aberrant

size. Difference at the transcriptional level between

resistant and susceptible genotypes makes it unlikely

that susceptible genotypes possess an alternative form

of HM1 with specificity for a substrate other than HC

toxin. A 1.6-kb cDNA clone was isolated by homology

with the probe and sequenced. DNA sequence data-

bases revealed homology between the HM1 cDNA and

the NADPH-dependent dihydroflavonol-4-reductase

(DFR) genes of maize, petunia, and snapdragon. This

homology supports the prediction that HM1 encodes

HC toxin reductase (HCTR) [49].

Among the race-specific R-genes, the tomato-leaf

mold interaction has been well studied and yielded the

first examples of cloned R-genes. The avirulence gene

Avr9 in the leaf mold fungus Cladosporium fulvum was

shown to specify a 28-amino acid secreted peptide that

elicits a necrotic response when injected into tomato

plants carrying the Cf-9 resistance gene [51]. The Cf-9

gene was introgressed into cultivated tomato fromwild

species L. pimpinellifolium accession PI126915 [52].

The Cf-9 locus was mapped to the short arm of chro-

mosome 1 [53], and a targeted transposon tagging

strategy was employed to isolate the Cf-9 gene [54].

A tomato line homozygous for Cf-9 was crossed to

a transgenic tomato line carrying a Ds element located

3 cM from the Cf-9 locus, and additionally to a trans-

genic tomato plant containing a stabilized Ac (sAc)

element. The F1 plants were crossed and the progenies

selected to produce tagging parents heterozygous for

Ds and sAc and homozygous for Cf-9. To tag Cf-9 the
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tagging lines were crossed as female parents to a tomato

line homozygous for the Avr9 transgene and lacking

Cf-9. The progeny of this cross, which were heterozy-

gous for Cf-9 and Avr9, became necrotic and died

shortly after seed germination, but the mutants for

Cf-9 survived. Approximately 160,000 progeny were

germinated and 118 survivors were recovered. A total

of at least 37 independent Ds insertions into Cf-9 were

identified. Specific Cf-9 primers were used in conjunc-

tion with Ds primers to map the Ds insertions on the

basis of PCR product size. Twenty-eight Ds insertions

were mapped to the same 3-kb region of the tomato

genome. All stable mutants tested were susceptible to

race 5 of Cladosporium fulvum, which indicates con-

cordance between the loss of response to the Avr9

transgene and loss of resistance to a race of the fungus

carrying Avr9. Isolation via plasmid rescue and

sequencing of the flanking genomic sequence showed

that Cf-9 encodes a putative membrane-anchored

extracytoplasmic glycoprotein with homology to the

leucine-rich repeat family of proteins [54].

Late blight caused by the oomycete pathogen

Phytophthora infestans, and responsible for the Irish

Potato Famine of the mid-nineteenth century that

induced vast migration, is still one of the most devas-

tating of plant diseases causing more than $3 billion

loss annually [55]. The P. infestans pathogen easily

overcomes the R-genes crossed in from various wild

relatives of potato. Diploid Solanum bulbocastanum

from Mexico, which was not easily crossable to potato

(Solanum tuberosum) cultivars, had been characterized

to have high resistance to P. infestans and was used to

characterize the resistance gene loci. The RB (for

“Resistance from S. bulbocastanum”) locus was

mapped to chromosome 8 of S. bulbocastanum [56].

BAC walking by the reiterative screening of a BAC

library using probes derived from the ends of previ-

ously identified BAC clones, was initiated using linked

RFLP markers and the contig subsequently used to

develop PCR-basedmarkers to enhancemap resolution

in the RB region. High-resolution mapping using 542

BC2, 1,060 BC3, and 206 BC4 genotypes delimited the

RB region to approximately 55 kb [57]. This region

contained one truncated and four complete CC–

NBS–LRR (coiled coil–nucleotide binding site–

Leu-rich repeat)-class R-gene analogs (RGAs). Each of

the four complete RGAs was amplified from
S. bulbocastanum using Long Range-PCR and cloned

into a binary vector for complementation studies.

Katahdin, a late blight susceptible potato variety was

transformed with the four complete R-gene analogs.

Only the transgenic plants containing RGA2-PCR con-

struct displayed resistance to all six isolates of

P. infestans, including 126C18, a “super race” that over-

comes all 11 major R genes identified in Solanum

demissum, the complementation demonstrating that

RGA2 represents the functional RB gene [58].

In a simultaneous effort to the analysis of the RB

locus, the Rpi-blb1 resistance locus was characterized in

intraspecific crosses between S. bulbocastanum acces-

sions segregating for resistance, and mapped closely to

marker CT88 on chromosome 8 [59]. A BAC contig

was isolated across the Rpi-blb1 locus, and sequence

analysis revealed 4 RGAs of the CC–NBS–LRR class.

One of the genes termed Rpi-blb1 complemented

potato and tomato cultivars to confer resistance

to complex races of the P. infestans pathogen. In

subsequent analysis of resistant complex inter-

specific hybrids designated ABPT derived from

S. bulbocastanum, the Rpi-blb2 locus was identified and

mapped to a position on chromosome 6 at a similar

position as the tomato Mi locus (see below) conferring

resistance to nematode, aphids, and white flies. The

Rpi-blb2 locus harbored 15 Mi-1 gene homologues, one

of which conferred P. infestans resistance in tomato and

potato. The Rpi-blb2 protein shares 82% sequence

identity to the tomato Mi-1 protein and exemplifies the

evolution of a resistance gene cluster to confer diverse

resistance specificity to awide range of organisms such as

nematodes, insects, and oomycetes [60].

The barley recessive mlo locus conferring resistance

against the fungal pathogen Blumeria graminis f. sp.

hordei (Bgh) has been mapped on chromosome 4 [61].

High-resolution mapping using 2,022 F2 segregants

identified a DNA marker cosegregating with mlo and

two flanking markers at a distance of 0.24 and 0.4 cM,

respectively. Screening of a large insert yeast artificial

chromosome (YAC) library identified three YAC clones

containing the cosegregating marker and two flanking

markers. Subcloning experiments of one YAC clone

into bacterial artificial chromosome (BAC) vector and

further mapping and sequencing delimited the mlo

region to 30 kb. Sequence analysis identified one

sequence contig of 5.8 kb, including the cosegregating
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marker, revealing an extensive region of high coding

probability. Reverse transcriptase-PCR using a series of

primers deduced from this region and sequencing

revealed a single extensive open reading frame (ORF)

of 1,599 bp. The deduced 60 kDa protein was predicted

to be membrane-anchored by at least six membrane-

spanning helices. Genomic PCR-based sequencing of

11 mutagen-induced mlo resistance alleles and their

corresponding wild-type DNAs identified nucleotide

alterations (point mutations or deletions) in all tested

mutant alleles that at the amino acid level result either

in single amino acid substitutions or truncated versions

of the predicted wild-type protein. A comparison

among the wild-type gene sequences of seven tested

barley cultivars indicated not a single amino acid dif-

ference. Inter-mutant crosses were performed using

lines containing different mutant alleles. F2 seedlings

were screened for rare disease–susceptible individuals

after inoculation with an isolate of powdery mildew

which is virulent on each of the parentalMlo wild-type

cultivars. Homozygous susceptible F3 progeny were

isolated and used for molecular analysis using RFLP

markers tightly linked (<4 cM) on each side of theMlo

locus. Seven susceptible individuals exhibited flanking

molecular marker exchange, indicating reciprocal

crossover (CO) events. Genomic PCR-based sequenc-

ing demonstrated that all seven CO type recombinants

restored wild-type sequences [62].

Root-knot nematodes (Meloidogyne spp.) are endo-

parasites of thousands of crop species and are impor-

tant pests of tomato worldwide [63]. The root-knot

nematode resistance gene (Mi) was introduced into

cultivated tomato, S. lycopersicum, from its wild relative

Lycopersicon peruvianum in the early 1940s [64], and

today it provides the only form of genetic resistance

against this pathogen. TheMi locus was localized to the

short arm of chromosome 6 [65] and multiple markers

linked to Mi were identified [66–69]. In these studies, it

was found that the nematode-resistant tomato line

Motelle, and related lines, retained only a small

introgressed region (650 kb) fromL. peruvianum. Efforts

to localize the Mi gene were hampered for many years

because of the severe repression of recombination near

this gene in Lycopersicon esculentum lines carrying

the introgressed L. peruvianum DNA [67, 68, 70].

This handicap was circumvented by screening

large populations of tomato for recombinants and by
identifying recombinants within L. peruvianum

populations [71]. After data from S. lycopersicum and

L. peruvianum recombinant analyses were combined,

Mi could be localized to a genomic region of <65 kb.

Subcloning experiments of one YAC clone containing

the Mi locus identified four overlapping BACs hybrid-

izing to the Mi-flanking DNA probes. Large-scale

sequencing of two BACs identified six open reading

frames; three of these are homologous to each other

and to previously identified R genes of the nucleotide

binding–LRR class. Two of them, Mi-1.1 and Mi-1.2,

appear to be intact genes; the third is a pseudogene

predicted to not encode a functional product. Comple-

mentation studies were performed by transforming

a nematode-susceptible tomato line using constructs

containing the Mi-1.1 and Mi-1.2 genes. Eighty-seven

percent of transformants carryingMi-1.2were resistant

to the root-knot nematode, whereas all transformants

carrying Mi-1.1 were completely susceptible,

confirming Mi-1.2 as the functional Mi-1 gene [72].

In cultivated tomato, tomato mosaic virus (ToMV)

infections are controlled by the introgressed Tm-1, Tm-2,

and Tm-22 resistance (R) genes [73, 74]. Among these

resistances the Tm-22 resistance was shown to be

remarkably durable and, therefore, of ongoing practical

importance. The Tm-22 locus has been localized to

tomato chromosome 9, but map-based cloning of this

gene has been shown to be difficult, especially due to

the lack of recombination in the centromeric region

[75]. The two-component Ac/Ds transposon system

was utilized to isolate the tomato Tm-22 gene.

A tomato line (homozygous Tm-22) was crossed with

another line (homozygous for sAc). One F2 plant from

this cross (homozygous for both sAc and Tm-22) was

subsequently used in a cross with a tomato line having

Ds transposon on chromosome 9 with distance 2 cM

from the resistance gene. About 100 independent

plants with the genotype Ds/–; sAc/–; Tm-22/Tm-22

were selected and used as males and females in a cross

with a transgenic tomato line which is homozygous for

the ToMV MP (Movement Protein) gene for a large-

scale tagging experiment. Previous observation had

shown a lethal combination of the Tm-22 gene and

the ToMVMP transgene in the seedling stage of tomato

plants. From about 30,000 seeds obtained from these

crosses, five putative mutants were obtained. All

contained the Ds element and the MP gene and only
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one mutant plant still contained sAc. To test whether

these five putative mutants were really mutants in the

Tm-22 gene, cuttings of these plants were inoculated

with ToMV. All the five putative mutants were suscep-

tible to ToMV infection. Plasmid rescue was used to

obtain transposon-flanking plant DNA from the

mutant plants. Sequencing of 9.8 kb of rescued plant

DNA identified an open reading frame (ORF) of

2,586 bp, which corresponds to a polypeptide of 861

amino acids. In silico analysis of the ORF did not

predict the presence of introns. The polypeptide

encoded by the 2,586-bp ORF shows the characteristics

of the CC–NBS–LRR class of R proteins, and the 50-
and 30-RACE experiments confirmed the prediction of

the gene structure. Functional complementation was

performed by introducing either Tm-22 gene under the

control of its own promoter and polyadenylation signal

or Tm-22 gene under the control of the CaMV 35S

promoter and the NOS polyadenylation signal into

a susceptible tomato line. The transgenic plants of the

two constructs were resistant to ToMV [76].
Plant and Inflorescence Architecture

Maize Domestication Traits Most crop plants differ

considerably from their wild ancestors in major mor-

phological phenotypes that have probably resulted

from visual selection of desired plant type. This is

most dramatic in maize, where the major difference

between maize and its probable wild ancestor teosinte

is that teosinte typically has long branches with tassels

at their tips whereas maize possesses short branches

tipped by ears [77]. Most of the variation for the dra-

matic differences in inflorescence morphology between

maize and teosinte is explained by five quantitative trait

loci (QTLs) [78]. Complementation tests indicated

that one of these QTLs, which is on chromosome arm

1L, is the locus for the maize mutant teosinte branched l

(tbl) [79]. To isolate the tb1 gene, homozygous tb1-ref

(a spontaneous mutant in a maize population) plants

were crossed to an active Mu transposon line, and

26,000 F1 plants were grown. Among these, three new

tb1 mutants (tb1-mum1, tb1-mum2, tb1-mum3) were

observed. Each new mutant was crossed to maize

inbred A532, and 14 progeny from each of these crosses

were used for Southern blot analysis with marker

loci that closely flank tb1 to discriminate progeny that
possessed the tb1-ref versus the new Mu alleles.

The progeny were also screened by Southern blot

analysis with Mu element probes, and a Mu3 element

that cosegregated with tb1-mum1 was identified.

Overlapping genomic restriction fragments carrying

the cosegregating Mu3 element were cloned into l
vectors. Subclones of these were used for Southern

blot analyses of the 20 progeny of each of the three

mutant plants, showing that each of these mutants has

an insertion into this region of the genome that did not

exist in their sibs and the progenitor stocks. These

observations provided the crucial evidence that the

tb1 has been newly tagged. Portions of the l clones

were sequenced and oligonucleotide primers were

designed to be used in conjunction with a Mu-specific

primer to amplify the insertion fragments for each of

the three Mu alleles. DNA sequence analysis of these

fragments identified the Mu insertion point of each

allele. A 0.8-kb restriction fragment flanking the Mu

element was used to screen a cDNA library derived

from immature ear. A single clone with a 1,360-bp

insert, excluding the poly(A)tail was obtained. The

cDNA sequence is fully collinear with the genomic

sequence of maize inbred A619, without any evidence

for introns. BLAST analysis with the sequence showed

that tb1 shares two short regions of homology with the

snapdragon cycloidea gene. The pattern of tb1 expres-

sion and the morphology of tb1 mutant plants suggest

that tb1 acts both to repress the growth of axillary

organs and to enable the formation of female inflores-

cence. The maize allele of tb1 is expressed at twice the

level of the teosinte allele, suggesting that gene regula-

tory changes underlie the evolutionary divergence of

maize from teosinte [80]. Analysis of nucleotide poly-

morphism in tb1 gene of maize and teosinte

populations showed that during maize domestication

the effects of selection were limited to the gene’s regu-

latory region and could not be detected in the protein-

coding region [81]. Fine mapping showed that the

intergenic sequences approximately 58–69 kb 50 to the

tb1 cDNA confer pleiotropic effects on Zea mays mor-

phology. Moreover, an allele-specific expression assay

showed that sequences >41 kb upstream of tb1 act in

cis to alter tb1 transcription [82].

The most critical step in maize (Zea mays ssp.mays)

domestication was the liberation of the kernel from the

hardened, protective casing that envelops the kernel in
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the maize progenitor, teosinte [83]. This evolutionary

step exposed the kernel on the surface of the ear, such

that it could readily be used by humans as a food

source. A large effect QTL for glume induration

(husk hardening) was mapped to chromosome 4

using two F2 populations derived from crosses between

maize race Reventador (Nay 15) and Balsas teosinte, Z.

mays ssp. parviglumis or between maize race Chapalote

and Z. mays ssp. mexicana [84]. This large-effect QTL

segregates as a single Mendelian locus in an isogenic

background, and has been designated tga1 [83]. Maize

Mo17 bacterial artificial chromosome (BAC) libraries

were screened using a marker on maize chromosome 4,

which is tightly linked to tga1 and a BAC contig near

tga1 was identified. The BAC end and other sequences

from this contig were used to BLAST search the rice

genome sequence, and a region on rice chromosome

8 that is collinear with the region near tga1 on maize

chromosome 4 was identified. Subsequent BLAST

searches using the collinear rice sequence identified

a second maize Mo17 contig near tga1. Marker analysis

showed that these 2 contigs flank tga1. Maize B73

contigs that correspond to the two Mo17 contigs were

subsequently identified. DNA sequence analysis

revealed that the two B73 contigs overlap, and could

be merged to a single supercontig of �1.5 megabases.

Fine mapping using 3,106 F2 plants delimited tga1 to

a 6-kb region. Further BLAST searches using the 6-kb

region at tga1 revealed that it has homology to SBP

(squamosa-promoter binding protein) transcriptional

regulators. DNA sequence analysis of the SPB gene for

the tga1-ems1 stock, another tga1 allele generated by

ethyl methanesulfonate mutagenesis of maize line W22

that matched the phenotype of the teosinte allele in

homozygous state, revealed that it differs from its

parental (W22) allele by a nonconservative amino

acid substitution of a phenylalanine for a leucine at

position 5. This mutation in the tga1-ems1 allele con-

firmed the conclusion from positional cloning that tga1

is the SBP gene, and demonstrated that a single amino

acid substitution was sufficient to confer the difference

between the maize and teosinte phenotypes. Northern

blots, real-time PCR, and in situ hybridization did not

show any quantitative or qualitative differences in tga1

expression between the isogenic lines (W22 and W22:

tga1) or between the maize inbred W22 and teosinte

itself, suggesting that differences between themaize and
teosinte proteins may be critical to phenotype. Further

mapping using seven additional recombination events

within the 6-kb region narrowed the location of the

causative site for the functional difference between

maize and teosinte phenotypes to a 1,042-bp segment.

DNA sequence analysis of this 1,042-bp segment using

16 diverse maize and 12 teosinte individuals identified

seven fixed differences between maize and teosinte. Six

of these seven are single base-pair polymorphisms that

lie just 50 of the coding sequence and potentially affect

tga1 expression. The seventh difference encodes an

amino acid substitution of lysine (K) in teosinte to

asparagine (N) in maize at position 6. Western blot

analysis showed that tga1 protein encoded by the teo-

sinte allele is more abundant than the one encoded by

the maize allele over a range of developmental stages

that might underlie the phenotypic differences.

The K ! N substitution might alter protein stability,

or it might affect translation efficiency or protein

function [85].
Wheat Inflorescence In wheat, the Q allele confers

the square-headed phenotype and free-threshing char-

acter, and is possessed by most of the cultivated wheats,

but most wild wheats have the q allele and, therefore,

speltoid spikes that are not free threshing [86]. Early

experiments involving the cytogenetic analysis of aneu-

ploid (abnormal chromosome number) plants located

theQ gene on the long arm of chromosome 5A [87, 88].

Using chromosome deletion lines, Endo and Gill

(1996) physically mapped the Q gene to

a submicroscopic deletion interval on the long arm of

chromosome 5A [89]. Comparative mapping of anon-

ymous RFLP clones, AFLP (amplified fragment length

polymorphism) markers, and mRNA differential dis-

play analysis of lines which have deletion break points

that flank the Q locus identified 18 markers within the

Q gene deletion interval. These markers were used to

construct a genetic linkage map of the region in F2

populations derived from chromosome 5A disomic

(homologous chromosome pair) substitution lines.

The genetic map corresponding to the deletion

segment was 20-cM long, and markers as close as

0.7 cM to the Q gene were identified [90]. The closest

marker to the Q gene was used to screen four high-

density Triticum monococcum BAC filters resulting in
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the identification of one BAC clone. Chromosome

walking involved the reiterative screening of the BAC

library using probes derived from the ends of previ-

ously identified BAC clones. A BAC contig was then

constructed that spans a physical distance of 300 kb

corresponding to a genetic distance of 0.9 cM. The

physical map of T. monococcum had perfect colinearity

with the genetic map of wheat chromosome arm 5AL.

Analysis of fast neutron q mutants using markers

derived from the BAC contig at the Q locus confirmed

that the T. monococcum BAC contig spanned the Q

locus and narrowed the region for prospective Q gene

candidates to a 100-kb segment, which contains an

APETALA2 (AP2)-like gene that cosegregates with Q

[91]. Sequence analysis showed that this AP2 gene

consists of ten exons and nine introns. The M2 gener-

ation of a population of Triticum aestivum cv.Chinese

Spring (CS) EMSmutants was screened for the speltoid

phenotype to identify putative knockouts. Three

speltoid mutants harboring point mutations within

the AP2 gene were identified. One mutant had

a single base substitution in an AP2 DNA binding

domain (exon 5) that resulted in the change of

a cysteine to a tyrosine. Two other mutants had point

mutations in the donor site of intron 2 and the acceptor

site of intron 7, respectively, resulting in alternate splic-

ing in these mutants. The sequence analysis of the

mutants validated that the AP2 gene is the Q locus.

Comparison of the genomic sequences of the AP2 gene

revealed six conserved differences between Q- and

q-containing genotypes. Four of these differences,

including a variable microsatellite (DNA sequence

repeat), were present in introns and one was in the

30 UTR. One conserved nucleotide difference changed

a predicted amino acid where, at position 329,

all Q-containing genotypes possessed an isoleucine

while all q-containing genotypes possessed a valine.

Yeast two-hybrid analysis showed that the full-length

Q protein has the ability to form a homodimer,

whereas the point mutation of q greatly reduced

homodimer formation of the full-length q protein.

Rachis fragility, glume shape, and glume tenacity mim-

icked the q phenotype in transgenic plants exhibiting

posttranscriptional silencing of the transgene and the

endogenous Q gene. Variation in spike compactness

and plant height were associated with the level of trans-

gene transcription due to the dosage effects of Q [92].
Barley Inflorescence Barley spikes have a unique

structure consisting of three one-flowered spikelets at

each spike node. Cultivated barley, Hordeum vulgare

subsp. vulgare, can be divided into two forms according

to the morphology of the spikelets: two-rowed and six-

rowed. The two-rowed condition is believed to be

primitive, because wild barley, Hordeum vulgare

subsp. spontaneum, is two-rowed. Row type is con-

trolled by multiple alleles at the vrs1 locus (formerly v

for vulgare) on chromosome 2H [93, 94]. A recessive

mutation from Vrs1 to vrs1 changes two-rowed barley

to six-rowed barley. High-resolution mapping using

373 BC7F1 plants and 278 BC6F2 plants identified

four RFLP-derived STS markers closely linked to the

vrs1 locus [95]. The orders of four marker loci and vrs1

locus were the same in six different mapping

populations developed from nine different barley cul-

tivars (H. vulgare subsp. vulgare) or mutant and wild

barley (H. vulgare subsp. spontaneum) [96]. Five AFLP

markers within the 0.9-cM region associated with the

vrs1 locus were subsequently developed using well-

characterized near-isogenic lines as plant materials

[97]. Recombinants within the 0.9-cM region were

analyzed further using STS markers generated from

ESTs (expressed sequence tags) and BAC DNA

sequences. PCR screening of BAC clones of cv. Morex

using an STS marker located 0.01 cM proximal to the

vrs1 locus isolated one BAC clone. Chromosome walk-

ing identified six bacterial artificial chromosome

(BAC) clones covering completely the candidate geno-

mic region. The contig containing vrs1 is composed of

518,343 bp. Annotation showed three predicted genes:

HvHox1 and HvEP2 appeared to be intact genes,

whereas HvEP1 is highly degenerated and interrupted

by several insertions of transposable elements. HvHox1

is the only gene that lies between two markers that

define the break points and is thus a likely candidate

for Vrs1. The ORF of two-rowed barley encoded

a polypeptide composed of 222 amino acid residues,

including a homeodomain-leucine zipper (HD-ZIP)

motif. Expression of Vrs1 was strictly localized in the

lateral-spikelet primordia of immature spikes,

suggesting that the VRS1 protein suppresses develop-

ment of the lateral rows. Loss of function of Vrs1

resulted in complete conversion of the rudimentary

lateral spikelets in two-rowed barley into fully devel-

oped fertile spikelets in the six-rowed phenotype [98].
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The wild progenitor of barley, H. vulgare subsp.

spontaneum, has covered (hulled) caryopses in which

the hull (outer lemma and inner palea) is firmly adher-

ent to the pericarp epidermis at maturity. In cultivated

barley, the hulled or naked caryopsis is one of the most

important agronomic traits because of the direct link to

its use. Most cultivars have the hulled caryopsis and are

mainly used for animal feed and brewing malts. In

contrast, naked barley has a caryopsis with easily sep-

arable husks upon threshing and is suitable for edible

purposes. The naked caryopsis is considered a key

domestication character in barley because extensive

pearling to remove the hull is unnecessary [99]. The

covered/naked caryopsis in barley is controlled by

a single locus (nud, for nudum) located on chromo-

some arm 7HL [100]; the covered caryopsis allele

(Nud) is dominant over the naked one (nud). Bulked

segregant analysis on an F2 population derived from

a cross between Kobinkatagi (naked type) and Triumph

(hulled type) was performed using 1,894 primer com-

binations, and 12 AFLP markers were selected. Among

them, five closely linked and two cosegregating AFLP

markers were mapped around the nud locus using 151

F2 individuals [101]. High-resolution mapping using

2,380 segregants derived from five cross-combinations

identified AFLP-derived markers flanking the nud

locus at the 0.6-cM proximal and the 0.06-cM distal

side, respectively [102]. Further mapping using 2,828

progeny segregating for the trait from two cross-

combinations delimited the nud locus to a 0.64 cM

interval. Integration of the flanking markers into

a high-density barley expressed sequence tag (EST)

map selected two barley ESTs flanking the nud locus.

BLASTN analysis identified their respective homolo-

gous rice ESTs 370 kb apart on rice chromosome arm

6L. Two rice genes within the collinear regionwere used

as vehicles to develop closer barley markers. A BAC

library of the covered barley cultivar Haruna Nijo was

screened using the closest marker to the nud locus.

Seven rounds of chromosome walks selected

20 BAC clones and a 500 kb-contig spanning the nud

locus was constructed. In the physical map, the

nud locus was covered completely with four

overlapping BAC clones. An ethylene response factor

(ERF) family transcription factor was the only gene

that lies in the region delimited by the genetic and

physical mapping and, therefore, is considered as
a Nud candidate gene [103]. Sequencing of the nud

region obtained from two naked lines [Kobinkatagi

(a Japanese landrace) and nud-Bowman (an isogenic

line carrying the nud allele in the genetic background of

the covered cultivar Bowman)] revealed a deletion of

16,680 bp relative to the corresponding region of the

Haruna Nijo BAC contig sequence. The 16,680-bp

deletion included the entire ERF gene. Thus, the gene

structure analysis of naked cultivars supports the can-

didacy of the ERF gene. Sequence analysis of the can-

didate gene in two X-ray-induced naked mutants

showed that each of the two mutants carried

a different single base mutation in the putative func-

tional motif of the ERF gene, but their wild-type vari-

eties (Haisa’s and Ackermann’s Donaria, respectively)

had a nucleotide sequence that is identical to that of

Haruna Nijo. RNA in situ hybridization using the anti-

sense probe revealed that, in Bowman, Nud was

expressed strictly in the testa where adherence occurs,

while no signal above background was detected in

nud-Bowman. The Nud gene has homology to the

Arabidopsis WIN1/SHN1 transcription factor gene,

whose deduced function is control of cuticular wax and

cutin-related lipid biosynthesis pathways [104–106].

Staining with a lipophilic dye (Sudan black B) detected

a lipid layer on the pericarp epidermis only in covered

barley [103].

Rice Plant Architecture Tillering in rice (Oryza

sativa L.) is an important agronomic trait for grain

production. Screening of a collection derived from

spontaneous mutations identified monoculm 1 (moc1)

mutant. The moc1 plants nearly completely lose their

tillering ability, producing only one main culm, in

contrast to the multiple tillers in wild-type plants.

Genetic analysis with reciprocal crosses between moc1

and wild-type plants revealed thatmoc1 is a single locus

mutation. The MOC1 locus was mapped to the long

arm of chromosome 6 ofO. sativa using 280 F2 mutant

plants generated from the crosses between moc1 and

Minghui 63. Fine mapping using 2,010 F2 mutant

plants and newly developed molecular markers

delimited the MOC1 locus to a 20-kb region. Annota-

tion of the 20-kb sequence identified an ORF that

encodes a protein highly homologous (44% identity)

to the tomato LATERAL SUPPRESSOR (LS). The

corresponding ORF from moc1 and wild-type plants
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were amplified by PCR and sequenced. DNA sequence

comparison revealed a 1.9-kb retrotransposon inserted

in this ORF in the moc1 mutant. Transformation of

a binary plasmid carrying a 3.2-kb wild-type genomic

fragment containing the entire ORF plus a 1.5-kb

upstream sequence and the 316-bp downstream

sequence, but not the one carrying a 30 truncated

MOC1 gene, was able to rescue the monoculm pheno-

type of the moc1 mutant [107].

Typical common wild rice (Oryza rufipogon) tends

to have a prostrate growth habit during the vegetative

phase and develop erect panicle-bearing stalks during

the reproductive phase. Cultivated rice has an erect-

growth habit throughout the entire growth phase,

which may increase plant density, enhance photosyn-

thesis efficiency, and improve grain yield. A set of

introgression lines was constructed using an accession

of Yuanjiang common wild rice (YJCWR, Oryza

rufipogon) with prostrate growth habit as a donor,

and an elite indica cultivar Teqing (O. sativa) with

erect-growth habit as a recipient [108]. One introgres-

sion line (YIL18) displaying prostrate growth was

obtained, which harbored two YJCWR chromosomal

segments on the long arm of chromosome 3 and the

short arm of chromosome 7. The tiller angle of YIL18

was larger than that of Teqing. The grain number on

the main panicle (GNP) in YIL18 was only 57.6% of

that in the recipient Teqing, a result of the lesser num-

ber of primary branches and secondary branches on the

main panicle. Genetic linkage analysis within 246 F2

individuals derived from the cross between YIL18 and

Teqing showed that prostrate growth was completely

associated with a marked decrease of GNP and con-

trolled by a single semidominant gene, PROG1

(PROSTATE GROWTH 1), located on short arm of

chromosome 7. High-resolution mapping using 3,600

recessive homozygote plants with erect growth from

the F2 population delimited prog1 within an 8.8-kb

region. Only one ORF was identified within this region

that encodes a putative single Cys2-His2 zinc-finger

protein. Transformation of a binary plasmid carrying

the entireO. rufipogon PROG1with 596-bp or 2,914-bp

50-flanking regions, but not the one carrying only the

2,914-bp 50-flanking region, showed complementation

of the prostrate growth phenotype. Comparison of the

coding sequences of PROG1 in YJCWR and prog1 in

Teqing showed 15 SNPs and 6 insertion/deletions
(indels) that encoded 23 amino acid changes between

PROG1 and prog1. Sequencing of the prog1 coding

regions of 182 erect-growth varieties of cultivated rice,

including 87 indica and 95 japonica cultivars from

17 countries showed that all the cultivars contained

identical mutations as prog1 in Teqing, including 15

SNPs and 6 indels [109].
Cereal Seed Quality and Color

Cereal grain is the staple food of most of the world,

representing the major carbohydrate energy source in

the diet. One of the most important crop traits is grain

quality, which determines the price and variety of food

that can be prepared from the cereal crop. Thus the

major cereal crops such as rice, wheat, maize, barley,

and oats have undergone selection from the onset of

the crop domestication process. In comparison to

other crop traits, seed quality and color are primarily

biochemical traits and have been studied at the protein,

gene, and metabolite or grain component level.

Maize Lysine Content The protein nutritional qual-

ity of maize is improved by increase in the essential

amino acid lysine in the opaque-2 (o2) mutant locus,

which was localized on the short arm of chromosome 7

[110]. To isolate the gene by transposon tagging, nor-

mal maize strains (O2/O2) carrying a mutable allele of

C1 containing an autonomous Spm (c1-m5) or

a mutable allele of Wx containing a nonautonomous,

defective derivative of Spm (dSpm) (wx-m8) were used

as pollen donors for opaque plants (o2/o2). Three

opaque-mutable o2/o2-m kernels were selected from

approximately 530,000 F1 seeds. These kernels were

grown to maturity and self-pollinated. DNAs prepared

from leaf samples of F2 individual plants were used for

Southern blot analysis using a Spm-specific probe. The

opaque-mutable plants contained a novel 8.4-kb band

absent in both parents and missing from at least some

of the individuals that had been classified as opaque.

Those kernels that had been classified as opaque but

possessed the fragment were evidently not mutable

because of failure of the Spm to transpose, or else

transposition occurred so late in endosperm develop-

ment that revertant sectors were undetectable, giving

the kernels an opaque rather than an obvious opaque-

mutable phenotype. The fragment was cloned and
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restriction enzyme mapping of the clone revealed the

presence of a full-length, autonomous 8.3 kb Spm and

an adjacent sequence of about 150 bp. This non-Spm

region was sequenced and used as a probe on Southern

blot using a BC1 population derived from a cross

between opaque (o2/o2) and normal (O2/O2) plants.

All the plants derived from opaque (o2/o2) seeds

showed a single 6.5-kb fragment, whereas plants from

seeds with a normal phenotype (o2/O2) had a 10-kb

fragment in addition to the 6.5-kb fragment. This

demonstrates that the 150-bp Spm-fanking sequence

derived from the opaque-mutable plant represents

a single-copy sequence that cosegregates with alleles

of the o2 locus. This fragment was subsequently used

as a probe to clone a 17-kb HindIII fragment of the

wild-type O2 allele from the c1-m5 parent [111].

A cDNA library prepared from wild-type endosperms

was screened with probes derived from theO2 genomic

clone. Analysis of O2 cDNA sequence showed that the

deduced 02 protein sequence contains a “leucine-zip-

per” domain characteristic of some mammalian and

fungal transcription activation factors. DNA binding

assays demonstrated that the O2 protein or only

a fragment specifying the leucine-zipper domain

bound to two specific regions on the 50 side of the

coding sequence in a zein genomic clone [112].

Cereal Amylose Content The maize Waxy locus

determines starch quality by the level of amylose and

amylopectin. Isolation of the gene was carried out by

a combination of identification of the protein and the

gene associated with the kernel mutant phenotype. The

mutant wx-m6 and wx-m9 alleles have Ds transposon

inserts at theWx locus, while the wx-m8 allele is attrib-

utable to insertion of a defective transposon of the Spm

transposon family. Starch granules from immature

endosperm tissue of kernels carrying the wx-m6, wx-

m9, and wx-m8 alleles were isolated and the starch

granule-bound proteins were analyzed on SDS-

polyacrylamide gels [113]. When the kernels did not

contain an autonomous controlling element (either Ac

or Spm) and showed no somatic reversion of the

wx-m6, wx-m9, or wx-m8mutations, the 58 kd protein

was either not detectable or present at a very low level.

When the Spm element was present with the wx-m8

allele, sectors of endosperm tissue showed theWx phe-

notype and a 58 kd protein was present in isolated
starch granules. By contrast, when Ac was present

together with the wx-m6 allele, endosperm tissue

showed sectors that were intermediate between the

Wx and the wx phenotypes and a novel 60 kd protein

was detectable on starch granules. Hence, reversion of

the wx-m6 mutation gives a protein that is structurally

abnormal and appears to have an altered enzymatic

activity. Only the 58 kd protein is present in starch

granules from kernels that are heterozygous for the

wx-m6 and wx-m8 alleles, but contain only the Spm

element. Therefore, the structurally altered protein

detected upon reversion of the wx-m6 allele in the

presence of Ac is not detected in the presence of Spm.

Were the Wx locus a regulatory locus, both the 58 kd

and the 60 kd proteins would be present in a kernel that

is heterozygous for the wx-m6 and wx-m8 mutations

and contains the Spm element. It was concluded that

the Wx locus is the structural locus for the 58 kd

protein [113].

Poly(A)+ RNA purified from Wx and wx endo-

sperms was translated in a rabbit reticulocyte in vitro

translation system, and an antigenically related poly-

peptide was identified using antiserum raised against

the Wx protein. No major 58 kd polypeptide was evi-

dent among the translation products, but a major 65 kd

polypeptide was translated from Wx, and not from wx

poly(A)+ RNA. The 65 kd in vitro translation product

may be a precursor that is synthesized, but not

processed in the rabbit reticulocyte extract. Poly(A)+

mRNA fractions substantially enriched for Wx mRNA

were used to construct cDNA clones. Screening of

cDNA clones was performed by selective hybridization

to the mRNA sequence encoding the immunopre-

cipitable 65 kdWx polypeptide. Further testing showed

that the Wx cDNA hybridized to an abundant 2.3-kb

poly(A) + RNA present in immature endosperm of

plants homozygous for the Wx allele, but absent from

immature endosperm tissue of a plant homozygous for

a stable recessive wx allele. Finally, the Wx cDNA was

shown to hybridize to a unique sequence in maize

genomic DNA. That the unique sequence corresponds

to theWx locus was deduced from the results of hybrid-

ization analyses of DNA isolated from maize strains

with and without a Ds insertion mutation at the Wx

locus. The presence of the insertion at theWx locus was

correlated with the presence of a 2.4-kb insertion in the

sequence homologous to the cloned Wx cDNA,
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unequivocally establishing the homology of the cDNA

to the Wx locus [113]. Sequence analysis of genomic

and cDNA clones of the wild-typeWx gene showed that

the coding region comprises 3,718 bp and is composed

of 14 exons and 13 small introns. N-terminal sequenc-

ing of the mature Wx protein led to the identification

of a maize amyloplast-specific transit peptide of 72

amino acid residues [114].

The Wx gene homologues were isolated from

a number of species by isolating homologous clones

or identification of DNA/protein sequences homolo-

gous to the maize Wx gene/protein. A rice genomic

library was constructed in lEMBL-3 vector and

screened using the maize Waxy gene DNA as probe.

Two overlapping genomic clones containing the Wx

gene sequence were identified. Sequencing and align-

ment with Wx gene of maize and barley revealed that

the Wx gene in rice contains 13 introns and 14 exons.

The full-length of rice waxy preprotein is 609 amino

acid residues [115]. An analysis of Wx transcripts, Wx

protein, and amylose content of 31 rice cultivars

revealed that endosperm amylose and Wx protein con-

tents are correlated with the ability of the cultivar to

excise intron I from the leader sequence of the Wx

transcript [116]. Sticky or glutinous rice quality is

related to the low amount of amylose due to themutant

wx allele.

Sweet Corn The maize sh2 mutant used in

“supersweet” corn has negligible starch. The Sh2 gene

was predicted to be involved in carbohydrate metabo-

lism, since the mutant sh2 endosperm contains reduced

starch. Candidate Sh2 clones were identified from

a cDNA library prepared from endosperm by differen-

tial screening with labeled cDNA of near-isogenic W64

Sh2 and W64 sh2 mRNA. The 1.3-kb cDNA clone

pES6-66 hybridized to wild-type cDNA and not sh2

cDNA. Clone pES6-66 was subsequently shown to

hybridize to a restriction fragment length polymor-

phism (RFLP) associated with normal Sh2 function in

F2 segregants of Sh2� sh2 crosses in three backgrounds

[117]. To determine whether this clone was indeed Sh2

or simply a closely linked gene, a series of maize stocks

that differed only at the Sh2 locus were used, including

a wild-type Sh2 allele (progenitor), sh2-m1 (mutable)

allele containing Ds at the sh2 locus, and Sh2 revertants

[118]. Southern blot analysis using 500-bp fragment
derived from pES6-66 as probe showed that sh2-m1

yielded a fragment that is approximately 1,600 bp

larger than that seen in the progenitor or revertant.

The data are compatible with sh2-m1 containing

a 1,600-bp insertion. RNA gel blot analysis indicated

that the size of the wild-type transcript is approxi-

mately 2.0–2.2 kb. A cDNA library constructed from

poly A+ RNA of shrunken-1, bronze-mutable4 (sh1 bz-

m4) was screened using probes derived from pES6-66.

Eight of the 14 clones isolated had the 1.95-kb insert

and were almost full length. The 900-bp and 1,050-bp

EcoRI fragments from one of these clones were

subcloned and sequenced. Examination of the 1.95-kb

cDNA sequence identified only one open reading frame

(ORF) coding for 542 amino acids and making up

a polypeptide of 59,845 Da. Homology search

identified the Escherichia coli glucose-l-phosphate

adenyltransferase (ADP-glucose pyrophosphorylase or

ADP-glucose synthetase, EC 2.7.7.27) was the only

protein having significant similarity to the amino acid

sequence of the Sh2 cDNA [118].

The maize sugary1 (su1) mutant accumulates twice

as much sugar as sweet corn, having reduced starch.

Mutations at the su1 locus were generated by crossing

activeMutator (Mu) plants with standard lines. Mutant

alleles were identified following the self-pollinations of

the F1 plants. Normal and sugary sibling kernels from

a population segregating 1:1 for the nonmutant allele

Su1 and su1-R4582::Mul were germinated, and geno-

mic DNA used for Southern blot analysis using the

Mu1 fragment as probe. A 4.0-kb EcoRI fragment

containing sequences homologous to the transposon

Mu1 that cosegregated with su1-R4582::Mu1 was iden-

tified. This 4.0-kb EcoRI fragment was subsequently

cloned by screening a BAC library, based on hybridiza-

tion to a probe internal toMu1, and the genomic DNA

insert was subcloned as part of plasmid pMJ60. The

nucleotide sequence of both termini of the transposon

were determined and found to match the known

sequence ofMul. A 1.0-kb BamHI-EcoRI genomic frag-

ment flankingMu1 in the cloned DNAwas purified and

used as a hybridization probe (termed BE1000). This

genomic probe detected a 4.0-kb EcoRI fragment that

was present in all su1-R4582::Mu1/su1-Ref plants but

was missing from all Su1/su1-Ref plants. Thus, the

cloned Mu transposon is the same element that is

within or tightly linked to the su1 gene locus. Probe
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BE1000 identified a second EcoRI fragment of 2.6 kb

that was present in all plants examined, and represen-

tative of the nonmutant progenitor allele. Presumably,

insertion of the 1.4-kb transposon Mul within this

2.6-kb region resulted in the 4.0-kb EcoRI fragment

that cosegregated with su1-R4582::Mu1. Mutations of

the su1 gene locus other than su1-R4582::Mu1 were

analyzed to determine whether they also cosegregated

with physical alterations in the cloned region of the

genome. Populations segregating for the nonmutant

allele Su1 and either su1-R2412, su1-R7110, or su1-

R3162 was digested with EcoRI and probed in DNA

gel blot analysis with genomic fragment BE1000. In the

su1-R7110 and su1-R3162 families, the 4.0-kb EcoRI

fragment was present in all the seedlings grown from

sugary kernels but was not observed in any seedlings

grown from nonmutant sibling kernels. A different

EcoRI fragment, 4.6 kb in length, was found to

cosegregate with su1-R2412. The mutation su1-R2412

is likely to have occurred via insertion of a 2.0-kb

element into this same region. Approximately 200,000

lambda clones from a maize endosperm cDNA library

were screened with genomic probe BE1000. DNA from

eight different hybridizing clones was digested with

EcoRI; the largest cDNA insert was 2.4 kb in length.

Rapid amplification of cDNA ends (RACE) protocol

was used to obtain the 50 end of the sul cDNA. Sequenc-
ing of su1 cDNA and BLAST search of the deducted

amino acid sequence showed that su1 cDNA specified a

polypeptide of at least 742 amino acids, which is highly

similar in amino acid sequence to bacterial enzymes that

hydrolyze a-(1! 6) glucosyl linkages of starch [119].

Rice Seed Color Red pericarp is ubiquitous among

the wild ancestors of cultivated rice (Oryza rufipogon),

in which it is closely associated with seed shattering and

dormancy. On the other hand, most rice (Oryza sativa)

that is grown and consumed throughout the world has

white pericarp, showing that white pericarp is associ-

ated with domestication and remains under strong

selection in most rice breeding programs today.

A QTL associated with red pericarp, rg7.1, was mapped

on chromosome 7 using two independent BC2

populations derived from crosses between an accession

of O. rufipogon (IRGC-105,491) from Malaysia and, in

one case, a US tropical japonica cultivar, Jefferson, and

in the other case, a widely planted tropical indica
cultivar, IR64. The log of the odds scores associated

with the rg7.1QTL peaks in these two populations were

99 and 33, respectively [120, 121]. The peak of both

QTLs corresponded to the previously mapped position

of the mutant locus, brown pericarp, Rc [122]. Fine

mapping using 1,410 BC2F3 plants and high-

resolution mapping using 4,000 BC2F6 plants

narrowed the rg7.1 QTL to an 18.5-kb region. Two

genes encoding CACTA type, En/Spm subclass, trans-

poson proteins, and one gene encoding bHLH protein

were detected within the 18.5-kb target region.

Sequence comparison of bHLH locus between cv Jef-

ferson and H75, an Rc mutant stock belonging to the

japonica subspecies, carrying a functional allele, but

much more closely related to cv Jefferson than to O.

rufipogon, showed that the coding sequence of the

bHLH allele in H75 was identical to the cv Jefferson

sequence except for a 14-bp indel in exon 6. This 14-bp

sequence was present in the H75 stock as well as in O.

rufipogon, but was deleted in cv Jefferson and cv

Nipponbare. The deletion induces a frame shift in the

sequence, resulting in two premature stop codons

before the end of exon 6. The stop codons truncate

the protein before the bHLH domain. Sequence analy-

sis of bHLH of Surjamkuhi, an indica line that carries

a third allele, Rc-s, conditioning light red seed pigmen-

tation, showed that the sequence of this line differed

from the O. rufipogon allele at only four sites (positions

96, 660, 1353, and 1833–1844). The first two changes

proved to be synonymous substitutions. The change at

position 1353 consisted of a C-to-A change in exon 6.

This single-nucleotide polymorphism (SNP) was inde-

pendent of any change seen in previous comparisons

and represented a premature stop codon before the

bHLH domain, truncating the protein and rendering

the effect of the remaining indel immaterial. Conven-

tional reverse transcriptase-PCR showed no expression

of Rc in leaf tissue; however, expression was seen in

panicles before fertilization, pericarp from grains in

the milk or dough stage of filling, and pericarp from

mature seeds. Similar expression levels of Rc were

detected in cv Jefferson and O. rufipogon [121].
Seed Shattering

Wild plant species shatter their seed from the mature

infloresence and thus disperse seed for the next
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generation to be seeded, while during domestication

humans have selected for non-shattering plant types

from which the seed can be harvested or gathered from

the crop. Study of shattering has been very fruitful in

Arabidopsis, setting up the genetic models for

shattering phenotypes [123] that have been also

revealed in other crops like the cereals.

In rice, a major QTL for seed shattering, sh4, has

been mapped on chromosome 4 using segregating

populations derived from crosses between O. sativa

ssp. indica and the wild perennial species O. rufipogon

[124, 125], between O. sativa ssp. japonica and

O. rufipogon and two other closely related wild species

O. glumaepetula and O. meridionalis [126, 127], and

between O. sativa ssp. indica and the wild annual spe-

cies Oryza nivara [128]. High-resolution mapping

using 12,000 F2 (O. sativa ssp. indica x O. nivara)

delimited sh4 to a 1.7-kb region of a gene with

a previously unknown function. The comparison of

the 1.7-kb sequences between the mapping parents

revealed seven mutations located in the intron, exon,

or 50 upstream of the start codon. Sequencing of this

1.7-kb region from an additional 14 rice cultivars of

O. sativa, 21 accessions of O. nivara, 6 accessions of

O. rufipogon, and 1 accession of each of the four

remaining wild A-genome species and their association

with shattering phenotypes showed that a nucleotide

substitution of G for Tor an amino acid substitution of

asparagine for lysine in the first exon was selected for

the development of non-shattering cultivars during

rice domestication. Annotation of the sh4 protein

identified a Myb3 DNA binding domain and a

nuclear localization signal, suggesting that sh4 is

a transcription factor. Transformation of a binary plas-

mid carrying sh4-GFP fusion under the control of Ubi

promoter into rice cv. Taipei 309 determined the nuclear

localization ofGFP-tagged sh4. Transformation into rice

cv. Taipei 309 of a binary plasmid carrying O. nivara

sequence from the 30 nontranslated region to the inclu-

sion of the G-Tmutation site andO. sativa sequence for

the rest sequence until the 50 regulatory region, but

not the one carrying a shorter O. nivara sequence

excluding the G-T mutation site, showed significantly

reduced strength of grain attachment to pedicel [128].

A major QTL for seed shattering, qSH1, was first

mapped on chromosome 1 using 182 F2 plants of

a cross between Kasalath (a shattering-type indica
cultivar) and Nipponbare (a non-shattering-type

japonica cultivar). A near-isogenic line (NIL) was

developed that contained a short chromosomal seg-

ment from Kasalath at the qSH1 region in

a Nipponbare genetic background. The NIL had

a stronger seed-shattering phenotype than either

Kasalath or Nipponbare. High-resolution mapping

using 10,388 plants from the BC4F2 and BC3F2

populations segregating at the qSH1 region succeeded

in mapping the functional natural variation in 612 bp

and only one single-nucleotide polymorphism (SNP)

was found within this region. No distinct open reading

frame (ORF) was identified in the SNP region based on

gene prediction for the qSH1 region in both

Nipponbare and Kasalath genome sequences. However,

one ORF for a rice ortholog of the Arabidopsis

REPLUMLESS (RPL) gene was found 12 kb away

from the SNP. The RPL gene encodes a BEL1-type

homeobox and is involved in the formation of

a dehiscence zone (or abscission layer) alongside the

valve in the Arabidopsis fruit (silique). Transformation

of 26-kb Kasalath genomic fragments scanning the

predicted ORF and the SNP regions into the non-

shattering Nipponbare cultivar showed complementa-

tion of the complete seed-shattering phenotype. The

other fragments were not able to complement the phe-

notype, even if they contained the entire ORF region or

the SNP region. These results indicated that both the

ORF and the SNP regions were required for full

shattering function. In situ hybridization analysis

revealed that in the NIL the ORF was expressed at the

inflorescence meristem in the stage of rachis meristem

establishment [inflorescence stage 1 (In1)]. It was also

expressed at both the anther region and the provisional

abscission layer at the base of the spikelet in the stage of

floral organ differentiation (In7) and in the stage of

rapid elongation of the rachis and branches (In8). On

the other hand, in Nipponbare, the ORF was expressed

in the same way as in the NIL, except that it was not

expressed at the provisional abscission layer in either

In7 or In8. These results, together with the comple-

mentation results, indicated that this RPL ortholog was

the qSH1 gene and that the identified SNP affected only

the spatial mRNA expression pattern of qSH1 at the

abscission layer [129].

A shattering mutant line of rice, Hsh, was derived

from a non-shattering japonica variety, Hwacheong, by
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N-methyl-N-nitrosourea (MNU) treatment. Optical

microscopy revealed that Hsh had a well-developed

abscission layer similar to the wild rice Oryza nivara,

while Hwacheong did not produce an abscission layer.

Genetic analysis showed that the easy shattering of Hsh

was controlled by the single recessive gene sh-h. Using

an F2 population consisting of 240 individuals derived

from the Hsh/Blue&Gundil cross the sh-h was mapped

on chromosome 7 [130]. Fine mapping using six newly

developed SSR markers delimited the sh-h locus to

a 150-kb region. Further mapping using three newly

developed SNP markers on five F3 recombinant lines

derived from F2 heterozygous plants narrowed the sh-h

locus to a 34-kb region. Analysis of genomic sequences

from Hwacheong, Hsh, and Blue&Gundil lines identi-

fied eight genes in this region. Among these, a gene

which encodes a protein containing a conserved

carboxy-terminal domain (CTD) phosphatase domain

was considered to be a strong candidate for the sh-h

locus because of the presence of a point mutation at the

30 end splice site of its seventh intron. Sequencing of the
RT-PCR products of Hwacheong and Hsh revealed

that, compared with Hwacheong, a 15-bp deletion

was induced by altered splicing in the mRNA isolated

from Hsh. Because the consensus sequence for splicing

at this “AG” site was changed to “TG,” the next “AG”

sequence, 15-bp downstream, was used as a new splice

site. The 15-bp deletion in the Hsh mRNA resulted in

the deletion of five amino acids in the C-terminal

region of the CTD-like phosphatase domain (CPDc),

which are situated within the phosphatase active site.

Two transferred DNA (T-DNA) insertion mutants and

one point mutant exhibited the enhanced shattering

phenotype, confirming that this CTD phosphatase-like

gene is indeed the sh-h gene. RNA interference (RNAi)

transgenic lines with suppressed expression of this gene

exhibited greater shattering [131].

Tolerance to Abiotic Stresses

Wild species are adapted to the environment where they

are found; survive over long periods of time by creating

diversity where environmental selection pressures allow

the fit to reproduce and survive. The environmental

stresses include abiotic stresses such as heat, cold,

drought, salt, light, radiation, heavy metals, soil pH, and

others. Plant response to these stresses has been studied

and shows common and unique responses [132].
Salinity Stress Tolerance Salinity tolerance has been

amenable to study for phenotypic variation and the

genetic dissection into quantitative traits. In rice,

a major QTL for shoot K + content under salt stress,

SKC1, was mapped to chromosome 1 using 133 lines of

an F2 and an equivalent F3 population derived from

a cross between a salt-tolerant indica variety Nona

Bokra, and a susceptible elite japonica variety

Koshihikari [133]. Fine mapping was performed

using 192 BC2F2 plants, and a high-resolution map

was subsequently generated with 2,973 BC3F2 plants

using markers newly developed on the basis of the PAC

clone sequences. Progeny testing of fixed recombinant

plants (BC3F4) delimited the SKC1 locus to a 7.4-kb

region, and only one predicted open reading frame

(ORF) was identified in the region. The SKC1 promoter

region (2,554-bp upstream of the initial codon) and the

coding region of the cDNA clone (1,665 bp) were

ligated and subcloned into a plant binary vector. This

construct was transferred into the japonica variety

Zhonghua 11, which contained the same SKC1 allele

as Koshihikari and is salt susceptible. Shoot K + con-

centrations were substantially higher in all six T1 prog-

eny containing the Nona Bokra SKC1 transgene

compared with plants containing the vector control

under salt stress but not under normal condition.

Database searches showed substantial similarity

between SKC1 and the HKT-type transporters found

in plants, bacteria, and fungi. Comparison of nucleo-

tide sequences between Nona Bokra and Koshihikari

alleles showed six nucleotide substitutions in the cod-

ing region that lead to four amino acid changes, which

may be responsible for the functional difference

between the two alleles. RT-PCR analysis in both

Koshihikari and NIL (SKC1) showed that SKC1 tran-

script levels were upregulated by salt stress in the root

but not in the shoot. Under normal condition, K+ and

Na+ contents in NIL (SKC1) shoots were not substan-

tially different from those in Koshihikari. But under salt

stress, NIL (SKC1) shoots had a higher K+ content and

lower Na+ content than Koshihikari shoots. No sub-

stantial differences in K+ and Na+ contents were

observed in the roots under either normal or stress

condition. Consistent with the results of shoot analysis,

K+ and Na+ contents in xylem sap were not different

between NIL (SKC1) and Koshihikari; under salt stress,

however, the xylem sap of NIL (SKC1) contained more
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K+ and less Na+ than that of Koshihikari. These results

indicated that SKC1 is involved in regulating K+/

Na+ homeostasis in the shoots [134].

Submergence Tolerance A major QTL for submer-

gence tolerance, Sub1, was mapped to chromosome 9

using 169 F2 plants and the resulting F3 families of

a cross between a tolerant indica rice line, IR40931-26

(a descendant of FR13A), and a susceptible japonica

line, PI543851 [135]. High-resolution mapping using

2,950 F2 individuals and the resulting F3 families of

a cross between DX18-121 (a tolerant F3 plant from the

first population) and M-202 (a submergence-

susceptible japonica cultivar that is widely used in

California) identified 2 AFLP markers localized within

0.2 cM of Sub1 [136]. The Sub1 locus was delimited to

an interval of 0.06 centimorgan using 4,022 F2 individ-

uals from the cross between DX18-121 and M-202.

Physical mapping with five overlapping bacterial arti-

ficial chromosome (BAC) clones derived from submer-

gence-intolerant indica rice varieties and a nearly

complete contig of 13 binary clones from IR40931-26

showed that Sub1 region physically spans over 182

kilobases (kb). This interval encodes three genes

containing ethylene response factor (ERF) domains

and designated Sub1A, Sub1B, and Sub1C, ten non-ERF

genes including four transcribed and six hypothetical

protein-coding genes, and >50% retrotransposon-

related sequences. The corresponding region of the

japonica genome represented by the sequenced variety

Nipponbare spans 142 kb and is considerably

rearranged. Notably, Sub1A is absent from the rice

reference Nipponbare genome. Accumulation of

Sub1A and Sub1C messenger RNAs was strongly but

transiently promoted by submergence in seedling

leaves of tolerant FR13A, while Sub1B transcripts

increased only slightly during submergence. The ten

non-ERF genes in the indica Sub1 region showed no

evidence of expression in seedling leaves before or

during submergence in IR40931-26 or the intolerant

variety M-202. A survey of the Sub1 locus haplotypes in

17 indica and 4 japonica varieties identified 2 Sub1A, 9

Sub1B, and 7Sub1C alleles on the basis of variation in

amino acid sequence. The Sub1A-1 and Sub1C-1 alleles

are limited to all six submergence-tolerant accessions.

There was no Sub1B allele identified as being specific to

submergence tolerance. In the tolerant Sub1A-1 allele,
a single-nucleotide polymorphism at position 556 is

responsible for a Pro 186 (intolerant) to Ser 186 (tol-

erant) substitution in a MAPK site. Conversely, the

Sub1C-1 allele of tolerant lines lacks a MAPK phos-

phorylation site present in the alleles of the intolerant

accessions. A Sub1A-1 full-length cDNA under the

control of the maize Ubiquitin1 promoter was

transformed into an intolerant japonica variety

Liaogeng. A screen of seedlings after 11 days of sub-

mergence identified four T1 families, derived from

independent T0 Ubi:Sub1A + lines, with submer-

gence-tolerant transgenic individuals, and progeny

from two families were examined in detail. T1 families

one and three showed a correlation between high

expression of the Sub1A-1 transgene and submergence

tolerance. As observed in the FR13A descendant

IR40931-26, tolerant Sub1A-1+ plants showed a signif-

icant impairment of shoot elongation under submer-

gence compared with the intolerant parent Liaogeng

and non-transgenic siblings [137].

AluminumTolerance Inwheat (Triticumaestivum L.)

mechanisms that minimize the harmful effects of Al

ions have been investigated using near-isogenic lines

[ET8 (Al-tolerant) and ES8 (Al-sensitive)] that differ in

Al tolerance at a single dominant locus designated as

Alt1. The Alt1 locus cosegregates with an Al-activated

malate efflux from root apices [138, 139]. One cDNA

clone more highly expressed in the root apices of ET8

compared to that of ES8 was isolated by subtractive

hybridization. The full-length cDNA was obtained by

rapid amplification of cDNA ends (RACE)-PCR. The

predicted protein is hydrophobic having six to eight

putative transmembrane regions. Heterologous expres-

sion of this gene in Xenopus oocytes indicated that this

gene encodes an Al-activated transporter that facilitates

the efflux of malate but not citrate. Based on this result,

the gene was named ALMT1 (aluminum-activated

malate transporter). Sequencing the ALMT1 cDNAs

derived from ET8 and ES8 showed that the sequences

differed at six nucleotides that resulted in the deduced

proteins differing at two amino acid residues. Sequence

of the ALMT1 coding region in Atlas66 (Al-tolerant

cultivar) was identical to that of the ET8 allele, while

the sequence in Scout66 (Al-sensitive cultivar) was

identical to that of ES8. As found for the ET8 and ES8

lines, the expression of ALMT1 in the root apices was
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greater in Atlas66 compared to Scout66. Expression

analysis of ALMT1 in the 57 F2 individuals derived

from a cross between ET7 and ES5, the near-isogenic

progenitor lines of ET8 and ES8, showed that all the

Al-sensitive seedlings expressed the ES8 allele only,

whereas Al-tolerant seedlings expressed either ET8

allele only or both ET8 and ES8 alleles. Thus, the ET8

allele was expressed only in the Al-tolerant seedlings,

indicating that, in this population, the Al-tolerant phe-

notype was correlated with the higher expression of this

allele. Evaluation of Al tolerance and genotype analyses

using an RFLP marker and a PCR-based assay on 204

F3 families derived from a cross between ET8 and ES8

showed that the ET8 allele of ALMT1 completely

cosegregated with the Al-tolerant phenotypes and the

Al-tolerance locus, Alt1. Heterologous expression of

ALMT1 in cultured tobacco cells increased the toler-

ance of tobacco cells to Al treatment [140].

Future Directions

The present era of plant sciences is distinguished by

an integration of multiple disciplines toward a

transdisciplinary/interdisciplinary approach of doing

science, utilizing the technology and knowledge from

computer science and bioinformatics, genomics, dedi-

cated instrumentation for high-throughput automa-

tion of laboratory and field tasks, which can all

together provide integrated models and technologies

for the improvement of crop traits. The paradigm shift

in genetics, due to the reduced cost in genome sequenc-

ing, is to be able to generate the genome sequence of

any plant genotype of interest that will totally revolu-

tionize the approach to use this information. With

a few genetic crosses followed by whole genome

sequencing of all genotypes, it would be possible to

identify genes and useful alleles that can be incorpo-

rated into plant improvement programs. This would

make the traditional ways of isolating or identifying

gene sequences for crop traits obsolete. The lag will be

in phenotyping individual genotypes, which will

remain the challenge for the biologist. The association

of genes to a trait will still require that traits be charac-

terized, dissected into components and parameters

that can be measured, and the candidate gene(s)

validated by some reverse genetics strategies using

methods such as mutant analysis, transformation, and
complementation, at least till the function of every

gene/allele is known and how these genes and their

alleles interact together to determine the phenotype

of a crop trait.
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Glossary

Allocative efficiency Efficiency with which given var-

iable input(s) is used.

Attainable yield Yield reached by farmers with eco-

nomically optimum management and reasonable

risk aversion.

Ecotilling Seeking related alleles across germplasm

collections based on DNA homology.

Farm yield Average grain yield across farms in a region.

Harvest index Ratio of grain dry weight to total

above-ground dry weight at maturity.

Molecular markers Short sequences of DNA that are

homologous with sequences close to or within

important genes.

Potential yield Grain yield in the absence of manage-

able abiotic and biotic stresses.

Potential yield water limited Grain yield in the

absence of manageable abiotic and biotic stresses

apart from that imposed by water supply through

inadequate rainfall.

Radiation use efficiency Above ground biomass pro-

duced per unit of total solar radiation intercepted

by green crop tissue.

Technical efficiency Practices, timing, and technical

skills adopted by farmer in using inputs.

Yield gap Difference between farm yield and potential

yield.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Definition of Subject

The entry assumes that yield increase will continue to

play a dominant role in world food security, as it has

over the last 60 years. It is restricted to annual grain

crops, since these dominate the world’s arable land-

scape (>70%) and humankind’s food supply

(>70%), including grain used as livestock feed. Crop

yield is the weight of grain, at some agreed standard

moisture content, harvested per unit of land area per

crop (note, there can be two or even three annual crops

per year in some favored environments, meaning

a cropping intensity of 200% or 300%, respectively).

The starting point for yield is usually the field, district,

regional, or national average yield in kg or t per hectare,

as reported in surveys or local or national statistics.

Here this is referred to as farm yield (FY, t/ha). This and

many related cropping statistics are collated annually

for all countries by FAO (http://faostat.fao.org/site/

567/default.aspx#ancor). FY is usually expressed rela-

tive to harvested land area (note: this can fall well below

planted area in some situations). Although FY is

quoted and used widely, it may not be as accurate as

it appears due to uncertain grain admixtures and/or

poor collection of the statistics. With survey data sam-

pling error can also arise.

At the highest end of the yield scale it is useful to

define potential yield (PY), which is the yield to be

expected with the best adapted cultivar, the best man-

agement of agronomic inputs, and in the absence of

manageable abiotic and biotic stresses [1]. Many com-

plications are hidden within this apparently simple

definition. PY is usually determined in plots, with of

course sampling error. In order to be relevant to the

surrounding district, the natural resource base of the

plot (climate, soil type, topography) needs to be com-

parable, including any long-term management invest-

ments to improve this aspect of the site (e.g., liming,

tile drainage). Water supply must be adequate for PY

determination as defined, and this can come fromwell-

distributed rainfall close or equal to crop potential

evapotranspiration (crop water use from sowing to

harvest without water limitation) or from full or sup-

plemental irrigation; in addition, pests, weeds, and

diseases must be held at negligible levels through the

use of biocides if necessary. Finally, crops experiencing
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3

http://faostat.fao.org/site/567/default.aspx#ancor
http://faostat.fao.org/site/567/default.aspx#ancor
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relatively rare weather damage such as crop lodging or

unseasonal frosting are excluded from PY measure-

ment. Taken overall, it would seem PYmight be impos-

sibly difficult to measure, but it is reported often in the

crop science literature, although not always with

proper attention to the above caveats.

Since PY is usually measured in plots, edge effects

arising from extra solar radiation or soil moisture or

nutrients reaching outside plants must be avoided by

discarding the plot edges. Two types of PY plots are

commonest. Often they are well-managed yield trials to

compare new varieties or advanced lines against older

ones, or even historic ones, to give measures of breed-

ing progress by plotting variety yield against year of

release. The most useful such trials, for example those

for wheat conducted by the UK Home Grown Cereals

Authority (HGCA http://www.hgca.com/content.tem-

plate/0/0/Home/Home/Home.mspx), measure yields

with and without fungicide protection. Only the for-

mer yields are a measure of true PY, but fungicide

protection is still not very common in such yield trials

around the world, although visible disease levels are

usually reported and can be negligible. The second

source of PYdata comes from experiments conducted

by crop physiologists to calibrate and/or validate crop

simulation models: the models, driven largely by var-

ious aspects of solar radiation and temperature, can

then be used to predict PY in other environments (e.g.,

sowing dates, years, locations). For such purposes

modeling accuracy has steadily improved, but models

need to be updated with the latest varieties every few

years, since breeders are steadily altering varieties

(e.g., phasic development, improving PY). Some-

times, crop contest yields or crop record yields are

considered to be synonymous with PY. But they need

to be treated with caution, because they usually exceed

PY measured as defined here, probably because they

refer to very favorable circumstances (e.g., soils,

weather, management), relative to the district average;

nevertheless, we can learn from such yields if all site

and management variables are quantified. For exam-

ple, properly verified world record yields, invariably

higher than PY values, not only extend our simulation

models but also reveal that there is no anatomical

limitation to very high yields, the main limitation

evident with such yields being the stem strength

needed to support them.
Since much of the world’s grain crops are grown in

rainfed situations where water supply from precipita-

tion plus starting soil storage falls well below the poten-

tial evapotranspiration, it is also useful to define

a water-limited potential yield (PYw, t/ha): it is the

yield obtained with no other manageable limitation

to the crop apart from the water supply. Obviously, it

will depend on the amount of water, so PYw is usually

plotted relative to water supply (or use), the slope being

the crop water use efficiency or water productivity,

commonly reported in kilograms per hectare per

millimeter. Complications can arise due to variation

in rainfall distribution with respect to crop develop-

ment stages, but PYw, defined as a linear function of

the water supply, is a very useful simple benchmark, as

argued in a recent in-depth review by Passioura and

Angus [2], while simulation modeling has been espe-

cially useful in dealing with expected deviations due to

variation in the distribution of water supply.

In any given region, between FY and PY (or PYw),

there is another useful yield notion, namely attainable

yield (AY, t/ha), which is defined here as the yield

attained by a farmer with average natural resources

adopting economically optimal practices and levels of

inputs. Since risk of financial loss is almost always part

of a farmer’s decision to invest in increased inputs, the

AYdefinition must temper “optimum level” with “pru-

dent attention to risk”; as an example this could mean

input investments must be expected to return at least

50% in net profit at the margin. Of course, AY will

reflect the economic circumstances of the crop and

region, in particular grain prices relative to input

ones, all measured at the farm gate. Thus, it is not

easy to know AY, but general experience suggests that

it lies around 20–30% below PY in situations where

world prices and reasonable transport costs operate. FY

for wheat in the UK probably meets these conditions

(Fig. 1). Where this does not occur, for example, in

much of sub-Saharan Africa where infrastructure and

institutions are weak, the AY as defined above may be

much lower; alternatively where inputs and grain prices

are heavily subsidized, AY could approach closer to PY.

Because of these uncertainties, it is easier to talk of the

yield gap in terms of the FY to PY gap, bearing in mind

that even in the most advanced cropping situations in

developed economies, operating at close to world

prices, FY will remain significantly below PY. Since it

http://www.hgca.com/content.template/0/0/Home/Home/Home.mspx
http://www.hgca.com/content.template/0/0/Home/Home/Home.mspx
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is more appropriate to express this gap as a percentage

of FY, it can be assumed from the literature that this

minimal gap is reached when the PY–FY gap is about

30% (of FY). Any larger gap that this, which is usually

the case, is often defined as an “economically exploit-

able yield gap,” but bearing in mind that the expected

exploitation can be as much a task for national and

local government and agribusiness, as for the farmers.
Introduction

Crop yield has been the subject of attention since the

days of Malthus and earlier. More recently, many have

pointed out that the improved supply of food calories

per capita globally, and reduced real costs of grain, over

the last 60 years has been due almost entirely to global

crop yields growing faster than the burgeoning world

population (e.g., [4]), for there have been only small

increases in cropped area (Fig. 2). The world popula-

tion will grow to over nine billion by 2050, and grain

demand is projected to increase around 60–70% (com-

pared to 2000) [5], with others projecting even greater

increases, and certainly more rapid increase coming

early in this period. Seventy percent over 50 years
amounts to an exponential increase of 1.1%; output

growth must match this or real prices will increase (see

also later). There is some potential new arable land of

reasonable quality in South America and sub-Saharan

Africa (and in northern latitudes of Russia), but

increase in arable area demands heavy capital invest-

ment and brings negative environmental consequences;

indeed, maintenance of arable area could be a challenge

in densely populated fast-urbanizing regions like South

and East Asia, and where there is continuing arable

land degradation. Crop area can also increase through

intensification of annual cropping but that usually

depends on expansion in irrigation, which has in fact

slowed markedly, especially in Asia where water avail-

ability for agriculture is now constrained. As

a consequence, most argue that the projected increase

in grain demand must continue to be met by yield

increase.

Many grain crops have exceeded 1% exponential

yield growth in the early decades of the modernization

of agriculture last century, including the Green Revo-

lution period for rice and wheat in Asia, but global

yield growth trends for most crops over the last 20

years have slowed and have become linear, with current
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growth rates at or below 1%; maize at 1.6% and soy-

beans at 1.1% are the only major crops exceptions to

this (Fig. 3; note growth rate is expressed here by

calculating the linear slope as a percentage of current

predicted yield for each crop). Increasing the propor-

tion of a crop which is irrigated can increase yield

growth, as happened with wheat in Asia in the 1960s,

but further increases in irrigation area are unlikely, due

to cost and/or lack of water, except possibly in sub-

Saharan Africa. This leaves the maintenance, or prefer-

ably boosting, of rates of yield increase in existing

cropped situations as the major route for meeting

growing demand for grain, and the major challenge

facing agricultural science. And despite some media

sentiment to the contrary, agricultural scientists are

fully aware that this goal has to be met while sustaining,

or better still, improving the natural resource base of

cropping, and while confronting the uncertain and

predominantly negative projected impacts of climate

change.

From the definition of the subject, it can be seen

that there are two sources of yield increase: raising PY

and closing the PY to FY gap (see also Figs. 1, 4 and 5).
In most situations, both processes contribute simulta-

neously to FY increase, with farmers adopting new

technologies (varieties, management techniques,

input levels) that have been developed years or decades

earlier by researchers at which time the associated rise

in PYoccurred. Recently, two trends in this process are

becoming evident. Firstly, management or agronomic

innovations for increasing PY, including their positive

interactions with new varieties (e.g., the universal

nitrogen by variety interaction in wheat and rice, or

the plant density by hybrid variety interaction in

maize), are becoming fewer, leaving a greater propor-

tion of PY progress to breeding advances. This is

a somewhat controversial observation but is clearly

supported by analysis of the winter wheat yield changes

in the UK [6]. Secondly, in some special situations, as

mentioned earlier, the yield gap is approaching the

minimal 30% or so dictated by current economics;

examples include winter wheat in the UK (Fig. 1) and

probably all of Western Europe), rice in Egypt (Fig. 4),

and maize in the US corn belt (e.g., Iowa, see Fig. 6).

While it is not always easy to separate PY advance

from gap closing, since this volume has given more
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attention to the former, in particular the possibilities

arising with new molecular biological techniques

becoming available to plant breeders, this entry will

give more attention to closing the yield gap than to

raising PY. Both issues have been more fully discussed

in Fischer et al. [5]. Another reason for concentrating

here on closing the yield gap is that, notwithstanding

the evidence of small yield gaps in some situations, it is

likely that yield gap closing offers better prospects

globally for quickly lifting FY progress, as is needed,

than does boosting PY progress. The entry continues by

looking at the size of the yield gap in various key

situations around the world. Passing then to gap clo-

sure, traditionally this is considered to arise from

farmer adoption of yield-enhancing technologies, the

area of agricultural extension or technology transfer.

While there is a lively body of socioeconomic research

on this process, which will be considered briefly, the

way the yield gap is defined here, it is hard to see the

new products of breeding and agronomic research

reducing the yield gap. This is because their initial
impact should be on PY as defined, actually increasing

the gap, followed by their gradual adoption which, if

complete, might be expected to reduce the gap to the

same relative value as before, other things being equal.
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Wheat PY and FY changes with time, Yaqui Valley, Mexico. Source: [5]
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Needless to say the real situation is more complex and

examples will be given of how such research, including

progress in molecular biology, can help directly reduce

the gap (e.g., more adoptable technologies, less costly

ones, and better biotic stress resistance). The entry

finishes by discussing briefly the current situation

with progress in PY and PYw themselves. What will

not be discussed further is the likelihood that atmo-

spheric CO2 increase will continue to improve all grain

yields, other things remaining equal, but the rate of

increase is currently around only 0.2% in a C3 crop like

wheat [9], and less for C4 crops.
Estimates of Yield Gaps

Fischer et al. [5] attempted to estimate yield gaps and

their rate of change for a number of key representative

cereal-producing regions in the world. The most reliable

estimates are summarized in Table 1, supplemented

with a few new crops and numbers.

The yield gap estimates for wheat are remarkably

consistent at around 50% except for the UK, where as

mentioned before the 25% gap probably implies that

FY is approaching AY, an AY largely determined by

ruling world prices in the UK. Figure 5 illustrates the

Yaqui Valley data, where there was substantial yield gap

closing as the modern semidwarf varieties took over in

the 1960s; lately, however, the yield gap has remained

fairly steady at 50%. Lobell et al. [12] recently

presented 12 published estimations of the yield gap

for wheat in developing countries, the gap ranged

from 5% to 150% but the average was close to that in

Table 1, namely 55%.

For rice, Table 1 shows gap values around 100% or

more for most developing country situations except for

Central Luzon in the wet season (65%), and

a remarkably low 15% for Egypt (see also Fig. 4). The

value of 55% for Japan reflects the heavy emphasis on

producing high-quality grain, acting as brake on FY

progress, because food-quality rice varieties and agron-

omy deliver lower yields. From the 41 rice estimates

from developing countries in [12], the average gap was

65%, with modeling evidence that the gap was 120% in

northwest India (cf. 110% in the Indian Punjab in

Table 1).

Table 1 has only two cases for maize: Iowa at 25%

contrasts with Kenya at 200+%; sub-Saharan Africa as
a whole is similar to Kenya. Tittonell et al. [13] in

a detailed survey of farm yields in three districts in

the favored Kenyan Highlands confirms the figure

shown in Table 1, recording a mean FY of 1.5 t/ha

when PY was 6–7 t/ha. Lobell et al. [12] give nine

examples of rainfed maize in tropical and subtropical

developing countries (average gap 200%) and examples

of irrigated and rainfed maize in Nebraska based on

simulation of PY and PYw which suggest gaps of 35%

and 55%, respectively, both larger than that for rainfed

maize in the adjacent wetter state of Iowa (Table 1).

While there is no doubt about the huge yield gap with

maize in Africa, some uncertainty exists in these critical

estimates from the USA, where maize is probably the

most intensively researched and promoted crop in the

world. No doubt the gap is quite small in Iowa and

Nebraska, where it has been closing lately, and FY may

be close to AY (Fig. 6), although more PY progress data

is needed for a clearer conclusion.

The soybean examples in Table 1 also show a large

difference in the yield gap between a developed and

developing country, but do not show developing coun-

tries Argentina and Brazil, where FY across more than

35 M ha with favorable rainfall is as high as the USA,

and PY is unlikely to be any higher. Finally, millet,

grown in India under very harsh conditions, shows

a gap no worse that of soybeans in adjacent more

favorable areas of India.
Closing Yield Gaps

Yield gaps are reduced by farmers adopting new tech-

nologies or practices (new at least for them) or

adopting higher rates of inputs (e.g., many farmers in

western Kenya use added nutrients, either fertilizer or

organic ones, but the rate of nutrients applied may be

very low relative to the need/optimum (e.g., [13])).

Some of this is usefully illustrated in Fig. 7 derived

from Byerlee [14].

FY under traditional practices with low inputs is

shown by point A on curve 1. Adopting new technol-

ogies such as an improved new variety and practices

(e.g., line sowing and fertilizer) lifts technical efficiency

and brings curve 2 into play. The farmer may move

from point A to point B, as in the first years of the

Green Revolution. Allocative efficiency could then rise

further as fertilizer levels increase, following curve 2 to



Crop Yields Around the World: Closing the Gap and Raising the Potential. Table 1 Estimates of current yield gaps for

key crops and regions (compiled from [5] and elsewhere as noted)

Region Environment Crop area (M ha)

Yield (t/ha)a and gap(%), 2007 or 2008

FY PY Gap

Wheat

Yaqui V, Mexico Irrigated, low latitude 0.16 6 9 50

Punjab, India Irrigated, low latitude 3.9 4.3 6.25 45

Western Australia Subhumid, low latitude 4.5 1.8 2.6b 45

N. Dakota Subhumid, high latitude 3.4 2.5 3.7b 50

UK High rain, winter wheat 1.8 8.2 10.4 25

Eastern China Irrigated, winter wheat 16 4.7 7 50

Kansas Subhumid, winter wheat 3.6 2.6 3.9b 45

Rice

Central Luzon Wet season + irrigation 0.8 3.8 6 60

Punjab, India Wet season + irrigation 2.4 3.8 8 110

Japan Wet season + irrigation 3 6.5 10 55

South Asia Wet season, rainfed 28.5 1.8 3.6 100

Central Luzon Dry season, irrigated 0.4 4.5 9 100

Egypt Dry season, irrigated 0.7 10.1 11.6 15

Maize

Iowa Temperate, high rainfall 5.3 10.8 15.5c 45

Kenya All altitudes, moderate rain 1.75 1.8 6b 200+

Soybeans

USAd Temperate, high rainfall 30 2.8 3.6 30

Indiae Subtropical, tropical, moderate
rainfall

9 1 2.2b 120

Millet

Indiaf Subtropical, rainfed 11 0.9 1.8b 100

aPredicted from linear trends
bActually PYw
cReestimated in Fischer and Edmeades [9]
dEstimate by R. A. Fischer, 2010 unpublished
eBhatia et al. [10]
fMurty et al. [11]

706 Crop Yields Around the World: Closing the Gap and Raising the Potential
point C, approaching some economic optimum. An

even newer variety and the best available practices

(e.g., herbicides, conservation tillage) which together

define current PY (point F) could lift the technical

frontier further (the uppermost curve 3). Farmers
might choose to further increase technical efficiency

by moving to the uppermost curve, maximizing

allocative efficiency at around point D, or sacrificing

allocative efficiency, but not yield, by reducing inputs

(point E). Of course, curve 3 is not static: for any given
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environment it may be moved further upward with

new technologies, and it may also shift downward due

to problems of resource degradation. This figure also

serves to illustrate that the yield gap is not the same as

an efficiency gap, gaps between curves are technical

efficiency ones, gaps along curves are allocative ones,

both combine to make up the FY to AY gap.
Adoption of New Technology

There is a rich agricultural economic literature on the

adoption of new technologies by farmers. Examples for

the adoption of two new technologies in the rainfed

cropping in Australia are shown in Fig. 8a (a new crop,

lupins, and a new practice, no till). The new crop was

adopted faster than the new agronomic technique.

Developing countries have proved equally fast in

adopting new varieties (Fig. 8b) when the conditions

are favorable. The well-recognized patterns of lag, rate

of adoption, and ceiling adoption level clearly differ

between technologies and farmers (regions); in addi-

tion, the infrastructural and institutional context is

important. For the technology itself, key elements are

its perceived relative advantage (return over cost, risk of

loss, convenience, etc.) over that which it replaces, and

its trialability, meaning the ease with which a new
technology can be tested on a small scale. Farmer char-

acteristics influencing adoption are very diverse and

can also interact with the nature of the innovation:

education, age, health, exposure to extension and

related media and demonstrations, group pressure,

and support can be important. But there is little

doubt that farmers around the world, large and espe-

cially the small, women and men, aspire to increase

monetary return and given the means to do so, will

adopt more profitable practices.

It is in the area of rural infrastructure and institu-

tions that developed and developing country farmer

circumstances differ most. One obvious example is the

effect of poor roads on increasing input costs and

reducing prices for surplus farm output. For example,

the price ratio of N fertilizer to grain is on average

double that in other regions of the world and higher

still in inland landlocked regions of sub-Saharan Africa

[18]. The high cost of credit, uncertainties surrounding

contracts (including land tenure), the risk of poor-

quality inputs, theft or unrest, and the prevalence of

unfavorable and uncertain tax and pricing policies, all

make adoption less attractive in many developing situ-

ations. Sometimes, price subsidy on inputs and outputs

can compensate for these brakes on adoption, such as in

the recent situationwhere awell-crafted fertilizer supply
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Adoption of new technologies by (a) farmers in regions of Australia (lupins in Wongan Hills district [15] and no till in

Loddon district [16]), and (b) semidwarf wheat varieties in Mexico and in Bangladesh [17]
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and subsidy policy permitted Malawi, a nation of small

holders, to produce an unprecedented surplus of maize

and to do so without a maize price collapse. But in

general and especially in sub-Saharan Africa the lack of

public investment in infrastructure, institutions and

agricultural extension, and the lack of sound policy are

the major contributors to the yield gap.

Looking at farm-level technical constraints that

contribute to the yield gap, in any situation there are

usually multiple constraints, and the challenge is to

determine which constrains should take priority,

while recognizing that interventions often interact pos-

itively and are thus more effective when adopted

together [19, 20]. This can only be answered by on-

farm survey and experimentation. Such work started

many years ago with farming system research, farm

management clubs, and rapid rural appraisal. It con-

tinues in many guises in the developed world, especially

influenced by the privatization of agricultural exten-

sion, the use of remote sensing and ICT advances, and

the entry of input suppliers, in particular seed compa-

nies, into agricultural extension.

In the developing world the more traditional

approaches remain, although with growing emphasis

on farmer participation [21]. Lobell et al. [12] recount

how IRRI conducted on-farm rice experiments in Asia
in the 1970s to test high inputs, learning that farmer

yields varied greatly between fields, as did responses to

inputs especially fertilizer and insecticide, which were

often uneconomic. This pointed to the importance of

field-to-field variability, and the need to adjust inputs

accordingly and as the season unfolds, whether by site-

specific nutrient management, which reached maturity

some 20 years later [22], or via field-level pest moni-

toring as part of IPM packages. Titonell et al. [13]

recount a similar picture of substantial variability in

soil fertility, resource use intensity, and yields among

small farmer maize fields in western Kenya. Another

lesson is surely that this is scientist-intensive expensive

research, usually taken over by the farmer and his

advisers in the industrial world, and explaining why

large yield gaps often persist in the developing one,

where circumstances demand innovative approaches

in order to reach the billion small farmers (e.g., [21]).

Very recently IRRI again looked at rice yield gaps,

this time using expert knowledge to assess constraints

and possibilities for irrigated rice in South Asia

[23]. For this crop, FY is currently 5.1 t/ha over 34.3

M ha; it was estimated that on average yield was

constrained 1.9 t/ha (37%) by yield-limiting factors,

which included individual constraints from nutrient

insufficiency (10%), diseases (7%), weeds (7%),
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water shortage (5%), and rats (4%). The exercise was

repeated for the 28.5 M ha of rainfed lowland and

upland rice in South Asia with a current FYof 1.8 t/ha:

yield-limiting factors amounted to 68%of FY, including

nutrients (23%), disease (15%), and weeds (12%). The

IRRI paper predicted that with a substantial research,

development and extension effort, the adoption of

existing technology and ongoing breeding over the

next 15 years could reduce these losses by one third

(irrigated rice) or one quarter (rainfed rice) adding

about 1% to FY growth rate.

With wheat in the Yaqui Valley we have a recent

concerted effort to understand the yield gap, PY–FY

(currently 50%, Fig. 5, Table 1), this time using the

latest high-resolution satellite imagery to estimate

field-level yields for all fields in the Valley [24] and

supplement a long history of farm surveys. Despite

the moderate size and wealth of farms relative to

India or Kenya, again field-to-field variability in yield

was substantial. It was estimated from images over

several years that wheat yields were constrained by

late planting, delays in the first post-plant irrigation,

and summer fallow weeds [25]. Improved institutions

and farm management decisions could largely elimi-

nate these constraints, which averaged over years

totaled about 10–15% of FY, and would bridge about

half of the gap to estimated AY in the Valley. These

authors [26] used inter alia classification and regression

trees to relate yield to constraints in their complex data

sets. The same technique was used by Tittonell et al.

[13] to explore management and soil constraints to 150

field-level maize yields in highland Kenya: the rate of

added nutrients was the strongest explanatory variable,

followed by date of planting and plant density, as yield

ranged from 1.2 (low nutrients, late plant) to 4.2 t/ha

(high nutrients, normal plant, high density).

Two recent studies illustrate for rainfed cropping

the power of simulation modeling and water produc-

tivity boundary functions in understanding yield gaps

in surveyed farmer fields and in particular removing

that part of the apparent gap which is actually due to

non-manageable weather (mostly rainfall distribu-

tion). Grassini et al. [27] found these distribution

effects quite important for sunflower yield variation

among fields in the western pampas of central Argen-

tina. Hochman et al. [28] looking at farm wheat yields

across Australia, found less influence of rainfall
distribution, and more scope for farmers to lift water

productivity via improved management (e.g., earlier

planting, higher seeding density, higher N input).

A weakness of both these studies is that they refer to

better farmers rather than to a random sample of fields,

for which the opportunities of gap-closing interven-

tions are likely to be greater.

The persistence of large yield gaps in the developing

world especially draws attention to situations where

these gaps have been closed. Rice in Egyptian is an

obvious example where strong R, D, and E engaged

a small geographically focused industry of small

holders under a sound price policy (Fig. 4). A second

example of dramatic technology adoption, albeit with

lesser immediate implications for FY than for sustain-

ability of the whole cropping system, relates to the

uptake of conservation tillage for wheat, maize, and

soybeans in southern South America (Argentina,

Brazil, and Paraguay), rising from nothing in 1970 to

24 M ha in 2000. This was very much driven by farmer

groups and the farmers themselves faced with the threat

of serious soil degradation and by the opportunity

provided by knock-down herbicides and knowledge

spillover from the North (e.g., [29]). This revolution

has yet to reach other developing continents (but is

beginning in northwest South Asia). A third success

story among small poor farmers has recently appeared

with the introduction and expansion of winter maize in

northeastern India and Bangladesh.

Despite individual success stories like rice in Egypt,

yield gaps in general appear to be quite persistent and

close only slowly; this happens even when gaps are well

above that to be expected from economics and risk

aversion and even when PY progress has slowed such

that catch-up through eliminating excessive lags in

varietal adoption is not a big issue. The problem is

that gap closing on the large scale needed requires

massive investments in rural infrastructure and insti-

tutions as well as technology transfer, and these are not

forthcoming, as maize in sub-Saharan Africa exem-

plifies. Elsewhere public sector agencies, in particular

reaching the billion small farmers in Asia [21], aided by

the private sector, in particular in Latin America,

have made some inroads on the yield gap; they should

continue to do so largely in proportion to the invest-

ments made, but there is also scope for innovation,

for example, based on modern ICT technologies.
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The employment of agronomists by private seed com-

panies is a pattern that is bound to be followed in the

developing world as its seed industry grows in strength

and competitiveness. With gap closing, there are no

spill-ins as there are in the case of PY advance through

R and D, innovations need to be adapted locally, but it

can be argued that the Internet and mobile phones are

relevant spill-in technologies for delivering informa-

tion to farmers small and large, a role which could

greatly expand.
Innovative Adoption-Friendly Crop Management

and New Varieties

Research can facilitate the adoption of technologies to

lessen those constraints which contribute to the FY to

PY gaps. Table 2 lists common constraints, separating

research targeting agronomic solutions from that

involving breeding, while institutional and infrastruc-

tural solutions already mentioned are shown in the last

column. Some agronomic technologies are still under

development (e.g., improved seasonal weather fore-

casts), but much of the necessary agronomic research

is adaptive, generally fitting technologies from more

advanced farming systems. For example, the widespread

adoption of direct seeding of wheat after rice in north-

west India, which by saving on land preparation time

has meant that sowing dates are less likely to be late and

yield expectations are hence improved, required

research and development on appropriate small-scale

drills for this direct seeding operation. Sometimes, the

agronomic technology comes from a “less-advanced”

field cropping situations or from farmers themselves:

for example, the use of plastic film mulches, quite com-

mon in northern Chinawithwheat, maize, and oilseeds.

Such mulches give substantial yield benefit through

retaining soil moisture and aiding soil warming in the

spring, and challenge agronomic researchers to adapt

them in a sustainable fashion elsewhere, including

developed countries.

It is with breeding that there are greater gap-closing

opportunities. Considering that actual losses from dis-

eases and insects globally exceed 20% of yield with

wheat, rice, and maize [30], any improvement in

genetic resistance has an immediate benefit for FY

when the improved varieties are adopted. Conventional

host plant resistance breeding continues to make
progress on this front, while genetic engineering has

brought exciting new opportunities. Although

engineered resistance does not lift PY, it lifts FY wher-

ever farmers cannot control pests and diseases with

traditional means. The experience with Bt cotton in

India shows how important this can be: small holder

yields are at least 30% better simply because before the

advent of Bt cotton they were unable to eliminate

damage no matter how much insecticide was used

[31]. It is likely that the advent of GM corn resistant

to root worm is boosting farm yields in the USA

because root worm damage went unnoticed before-

hand (and is very difficult to treat with chemicals).

Fungal diseases have yet to succumb to genetically

engineered host plant resistance, but it is reasonable

to expect varietal releases in this area in the next

decade; engineered viral resistance has already been

deployed in some crops [31]. Actual yield losses

due to weeds are estimated globally at about 10% by

Oerke [30], to which should be added the costs of

current control measures. More competitive cultivars

can help, but again genetic engineering has brought

revolutionary advances in ease, cost, and effectiveness

of weed control. Of course, with any chemical-based

susceptibility of biotic stress agents, there will be the

risk of resistance evolving in the target organism, but

integratedmanagement, albeit requiring greater farmer

skills, can prevent that. Given proper R, D, and exten-

sion, the potential impact of herbicide-tolerant culti-

vars on FY in labor-limited African cropping is likely

substantial. Of course, all breeding solutions to aid gap

closing presuppose an effective seed production and

distribution system. Systems are gradually improving

in developing countries and most commercial farmers

grow improved varieties although the rate of turnover

of varieties is often too slow. There is little doubt that

wherever plant breeding is privatized, competition

drives quicker variety turnover; in advanced systems,

it also drives significant agronomic extension by the

breeding firms keen to maximize variety by manage-

ment interactions and to retain clients.
Lifting Potential Yield

Although separated by a yield gap and a time lag, many

situations show a close relationship between progress

in PY and that in FY, as new technologies eventually



Crop Yields Around the World: Closing the Gap and Raising the Potential. Table 2 Constraining factors contributing

to the farm yield–potential yield gap and their alleviation so that farm yield can approach the attainable yield

corresponding to the current potential yield with realistic economics

Resolution

Research

Institutional/infrastructuralConstraint Agronomic Breeding

General farmer constraints

Lack of farmer
awareness or conviction
or skill

On-farm demonstration On-farm testing and selection Education, media campaigns,
extension

Risk aversion by farmer Forecasts, tactical decision
making (e.g., for N top
dress)

Tolerance of extreme weather
events, like drought, flooding,
hail, frost, wind

Insurance schemes, favorable
credit terms, price stability

Inadequate labor
supply

Mechanization, reduced
tillage, herbicides

Select for uniform maturity to
favor mechanical harvesting

Facilitate labor migration; credit
for mechanization

Technical constraints

Lacking major long-
term soil amelioration

Drainage, land leveling,
liming, deep tillage,
gypsum

Waterlogging, acidity,
and salt tolerance

Long-term credit for major soil
amelioration, secure tenure

Excess tillage and loss
of moisture, soil
compaction

Conservation tillage
options and suitable
machinery, controlled
traffic

Suitable varieties: disease and
herbicide tolerance

Credit for new machinery

Manageable topsoil soil
toxicities

Ameliorate (e.g., lime for
acidity)

Acidity, aluminum tolerance Input suppliers, credit for lime

Suboptimal nutrient
supply

Diagnostics, application of
nutrients, slow release
forms, tactics to match
supply with need

Some scope for improved N, P,
and Zn uptake and utilization
efficiency

Infrastructure, input suppliers,
credit, quality control

Soil variation within and
between adjacent fields

Diagnostics to aid
adjustment of application
rates

Greater tolerance of soil
stresses

Growing old varieties,
or use of poor seed

Better on-farm seed
management and storage

F1 hybrids, licensed traits,
royalties to encourage strong
seed industry

Strong seed industry and proper
regulation, credit

Incorrect time of sowing Mechanize, reduced tillage
to speed sowing;
treatments to warm soil for
spring sowing

Make available varieties with
range of maturities; herbicide
and cold tolerant varieties

Policy to favor mechanization,
contract seeding

Poor plant population Better drilling procedures
and machines, quality seed
storage

More robust varieties (e.g.,
long coleoptile in wheat, more
tillering)

Seed testing and regulations

Diseases and pests,
above and below
ground

Biocides, sanitation, crop
rotation, IPM

Host plant resistance Input suppliers, pesticide
quality control
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Resolution

Research

Institutional/infrastructuralConstraint Agronomic Breeding

Weeds Herbicides, cultivation,
sanitation, crop rotation

Enhance crop plant
competitiveness, herbicide
tolerance

Herbicide quality control,
release regulation

Poor water
management in
irrigated systems

Improve water application
techniques and skills, land
levelling

Greater tolerance water
shortage and excess

Efficient supply systems to farm

Long-term soil
degradation

Crop rotation, fertilizer,
green manuring, farm yard
manure, conservation
tillage, amelioration

Varieties adapted to biotic and
abiotic stresses of high plant
residue levels, and with good
residue production

Tenure regulations ensuring
land ownership by farmer
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find their way to farmers. Often the process is facili-

tated by new varieties linked to agronomic advances,

for new varieties are fairly quickly adopted in most

commercial farming. Sometimes, the PY advances owe

more to innovative farmers than to researchers, as for

example, when farmers moved to earlier planting per-

mitted by direct seeding in southern Australia. In all

cases, increase in PY is an important component driv-

ing increased FY, inevitably so where the yield gap is

approaching the economic minimum (e.g., wheat in

the UK), but less so where it is large (e.g., paddy or

rainfed rice in India), and even less when the gap is

huge (e.g., maize in sub-Saharan Africa).

Current rates of PY progress were summarized for

the key cereals in [5]. These numbers come from

breeders’ and researchers’ trials containing varieties of

different vintage grown under modern agronomic

management with little or no biotic stress; thus, the

rates capture as well the positive interactions between

new varieties and modern management. Linear regres-

sion is used to calculate the absolute rate of progress

which is then expressed as a percentage of most recent

predicted PY in the series, hopefully a recently released

variety (>2006) but such data is not always available.

For wheat, progress ranged from 0.3% to 1% p.a. with

an average of 0.6% (n = 6) and with little difference

between water-unlimited and water-limited PY pro-

gress (see also Figs. 1 and 5). For rice, the range was

0.2–0.7% (average of 0.4%, n = 4). Progress in PYat the

International Rice Research Institute (IRRI) is
disappointing, at close to zero; however, there is

a one-off yield jump of 10–15% through the recent

exploitation of F1 hybrids feeding into the tropical

rice regions, and following upon on a similar gain in

China over the last 20 years as hybrids moved to>50%

of their acreage. For maize, there is only one estimate in

[5], coming from Iowa and showing 1%. Data of Luque

et al. [32] in a somewhat similar environment in Argen-

tina give a rather similar number for hybrids released

up to 1997 (1.3%), but since then PY progress may have

slowed (M. Otegui, 2009, personal communication).

A subsequent report from Iowa with hybrids of a rival

company showed progress at 1.7% but the breeding

period sampled was only 2001–2006 [8]. In an irrigated

favorable Mediterranean environment, data presented

by Campos et al. [33] indicate PY progress in the Iowa

Pioneer hybrids of 1% (but interestingly progress in

PYw of 1.5% under artificial severe mid-season water

stress). PY progress in cereals is discussed in more

detail in [9]. Potential yield for soybeans in the USA

appears to be progressing at 0.7% p.a. (R. A. Fischer,

2010, unpublished).

From the above, it is apparent that even in advanced

situations with substantial breeding investment, poten-

tial yield progress from this source is currently at

or well below 1%, with maize showing more progress

than other major crops. Such PY progress is unlikely

alone to drive FY progress at the rates needed.

Prospects of lifting this rate of PY progress were now

discussed briefly.
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New Yield-Positive Agronomic Techniques

Improved agronomy has played a large if not dominant

role in past yield increase (e.g., increased fertilizer use,

better weed control, better seeding techniques for ear-

lier seeding and more reliable crop stands, and water

conserving reduced tillage), and most improvements

have interacted positively with variety improvement

(e.g., [20]). While many authors have consistently

failed to anticipate agronomic advances in the past

[34], currently it is hard to see any new ones raising

PY or PYw (as distinct from advances specifically

targeting improved input efficiency). One example

might be improved seasonal forecasts which would

permit the farmer to better tailor management and

variety to expected weather, something currently lim-

ited by the low skill of forecasts. Another, which would

clearly lift PYw, would be the reduction of soil evapo-

ration with inexpensive plastic films (e.g., spray-

applied nanofilms), copying a common practice seen

in northwest China field crops, but designed so as not

to contaminate the environment. Also it is possible

advances can still come from better management of

soil–root–microbe interactions, a complex and

neglected area of research: poorly explained observa-

tions of “yield decline” and “break crop effects” point

in this direction, as do reports of positive effects of

increased soil organic matter (independent of nutri-

tion), controlled traffic and reduced soil compaction.

Greater Investment in Current Conventional

Breeding Efforts for Yield

Yield improvement through plant breeding is generally

regarded as delivering benefits far in excess of the costs

[35, 36]. Nevertheless, it has been suggested that

returns from the investment in breeding personnel are

diminishing, for example in maize, and that yield gains

are getting harder to achieve [37]. This is occurring

despite greater efficiency through computerization,

advanced biometrics, mechanization, robotics, and

techniques for rapid generation advance, all part of

any conventional breeding today. What is quite unclear

however is the marginal return on investment in con-

ventional breeding; for example, what would happen if

the number of breeders, and of crosses, selections, and

yield trials, were increased say 50% in any currently

substantial program? In crops where breeders are
devoting many resources to maintaining disease resis-

tance (e.g., wheat) or eating quality (e.g., wheat, rice),

and thus unable to give full attention to yield, PY

progress is likely to increase, although probably less

proportionally that the proportional investment

increase. A related question is whether any extra

funds would be better spent on new breeding tools.
New Tools to Increase Progress in Conventional

Breeding

Genetic variation is the basis of yield progress. It is

unlikely that all or even the major part of the existing

genetic variation has been utilized in any crop. Sam-

pling germplasm collections is a formidable task, but

new tools are becoming available for seeking out new

and useful variation, such as the Focused Identification

of Germplasm Strategy (FIGS, [39]) and Ecotilling

[38]. Because of the low chance of success, this work

tends to be in the area of publically funded

prebreeding, with only medium to long-term impacts

on breeding, but it is worth noting that the steady

reduction in genome sequencing costs is also opening

up new ways of allele searching [40].

Both parental and especially early generation

selection can benefit from the use of low cost perfor-

mance-related markers. For the last 50 years or so,

physiologists have attempted to identify such markers

or traits, physiological or morphological, or evenwhole

ideotypes, which would lead to greater yield. There

have been some successes, for example, the first high-

yielding semidwarf tropical rice variety, IR8, resulted

from the pursuit of a specific ideotype [41], and breed-

ing for resistance to some toxicities is usually based on

early generation physiological screening (e.g., alumi-

num tolerance). However, indirect selection for both

PYw and especially for PY has proved challenging, and

much physiology has been restricted to the retrospec-

tive identification and understanding of traits which

have changed as direct selection has increased yield.

A good example are the many traits that have been

found to change as maize yields increased in North

America under direct selection for yield, lodging resis-

tance, dry down, and disease resistance alone [37, 42].

As understanding of yield determination improves,

including the recognition that seemingly useful traits

can carry trade-offs, and as measurements of many
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traits become cheaper, especially through the use of

remote sensing in the field, the possibilities for physi-

ological traits have improved. At CIMMYT, maize

breeding for drought (PYw) has definitely benefitted

from the inclusion of physiological traits such as anthe-

sis to silking interval in managed drought environ-

ments [43]. More recently, with wheat there has been

testing of canopy temperature as an early generation

selection criterion, a surrogate for stomatal conduc-

tance and possibly photosynthetic rate under irriga-

tion, or possibly for rooting depth under drought; it

shows promise under both conditions [44], as does

multispectral canopy reflectance under irrigation

[45]. In CSIRO, Australia, ideotrait selection for greater

PYw has been under way for several decades, with focus

on traits such as water use efficiency via carbon isotope

discrimination, coleoptiles length, low tillering, and

high stem carbohydrate content at flowering, with

moderate success [46]. Very recent research points to

genetic differences in wheat for grain set under drought

and ways for screening this trait which is likely to be

a significant bottleneck in PYw determination [47].

While physiology may be beginning to look more

useful in early generation yield selection, it is now being

challenged by the rapidly growing use of molecular

markers for traits, initially qualitative ones but lately

also quantitative traits, including yield itself. The huge

decline in cost of detecting molecular markers, and

their increasing density across crop genomes is driving

this. Heffner et al. [48] review the possibilities of such

marker-based genome selection in crops. Earthington

et al. [49] describe in some detail the extent to which

molecular markers are being incorporated into the

Monsanto crop breeding programs: rates of progress

in multiple trait indices (e.g., including yield, grain mois-

ture, standability, and test weight for maize) can be dou-

bled; indeed, for these authors marker-aided selection is

the “new” conventional breeding. These approaches pre-

sume accurate phenotyping of genotypes for yield and its

interactions with target environments, a challenge in all

breeding. However, it is interesting that physiology hardly

features in this new scenario, although other groups are

busily mapping putatively useful physiological traits at

the molecular level (e.g., [50, 51]). It remains to be seen

whether physiological traits, either observed directly

or identified by accurate markers, will have a place

in marker-aided yield breeding, but it is possible some
combination of markers and early generation trait

phenotyping using smart remote sensing will prove an

even more efficient strategy for PY advance. In addition

physiology, just like plant pathology, will continue to

identify individual traits whose incorporation into lead-

ing varieties may lift PY or PYw, a process which could

benefit from the use of molecular trait markers, just as is

becoming the case with new hard-to-screen host plant

disease resistance genes.

Multilocation multiple-year yield testing remains

the essential final step in all plant breeding for yield;

testing under different management regimes (plant

density, planting date, soil stored water) is also recog-

nized as increasingly important. Crop simulation

models are now good enough to help breeders under-

stand the environmental and sometimes the genetic

bases of the interactions encountered, and thus deploy

the testing more efficiently, and more efficiently

indentify the genotypes best suited to major environ-

ment � management combinations. An excellent

example is the analyses of multiple environment

rainfed trials of sorghum in Queeensland [52].
Genetic Engineering for Yield

There are many claims of engineered traits that may

increase crop yield, but very few of these have been

backed up by yield measurements in the field. Crop

physiologists have regularly pointed out how different

is the performance of a genotype growing in a pot in the

glass house from that of one at normal plant density in

the field environment [53, 54]. For this reason, they

remain skeptical of the value of these claims and await

with much interest the results of field tests, for, to date,

it appears that only a handful of papers describe per-

formance in proper field tests. In an excellent example,

wheat transformed with a more active ADP glucose

pyrophosphorylase in the grain to increase grain sink

strength and grain size, was thoroughly field tested, but

there was no yield benefit [55]. More recently,

Monsanto has reported increased PYw in field plots

with maize transformed with two separate events [56,

57]; results in the latter case point to modest PYw

increases and no change in PY, but the nature of the

drought and of the crop physiological responses are not

well described. More experimental data is needed

before much confidence can be placed in this event,
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or in engineering for yield in general, for both genetic

and physiological understanding of yield determina-

tion indicates that many processes are involved, and

that the impact of any single transformation is likely to

be small even if key regulatory genes or bottleneck

processes are targeted. Indeed, it is now being recog-

nized that if functional genomics is to have a significant

impact on yield through engineering yield processes, it

must pay more attention to the relevant plant and crop

physiology connecting gene action to field performance

[58]; even the current fashion for automated

phenotyping in controlled facilities must be balanced

by substantial investment in phenotyping in field plots

in managed environments.
Some Tentative Conclusions on Future Potential

Yield Progress

As PY increases, relative rates of PY progress are

decreasing; this is probably more than the consequence

of a linear rate of progress relative to a rising denom-

inator, and may, in situations where the breeding

investment is large (e.g., maize in North America,

wheat in the UK and the rest of Western Europe), also

reflect diminishing returns as biological limits are

approached. Theoretical limits to harvest index are

already being reached, but those to radiation use effi-

ciency appear well above current measured values [59].

There have been a couple of attempts to project PY into

the future. For example, Sylvester-Bradley et al. [60]

propose that a longer period of light capture and

a higher radiation use efficiency could lift PYof winter

wheat in the UK to 17.4 t/ha by 2050, a linear rate of

progress of 167 kg/ha/year, or two and half times the

current rate of progress seen in Fig. 1. Taking a different

tack, Monsanto has predicted a doubling of US maize

yield between 2000 and 2030, based on equal contribu-

tions from conventional breeding, marker-aided selec-

tion, and genetic engineering, and amounting to

a linear annual rate of progress which is 3.3% of today’s

yields. Physiological theory and commercial optimism

both, however, have their limitations. Looking more

cautiously at the ways of impacting PY progress

outlined above, it is concluded that breeding progress

will dominate in the future, that conventional breed-

ing, including the exploitation of heterosis, will con-

tinue to deliver small but declining gains, while new
approaches may boost gains enough to maintain cur-

rent rates of linear PY progress at between 0.5% and

1%, other things such as climate remaining equal (note

that given the way PY is defined here, this progress is

independent of any direct effect of atmospheric CO2

increase). Observers expect the investment in the rele-

vant R and D to remain large, as the private sector

involvement increases to balance a declining public

sector, and many argue that it should grow further,

although the marginal rate of return is not well known.
Future Directions and Synthesis

The key issue for future food security is the real grain

price needed to balance burgeoning demand against

increasing supply. World food production demand

and supply to 2050 have recently been projected by

Hubert et al. [61] with the IFPRI Impact model, and

by Tweetin and Thompson [62]. Thus, the baseline case

of the former paper projects a 56% increase in cereal

production over 2000, accompanied by substantial real

price increases over the 2000 base, with negative effects

on malnutrition. Demand growth is greater for maize

and least for rice, such that the projected real price

increases over 2000 are maize (97%), wheat (90%),

and rice (60%). Clearly, a 56% increase in production

is not enough. For Tweetin and Thompson [62], cereal

supply rises somewhat more, by around 75% in 2050,

but real prices still increase (on average 44%). The

IFPRI projections allow for biofuel demand (peaking

in the late 2020s at 16% of total maize consumption,

after which second-generation biomass biofuel takes

over), rising energy costs and likely restrictions on

irrigation water supply. They also point to a much

greater increase in grain demand in the first 25 years

(1.4% pa) than in the second 25 years (0.4%), clearly

placing more pressure on short- to medium-term yield

progress. The IFPRI model contains crop area as

a variable but, given the cost of developing new lands

and its scarcity, this only increases significantly if prices

more than double under a very low yield progress

scenario.

In the IFPRI baseline projection, yield grows to

meet demand at around 1% exponential projected

over the whole period. In [62], it is expected to grow

linearly at a rate equivalent to 1.4% of current yields.

These rates compare to the current rates of world yield
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growth, which are wheat and rice (0.9%), maize (1.6%),

and soybeans (1.1%), but it must be recalled that the

actual rates all appear to be linear, not exponential, and

that the projected rates in neither of the models are

enough to hold real prices steady at 2000 levels. In

addition, the elasticity of demand is such that a supply

shortfall due to below baseline yield growth would be

disastrous (as we saw 2 years ago although some other

factors added to the sharp doubling of prices then): the

projections in [61] suggest a 40% fall in yield growth

below baseline (to 0.6% exponential) would lift 2050

real cereal prices to more than 200% above 2000 real

prices!! Alternatively, 1.4% yield growth would mean

continuing declines in real grain prices.

These numbers highlight the importance of yield

growth that has been the subject of this entry and reveal

that current FY growth rates are inadequate to hold real

prices down. Since PY growth can contribute to FY

growth everywhere, and is the only source of growth

in advanced agricultural systems where FY is

approaching PY, it assumes great underlying impor-

tance, even as current rates of growth, except possibly

for maize, seem to be well below 1% and gradually

falling as a percentage of yield. Unfortunately, the

brief examination here suggests that the prospects of

boosting PY growth, largely now relying on plant

breeding, are small, or at least rather uncertain, espe-

cially in the short to medium termwhen yield increases

are most critical. Much will depend on whether the

molecular marker-aided yield selection can boost

rates, for example, double them, as claimed by some;

genetic engineering seems unlikely to lift PY in the

short to medium term, although the prospects to lift

PYw may be somewhat better if water stress-related

yield bottlenecks can be relieved. And none of these

projections have factored in the possible negative

effects of climate change.

As a consequence of the above, yield gap closing

assumes great importance for future world food secu-

rity, especially as there still appear to be large exploit-

able gaps (>50%) in many situations, and as the way

forward is clearer. There are few uncertainties regarding

what needs to change at the farm level, but less opti-

mism regarding how to achieve this quickly enough

and from where the necessary resources will come. The

biggest gaps are associated with small farmers in the

developing world, and there is little doubt that
strategies to help these farmers will have the greatest

benefits for alleviating poverty and food insecurity.

And note that the association between large yield gaps

and small farmers is not an inevitable association, as

can be seen among small holders in Egypt or parts of

eastern China. This entry has emphasized that

improvements in rural infrastructure and institutions

are critical, but that breeding and agronomic research

also has a role to play in gap closing, as is illustrated by

the impact of simple direct seeding machinery and

earlier sowing on wheat yields in the Indo-Gangetic

Plains or of Bt cotton with Indian small holders. It is

a great pity, however, that the types of on-farm adaptive

research and development needed for gap closing in

such situations are often thwarted by policy inertia

toward agriculture in general, and poor rewards by

science funders in particular, although the situation

may be gradually improving. In developed countries,

new paradigms seem to be emerging in which private

sector companies, especially breeding and seed compa-

nies, invest not only in developing better varieties but

also in applied agronomic research linked to variety

development and promotion, and this may account

for some of the gap closing in the USA and Western

Europe. In addition, and especially in Australia and the

southern cone of South America, privately hired agron-

omists are assuming a critical role in yield gap closing

and are rewarded accordingly. Taken overall such

changes auger well for ongoing yield gap closing, even

in the short to medium term, in the developed world,

but their impact at the farm level in developing coun-

tries, and that of more traditional approaches, will

remain limited by infrastructure and institutional con-

straints in the near to medium-term future. The cau-

tious optimism expressed a decade ago by leading

agricultural scientist Evans [4] regarding world food

security may well be overly optimistic.
Bibliography

1. Evans LT, Fischer RA (1999) Yield potential: its definition, mea-

surement and significance. Crop Sci 34:1544–1551

2. Passioura JB, Angus JF (2010) Improving productivity of crops

in water limited environments. Adv Agron 106:37–75

3. Badawi AT (1998) Sustainability of rice production in Egypt,

IRC 98/7-2. Cairo, Egypt

4. Evans LT (1998) Feeding the ten billion: plants and population

growth. Cambridge University Press, Cambridge



717Crop Yields Around the World: Closing the Gap and Raising the Potential
5. Fischer RA, Byerlee D, Edmeades GO (2009) Can technology

deliver on the yield change to 2050? Paper prepared for expert

meeting on “How to Feed the World in 2050”, FAO,

Rome,24–26 June 2009. (www.fao.org/wsfs/forum2050/

wsfs-background-documents/wsfs-expert-papers/en/)

6. Mackay I, Horwell S, Garner J, White J, McKee J, Philpott H

(2010) Re-analysis of the historical series of UK variety trials to

quantify the contributions of genetic and environmental fac-

tors to trends and variability in yield over time. Theor Appl

Genet 121 (in press)

7. Hammer GL, Dong Z, McLean G, Doherty A, Messina C,

Schussler J, Zinselmeier C, Paszkiewicz S, Cooper M (2009)

Can changes in canopy and/or root system architecture

explain historical maize yield trends in the U.S. Corn Belt?

Crop Sci 49:299–312

8. Edgerton MD (2009) Increasing crop productivity to

meet global needs for feed, food and fuel. Plant Physiol

149:7–13

9. Fischer RA, Edmeades GO (2010) Breeding and cereal yield

progress. Crop Sci 50:S-85–S-98

10. Bhatia VS, Singh P, Wani SP, Chauhan GS, Rao AVRK, Misra AK,

Sirinuas K (2008) Analysis of potential yields and yield gaps of

rainfed soybean in India using CROPGRO-Soybean model.

Agric Forest Meteorol 148:1252–1265

11. Murty MVR, Singh P, Wani SP, Khairwal IS, Srinivas K (2007)

Yield gap analysis of sorghum and pearl millet in India using

simulation modeling. J SAT Agric Res 5:1–85

12. Lobell DB, Cassman KG, Field CB (2009) Crop yield gaps: their

importance, magnitudes, and causes. Annu Rev Environ

Resour 34:4.1–4.26

13. Titonell P, Shepherd KD, Vanlauwe B, Giller KE

(2008) Unravelling the effects of soil and crop management

on maize productivity in smallholder agricultural systems of

western Kenya – an application of classification and regression

tree analysis. Agric Ecosyst Environ 123:137–150

14. Byerlee D (1992) Technical change, productivity, and sustain-

ability in irrigated cropping systems of South Asia: Emerging

issues in the post-green revolution Era. J Int Dev 4:477–496

15. Marsh SP, Pannell DJ, Lindner RK (2000) The impact of agricul-

tural extension on adoption and diffusion of lupins as a new

crop in western Australia. Aust J Exp Agric 40:571–583

16. Llewellyn RS, D’Emden FH (2009) Adoption of no-till cropping

practices in Australian grain growing regions. Report to GRDC,

Canberra

17. Byerlee D, Moya P (1993) Impacts of international wheat

breeding research in the developing world, 1966–90. D.F.

CIMMYT, Mexico

18. Morris M, Kelly VA, Kopicki RJ, Byerlee D (2007) Fertilizer use in

African agriculture, Lessons learned and good practice guide.

The World Bank, Washington

19. de Wit CT (1992) Resource use efficiency in agriculture. Agric

Syst 40:125–131

20. Fischer RA (2009) Farming systems in Australia: exploiting the

synergy between genetic improvement and agronomy. In:

Sadras V, Calderini D (eds) Crop physiology: applications for
genetic improvement and agronomy. Elsevier, Amsterdam,

pp 23–54

21. Paroda RS (2004) Scaling up: how to reach a billion resource-

poor farmers in developing countries. Plenary paper, 4th inter-

national crop science congress, Brisbane. (www.cropscience.

org.au/icsc2004/plenary/4/223_paroda.htm)

22. Dobermann A, Witt C, Dawe D, Abdulrachman S, Gines HC,

Nagarajan R, Satawathananont S, Son TT, Wang GH, Chien NV,

Thoa VTK, Phung CV, Stalin P, Muthukrishnan P, Ravi V,

Babu M, Chatuporn S, Sookthongsa J, Sun Q, Fu R,

Simbahan GC, Adviento MAA (2002) Site-specific nutrient

management for intensive rice cropping in Asia. Field Crops

Res 74:37–66

23. Dobermann A, Mackill D (2008) Investment returns opportu-

nities in rainfed/irrigated environments of South Asia.

Unpublished discussion paper, IRRI, The Philippines, p 7

24. Lobell DB, Asner GP, Ortiz-Monasterio JI, Benning TL

(2003) Remote sensing of regional crop production in the

Yaqui Valley, Mexico: estimates and uncertainties. Agric

Ecosyst Env 94:205–220

25. Ortiz-Monasterio JI, Lobell DB (2007) Remote sensing assess-

ment of yield losses due to sub-optimal planting dates and

fallow period weed management. Field Crops Res 101:80–87

26. Lobell DB, Ortiz-Monasterio JI, Asner GP, Naylor RL, Falcon WP

(2005) Combining field surveys, remote sensing, and regres-

sion trees to understand yield variations in an irrigated wheat

landscape. Agron J 97:241–249

27. Grassini P, Hall AJ, Mercau J (2009) Benchmarking sunflower

water productivity in semiarid environments. Field Crops Res

110:251–262

28. Hochman Z, Holzworth D, Hunt JR (2009) Potential to improve

on-farm wheat yield and WUE in Australia. Crop Pasture Sci

60:708–716

29. Ekboir J (ed) (2002) CIMMYT 2000–2001World wheat overview

and outlook: developing no-till packages for small-scale

farmers. D.F. CIMMYT, Mexico

30. Oerke EC (2006) Crop losses to pests. J Agric Sci 144:31–43

31. James C (2008) Global Status of Commercialized Biotech/GM

Crops: 2008. ISAAA brief no. 39. ISAAA, Ithaca

32. Luque SF, Cirilo AG, Otegui ME (2006) Genetic gains in grain

yield and related physiological attributes in Argentine maize

hybrids. Field Crops Res 95:383–397

33. Campos H, Cooper M, Habben JE, Edmeades GO, Schussler JR

(2004) Improving drought tolerance in maize: a view from

industry. Field Crops Res 90:19–34

34. Evans LT (1993) Crop evolution, adaptation and yield. Cam-

bridge University Press, Melbourne

35. Evenson RE, Gollin D (eds) (2003) Crop variety improvement

and its effect on productivity: the impact of international

agricultural research. CAB International, Wallingford

36. Byerlee D, Dubin HJ (2010) Crop improvement in the CGIAR as

a global success story of open access and international collab-

oration. Int J Common 4:452–480

37. Duvick DN (2005) The contribution of breeding to yield

advances in maize (Zea mays L.). Adv Agron 86:83–145

http://www.cropscience.org.au/icsc2004/plenary/4/223_paroda.htm
http://www.cropscience.org.au/icsc2004/plenary/4/223_paroda.htm
www.fao.org/wsfs/forum2050/wsfs-background-documents/wsfs-expert-papers/en/
www.fao.org/wsfs/forum2050/wsfs-background-documents/wsfs-expert-papers/en/


718 Crop Yields Around the World: Closing the Gap and Raising the Potential
38. Comai L, Young K, Till BJ, Reynolds SH, Greene EA, CodomoCA,

Enns LC, Johnson JE, Burtner C, Odden AR, Henikoff S (2004)

Efficient discovery of DNA polymorphisms in natural

populations by Ecotilling. Plant J 37:778–786

39. Bhullar NK, Street K, Mackay M, Yahiaoui N, Keller B (2009)

Unlocking wheat genetic resources for the molecular iden-

tification of previously undescribed functional alleles at

the Pm3 resistance locus. Proc Natl Acad Sci USA 106:

9519–9524

40. Phillips R (2010) Mobilizing science to break yield barriers.

Crop Sci 50:S-99–S-108

41. Jennings PR (1964) Plant type as a rice breeding objective.

Crop Sci 4:13–15

42. Tollenaar M, Lee EA (2006) Dissection of physiological pro-

cesses underlying grain yield in maize by examining genetic

improvement and heterosis. Maydica 51:399–408

43. Edmeades GO, Bolaños J, Elings A, Ribaut J-M, Bänziger M,

Westgate ME (2000) The role and regulation of the anthesis-

silking interval in maize. In: Westgate ME, Boote KJ (eds)

Physiology and modeling kernel set in Maize. Crop Science

Society of America special publication no. 29. CSSA, Madison,

pp 43–73

44. Brennan JP, Condon AG, Van Ginkel M, Reynolds MP (2007) An

economic assessment of the use of physiological selection for

stomatal aperture-related traits in the CIMMYT wheat breed-

ing programme. J Agric Sci 145:187–194

45. Babar B, Reynolds MP, Van Ginkel M, Klatt AR, Raun WR, Stone

ML (2006) Spectral reflectance to estimate genetic variation

for in-season biomass, leaf chlorophyll, and canopy tempera-

ture in wheat. Crop Sci 46:1046–1057

46. Richards RA (2004) Physiological traits used in the breeding

of new cultivars for water-scarce environments. In: Proceed-

ings of the 4th international crop science congress, Brisbane.

(www.cropscience.org.au/ICSC2004/symposia/1/3/1470_

richardsr.htm)

47. Ji X, Shiran B, Wan J, Lewis DC, Jenkins CLD, Condon AG,

Richards RA, Dolferus R (2010) Importance of pre-anthesis

anther sink strength for maintenance of grain number during

reproductive stage water stress in wheat. Plant Cell Environ

33(6):926–942

48. Heffner EL, Sorrells ME, Jannick J-L (2009) Genomic selection

for crop improvement. Crop Sci 49:1–12

49. Eathington SR, Crosbie TM, Edwards MD, Reiter RS, Bull JK

(2007) Molecular markers in a commercial breeding program.

Crop Sci 47(S3):S154–S163

50. Rebetzke GJ, van Herwaarden AF, Jenkins C, Weiss M, Lewis D,

Ruuska S, Tabe L, Fettell NA, Richards RA (2008) Quantitative
trait loci for water-soluble carbohydrates and association with

agronomic traits in wheat. Aust J Agric Res 59:891–905

51. Reynold M, Tuberosa R (2008) Translational research

impacting on crop productivity in drought-prone environ-

ments. Curr Opin Plant Biol 11:171–179

52. Chapman SC, Cooper M, Hammer GL (2002) Using crop simu-

lation to generate genotype by environment interaction

effects for sorghum in water-limited environments. Aust

J Agric Res 53:379–389

53. Sinclair TR, Purcell LC (2005) Is a physiological perspective

relevant in a “genocentric” age? J Exp Bot 56:2777–2782

54. Fischer RA (2008) Improvements in wheat yield: Farrer, phys-

iology and functional genomics. Agric Sci NS 1/08:6–18

55. Meyer FD, Talbert LE, Martin JM, Lanning SP, Greene TW,

Giroux MJ (2007) Field evaluation of transgenic wheat

expressing a modified ADP-glucose pyrophosphorylase large

subunit. Crop Sci 47:336–347

56. Nelson DE, Repetti PP, Adams TR, Creelman RA, Wu J, Warner

DC, Anstron DC, Benson RJ, Castiglioni PP, Donnarummo MG,

Hinchley BS, Kumimoto RW, Maszle DR, Canales RD,

Krolikowski KA, Dotson SB, Gutterson N, Ratcliffe OJ, Heard

JE (2007) Plant nuclear factor Y(NF-Y) B subunits confer

drought tolerance and lead to improved corn yields on

water-limited acres. Proc Natl Acad Sci USA 104:16450–16455

57. Castiglioni P, Warner D, Bensen RJ, Anstrom DC, Harrison J,

Stoecker M, Abad M, Kumar G, Salvador S, D’Ordine R,

Navarro S, Back S, Fernandes M, Targolli J, Dasgupta S, Bonin C,

Luethy M, Heard JE (2008) Bacterial RNA chaperones confer

abiotic stress tolerance in plants and improved grain yield in

maize underwater-limited conditions. Plant Physiol 147:446–455

58. Spiertz JHJ, Struik PC, van Laar HH (eds) (2007) Scale and

complexity in plant systems research: gene-plant-crop rela-

tions. Proc Frontis Workshop, Wageningen, The Netherlands,

April 24–26, 2006. Springer-Verlag, New York

59. Zhu X-G, Long SP, Ort DR (2008) What is the maximum effi-

ciency with which photosynthesis can convert solar energy

into biomass? Curr Opin Biotech 19:153–159

60. Sylvester-Bradley R, Foulkes J, ReynoldsM (2005) Futurewheat

yields: evidence, theory and conjecture. In Sylvester-Bradley R,

Wiseman J (eds) Proc 61st Easter School in Agricultural Sci-

ences. Yield of farmed species. Nottingham University Press,

pp 233–260

61. Hubert B, Rosegrant MW, van Boekel MAJS, Ortiz R (2010) The

future of food: scenarios for 2050. Crop Sci 50:S33–S50

62. Tweeten L, Thompson SR (2008) Long-term agricultural out-

put supply-demand balance and real farm and food prices.

Working paper AEDE-WP 0044-08, Ohio State University

http://www.cropscience.org.ausol;ICSC2004sol;symposiasol;1sol;3sol;1470_richardsr.htm
http://www.cropscience.org.ausol;ICSC2004sol;symposiasol;1sol;3sol;1470_richardsr.htm


719Cropping Systems: Shaping Nature
Cropping Systems: Shaping Nature

RAFAEL J. LÓPEZ-BELLIDO, LUIS LÓPEZ-BELLIDO

Departamento de Ciencias y Recursos Agrı́colas y

Forestales, University of Córdoba, Córdoba, Spain
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Glossary

Agriculture Agriculture and farming are often consid-

ered to be the same concept. However, both con-

cepts can vary in their territorial scope of

application. Agriculture is the production of food

and goods through farming and forestry. Agricul-

ture encompasses a wide variety of specialties and

techniques. For this reason, its definition has devel-

oped to become: The science, art, and business of

cultivating soil, producing crops, and raising live-

stock. The major agricultural products can be

broadly grouped into foods, fibers, and raw mate-

rials. As of late, agriculture also uses plants to pro-

duce biofuels, biopharmaceuticals, and bioplastics.

Agricultural practices Agricultural practices are a set

of techniques applied to on-farm production and

postproduction processes, resulting in food and

nonfood agricultural products.

Agronomic crops Agronomic crops typically involve

a crop that is grown for grain, feed, or for

processing into oil, starch, protein, or flour. Major

agronomic crops include corn (grown for feed,

ethanol, or processing), soybeans, wheat, hay

(alfalfa and legume and grass mixtures), rice, pea-

nuts, and cotton. Hay is also considered forage [1].
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Agroecosystem An agricultural system or agricultural

ecosystem is the basic unit of study for an

agroecologist. This term is somewhat arbitrarily

defined as a spatially and functionally coherent

unit of agricultural activity, and includes the living

and nonliving components involved in the unit as

well as their interactions. An agroecosystem can be

viewed as a subset of a conventional ecosystem. As

the name implies, at the core of an agroecosystem

lies the human activity of agriculture. However, an

agroecosystem is not restricted to the immediate

site of agricultural activity (e.g., the farm), but

rather includes the region that is impacted by this

activity, usually by changes to the complexity of

species assemblages and energy flows, as well as to

the net nutrient balance.

Agronomy The science which establishes the theory

and practice of crop production and soil manage-

ment [1].

Ecosystem A functioning community of nature that

includes fauna and flora together with the chemical

and physical environment with which they interact.

Ecosystems vary greatly in size and characteristics,

and can be a mud puddle, a field, or orchard, or

a forest. An ecosystem provides a unit of biological

study and can be a unit of management [2].

Environment The totality of the surrounding external

conditions (biological, chemical, and physical)

within which an organism, community, or object

exists. The environment can be defined at any scale.

The term is not exclusive in that organisms can be

and usually are part of another organism’s environ-

ment. Thus, one can speak of the environment as

that within which humankind lives (i.e., separate

and external) or, of humankind as a component of

the environment [2].
Definition of the Subject

Cropping system (CS) is a general term that describes

how a producer or farmer might grow a crop [2].

Pragmatically, CSs effectively address the what to

grow, when to grow it, and how to grow it considerations

of crop production in the context of optimizing mul-

tiple goals [3]. A CS must bring together the biological,

technical, economic, and sociological aspects of
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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the land area farmed [4]. Therefore, a CS is a set

of agronomic or agricultural practices used in

a crop under specific conditions. The CS generates an

agroecosystem, agri-environment, or agricultural sys-

tem. Common synonyms of CS include crop manage-

ment system, crop production system, farming system,

crop production practices, etc. For example, a farming

system is defined as a population of individual farm

systems that have broadly similar resource bases, enter-

prise patterns, household livelihoods, and constraints,

and for which similar development strategies and inter-

ventions would be appropriate [5].

The classification of CSs has been based on

the following criteria: available natural resource base,

including water, land, grazing areas, and forest; climate,

of which altitude is one important determinant;

landscape, including slope; farm size, tenure and orga-

nization; dominant pattern of farm activities and

household livelihoods, including field crops, livestock,

trees, aquaculture, hunting and gathering, processing

and off-farm activities; and taking into account the

main technologies used, which determine the intensity

of production and integration of crops, livestock,

and other activities [5]. Multiple cropping, in which

several crops are grown sequentially in 1 year, and

intercropping, when several crops are grown at the

same time, are other kinds of annual CSs known as

polycultures [6].

In general, each and every agronomic practice

used in a CS affects different aspects of the system,

i.e., the tillage system prepares the seedbed but affects

the availability of water and nutrients, carbon cycle,

erosion, diseases, etc. The use of the term CS is

often applied to a rotation (wheat-fallow CS), tillage

system (no-tillage CS), method of fertilization (organic

CS), or agroecosystem (semiarid CSs) to simplify

the designation of the CSs. However, it is important

to note that a CS involves much more than a rotation,

tillage system, fertilization method, or climatic

conditions.
Introduction

Since the dawn of settled agriculture about 10millennia

ago, human beings have integrated different agronomic

practices for application to selected plants (crops), and

as a result generated CSs that transformed the natural
ecosystem into agroecosystems. Agricultural practices

such as genotype selection, crop rotation, natural fer-

tilizers, irrigation, etc., were developed long ago, but

have made great strides in the past century. The history

of agriculture has played a major role in human history

as agricultural progress has been a crucial factor in

worldwide socioeconomic change. When human

beings began to produce food beyond their needs,

others activities began to take place. It is this agricul-

tural surplus that made the development of civilization

possible. A crucial time in the history of agricultural

began with the discovery of America. A global exchange

of previously local crops and livestock breeds occurred.

Key crops involved in this exchange from the New

World to the Old included the tomato, maize, potato,

manioc, cocoa bean, and tobacco, with several varieties

of wheat, spices, coffee, and sugar cane going from the

Old World to the New. With the rapid rise of mecha-

nization in the early twentieth century, particularly in

the form of the tractor, farming tasks could be accom-

plished with a speed and on a scale previously impos-

sible. Also during this period, the Haber–Bosch

method for synthesizing ammonium nitrate

represented a major breakthrough. Synthetic nitrogen,

along with mined rock phosphate, pesticides, and

mechanization, allowed crop yields to overcome previ-

ous constraints. Furthermore, global yield increases

were experienced later in the twentieth century when

high yield varieties of wheat, corn, and rice were intro-

duced as a part of the Green Revolution. The Green

Revolution exported technologies (including pesticides

and synthetic nitrogen) from the developed world to

the developing world. However, concerns have been

raised over the sustainability of intensive agriculture.

Intensive agriculture has become associated with

decreased soil quality, and there has been increased

concern over the effects of fertilizers and pesticides on

the environment, particularly as the population

increases and food demand expands.

As a result, in the past few decades, a move toward

sustainability in agriculture has also developed, inte-

grating ideas of socioeconomic justice and conserva-

tion of resources and the environment within an

agricultural system [7, 8]. Sustainable agriculture is

defined as practices that meet current and future soci-

etal needs for food and fiber, for ecosystem services,

and for healthy lives, and that do so by maximizing the
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net benefit to society when all costs and benefits of the

practices are considered. If society is to maximize the

net benefits of agriculture, there must be a fuller

accounting of both the costs and the benefits of alter-

native agricultural practices, and such an accounting

must become the basis of policy, ethics, and action.

Additionally, the development of sustainable agricul-

ture must accompany advances in the sustainability of

energy use, manufacturing, transportation, and other

economic sectors that also have significant environ-

mental impacts [9]. Sustainable agriculture has

renewed research in alternative technologies such as

no-tillage, integrated pest management, etc. Recent

mainstream technological developments include

genetically modified (GM) crops. Also, agriculture

has needed – and still needs – subsidies from many

governments to ensure an adequate food supply and its

competitivity in global markets. However, at times,

these subsidies, especially when instituted by developed

countries, have been noted as protectionist, inefficient,

and environmentally damaging [10].

This chapter is not an overview of a subject as

complex and broad as worldwide CSs, where oversights

are inevitable. It must first be pointed out that about

85% of the Earth’s cultivated land is planted with

annual crops [11], and thus the principle CSs are used

in herbaceous plants. Of these, wheat, rice, and maize

provide more than 60% of human dietary calories,

either as cereals for direct human consumption or

embodied in livestock products produced from ani-

mals fed with feed grains and their by-products

[9, 12]. Moreover, it is likely that these same cereal

crops will continue to account for the bulk of future

human food supply because they produce greater yields

of human-edible food, are easily grown, stored, and

transported, and require less fuel and labor for

processing and cooking than other food crops [12].

Given their importance, this chapter focuses primarily

on these crops, but also provides a general view that can

be applied to any CS. The chapter starts off with a brief

description of CS components and factors that must

be taken into consideration during their design

(Components and Design). To provide a new focus on

defining CSs, and as a result agroecosystems, an

anthropological view of a CS is then provided

(Anthropological View). Following, the most important

effects of these “human ecosystems” on the
environment are reviewed (Agricultural Practices’ Foot-

print). At this point, the chapter goes on to analyze the

achievements of agricultural research and their impor-

tance to man (Praise of Agricultural Science). From

here, agricultural practices that were unsuccessful in

CSs and which must be urgently eliminated are studied

(Eradication of Fallow, Tillage, andMonoculture). After-

ward, the basic principles on which current and future

CSs should be inspired are discussed. In fact, the appli-

cation of these principles to a certain degree involves

returning to techniques from the past, based on mon-

itoring technologies of the future (Biological Synergism

and Technical Synchronization). The application of

these principles logically leads to what are called

Dynamic Cropping Systems, which shift away from the

application of a series of rigid agricultural practices to

the agroecosystem at each growth stage. Finally, the

chapter tackles the Future Challenges for CSs in the

twenty-first century.
Components and Design

All agroecosystems generated by a CS break away from

“natural” ecosystems, and the main effects are the loss

of biodiversity and the export of resources. This causes

environmental imbalance which means more or less of

a struggle, depending on the intensity of the CS, to

stabilize it. The more distant it is from a “natural”

stable ecosystem, the more inputs are required by the

CS as the result of a greater imbalance. In fact, one of

the greatest concerns caused by agriculture, which has

been a problem from the beginning due to the selection

of few species, is the lack of biodiversity in many CSs.

Advocates of diversification argue that it provides

greater income stability [2].

Many CSs throughout the world are characterized

by variable climate and soils, resulting in a high-risk

condition for agricultural producers due to extreme

variability in precipitation and seasonal temperatures

[13]. In other words, crop production occurs in an

environment that is always changing. With every grow-

ing season, producers must attend to numerous factors

that influence their management decisions. Cropping

systems vary among farms depending on the available

resources and constraints; geography and climate of the

farm; government policy; economic, social, and polit-

ical pressures; and the philosophy and culture of the
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farmer [5, 6]. This is a daunting challenge, especially

when one considers that producers’ decisions are car-

ried out in a financial environment of diminishing

economic returns, where one wrong decision could

mean financial hardship and potentially the end to

a way of life [14].

A CS involves numerous interactive factors that

may limit or facilitate crop production. The factors

can be divided into the following groups [14]: (1) bio-

physical environment: weather/climate and soil;

(2) socioeconomic externalities: market conditions

and government programs; and (3) available technol-

ogy. These three factors affect or guide the agricultural

practices of the CS (crop election, rotation, tillage sys-

tem, planting date, fertilization, crop protection, etc.),

and are conceived on the basis of productive and eco-

nomic objectives, as well as the social and environmen-

tal objectives that must be imposed by sociopolitical

externalities.

Most developed countries’ agriculture operates in

a market-driven economy, although government poli-

cies can have an influence onwhat farmers produce and

how they produce it. As with other businesses, agricul-

tural producers respond to economic incentives and

disincentives, and make decisions to maximize their

welfare; usually measured as net income. Specifically,

the farmer must consider the influence of technological

advancements, income supports embodied in farm leg-

islation, and changes inmarket structure and consumer

demand. Many of the technological advancements have

required large-scale production units to justify the

investment. The influence of commodity support pro-

grams has been ambiguous. As farm legislation has

evolved to decouple production decisions from pro-

gram benefits, the incentives to specialize in program

crops (crops that receive price and/or income benefits

under governmental legislation) have diminished.

However, wealth and risk effects, albeit small, may

have promoted or inhibited the adoption of a more

sustainable system. Changes in market structure, chan-

nels, and consumer demand in the past five decades

have been dramatic with consolidation and specializa-

tion in both production and marketing sectors. How-

ever, the diversity of consumer demand has also created

opportunities for more integrated farm operations.

There is an increasing number of consumers who

have become concerned about how and where their
food has been produced (food security). While price

and income supports may have been biased toward

specialization (as these programs were targeted to spe-

cific commodities), the reduction in risk associated

with the programs has enabled producers to expand

the number and diversity of their production enter-

prises [15].

The rapid change in the agricultural industry driven

by continuously arising challenges (climate change,

market globalization, environmental concerns)

requires the development of new methods of produc-

tion in order to guarantee sustainable agriculture [16].

The design of a CS undergoes a study of the biophysical

environment and socioeconomic externalities, and an

inventory of available technologies. The first step in

developing a CS is the definition of goals and con-

straints for the new CS. Constraints may result from

soil and climate but also from environmental or eco-

nomic concerns [17]. Afterward, a crop portfolio must

be established, usually based on climate, and

containing a diverse array of adaptable crop species,

economic potential, crop production practices, and soil

and water management considerations. The crop port-

folio is used to screen adaptable crops for a region and

includes the best management practices for the pro-

duction of each adaptable crop [14]. In others words, it

is the selection of crops compatible with the set of

constraints. Next is the comparison and choice of the

most satisfying crop and management options [16].

Designing new CSs is a long process and occurs in

a rapidly changing environment. This is exemplified

by climate but also by the economy (prices and poli-

cies) and the changing demands and functions that

society assigns to agricultural systems. The design pro-

cess must therefore integrate objectives of the resilience

and flexibility of CSs in an unpredictable environment

[18]. Obviously, the use of models for the design of CSs

can be an important tool for the farmer, although there

are some drawbacks [16]. Geographic information sys-

tems, qualitative decision-matrix analyses, a simple

rule-based model using multi-criteria evaluations,

and a machine learning-based land-transformation

model can be used harmoniously to study complex

socio-ecological systems. Models evaluate how each

technique performs in the study of complex socio-

ecological systems using amulti-tier framework, detail-

ing how each method analyzes the resource system,
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resource units, governance system, users and interac-

tions, and outcomes in the system. Model use enhances

our understanding of the land-use decision-making

process [19].
Anthropological View

Beginning around 8,500 BC, the transition from the

hunter–gatherer lifestyle to food production enabled

people to settle down next to their permanent agricul-

tural lands, instead of migrating to follow seasonal

shifts in wild food supplies. Food production was

accompanied by a human population explosion that

has continued unabated to this day, resulting from two

separate factors. First, the sedentary lifestyle permitted

shorter birth intervals. Nomadic hunter–gatherers had

previously spaced out birth intervals at 4 years or more

because a mother shifting camp can carry only one

infant or slow toddler. Second, plant and animal spe-

cies that are edible to humans can be cultivated in

much higher density in our agricultural land than in

wild habitats [20].

Agriculture also led to an explosion of technology

because sedentary living permitted the accumulation
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of heavy technology such as forges that nomadic

hunter–gatherers could not carry and because the stor-

able food surpluses resulting from agriculture could be

used to feed full-time craftspeople and inventors. By

also feeding full-time kings, bureaucrats, nobles, and

soldiers, those food surpluses led to social stratifica-

tion, political centralization, and standing armies. All

of these overwhelming advantages are what enabled

farmers to eventually displace hunter–gatherers [21].

Like all species, humans have exercised their

impulse to perpetuate and propagate themselves. In

doing so, humankind has “domesticated” ecosystems

in ways that enhance its food supplies, reduce exposure

to predators and natural dangers, and promote com-

merce. On average, the net benefits to humankind of

“domesticated” nature have been positive. We have, of

course, made mistakes, causing unforeseen changes in

ecosystem attributes, while leaving few, if any, truly

wild places on Earth [22]. Domestication of plants

and animals may be the single most important feature

of the human domination of our planet (Fig. 1).

Domestication involves the selection of traits that fun-

damentally alter wild species to become more useful to

us. Conservation has often been framed as the science
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aimed at protecting nature, and especially protecting

nature from people. However, there really is no such

thing as nature untainted by people [24]. Facing this

reality should change the scientific focus of environ-

mental science. Instead of recounting doom-and-

gloom statistics, it would be more fruitful to consider

the domestication of nature as the selection of certain

desirable ecosystem attributes, such as increased food

production, with consequent alteration to other eco-

system attributes that may not be desirable. Under this

paradigm, our challenge is to understand and thought-

fully manage the trade-offs among ecosystem services

that result from the inescapable domestication of

nature [22].

It is clear that cities are the main consumers of most

ecosystem services. This is important because the desire

and value for these services determines the traits that

humans select for preservation or elimination. For

example, if humans want to maximize food produc-

tion, landscapes will be domesticated to accommodate

a few high productivity species, plus the human-

associated species able to survive in these modified

landscapes. If people want more wildlife for recrea-

tional hunting, populations of predators of game spe-

cies will be reduced, and the edge habitat that a few

game species prefer will be increased. The choices and

actions of urban dwellers influence nature far removed

from cities, yet urban dwellers are increasingly unaware

of these impacts [22].
Agricultural Practices’ Footprint

The huge magnitude of human impacts in the environ-

ment is recent, but the presence of impacts such as

purposeful wildfires goes back thousands of years.

The reality of the human footprint renders discussions

about what areas of the world to set aside as wild and

protected areas as somewhat irrelevant; more germane

is a discussion of what trade-offs we are willing to

accept as a result of the domestication of nature [22].

The main environmental impacts attributed to

agriculture come from the conversion of “natural” eco-

systems to agroecosystems by CSs [9]. Clearing land for

agriculture, humans target wild species for harvest or

elimination. Humans have so tamed nature that few

locations in the world remainwithout human influence

[22] (Fig. 1). The whole notion of a “virgin rainforest”
may be erroneous, with extensive prehistoric human

activity evident in what were once thought to be

untouched forests in the Amazon and Congo [25].

Global maps of human impact indicate that, as of

1995, only 17% of the world’s land area had escaped

direct influence by humans [22]. Between 1700 and

1980, the total area of cultivated land worldwide

increased 466%, and yields increased dramatically, par-

ticularly because of selectively bred, high-yielding vari-

eties, fertilizers, pesticides, irrigation, and machinery.

For example, irrigation increased corn yields in eastern

Colorado by 400–500% from 1940 to 1997 [9].

Roughly 50% of the world’s surface area has been

converted to grazed land or cultivated crops [26].

Cropping systems (areas where at least 30% of the

landscape is in croplands, confined livestock produc-

tion, or freshwater aquaculture) now cover a quarter of

the Earth’s surface, partly by conversion of temperate

grasslands, Mediterranean climate forests, and many

tropical ecosystem types. More than half of the world’s

forests have been lost in this land conversion [26].

Forests have essentially disappeared from 25 countries,

with 9.4 million hectares lost annually from the Earth’s

surface [27]. Species and populations of species are

being lost at unprecedented rates, while at the same

time, the global biota is becoming homogenized, owing

to the introductions of alien species to new regions.

These examples represent major losses of pieces of the

biosphere machinery, which have a serious impact on

the delivery of ecosystem-regulating services – impacts

such as greater prevalence of infectious diseases in

disrupted ecosystems, adverse effects on local climates

by ecosystem modification, and the loss of flood

protection [27].

Environmental damages have come from agricul-

tural nutrients that pollute aquatic and terrestrial hab-

itats and groundwater, and from pesticides, especially

bioaccumulating or persistent organic agricultural pol-

lutants. Agricultural nutrients enter other ecosystems

through leaching, volatilization, and the waste streams

of livestock and humans. Pesticides can also harm

human health, as can pathogens, including antibiotic-

resistant pathogens associated with certain animal

production practices [9]. Many CSs have degraded

soil quality and necessitated the expense of increased

fertilization, irrigation, and energy to maintain pro-

ductivity [28]. Today, only 30–50% of applied nitrogen



725Cropping Systems: Shaping Nature
fertilizer [29] and �45% of phosphorus fertilizer [30]

is taken up by crops. A significant amount of the

applied nitrogen and a smaller portion of the applied

phosphorus are lost from agricultural fields. Nitrogen

fertilization can increase the emission of gases that

have critical roles in tropospheric and stratospheric

chemistry and air pollution. Nitrogen oxides (NOx)

emitted from agricultural soils and through combus-

tion increase tropospheric ozone, a component of

smog that impacts human health, agricultural crops,

and natural ecosystems. NOx from agroecosystems can

be transported atmospherically over long distances and

deposited in terrestrial and aquatic ecosystems. Finally,

nitrogen inputs to agricultural systems contribute

to emissions of the greenhouse-gas nitrous oxide.

Rice paddy agriculture and livestock production

are the most important anthropogenic sources of the

greenhouse-gas methane [31]. Much of agriculture

in the developed world had for a time embraced

potentially non-sustainable systems for economic

reasons, over-utilizing monocropping, specialization

and mechanization, which was damaging to soils and

the environment [32]. Modern agroecosystems are also

depleted in biodiversity and habitat heterogeneity,

often with a reduction in resilience as a result of their

biological monotony [22].

Cities are a good place to start when considering the

broader implications of agroecosystems. The cumula-

tive resource demands of cities are often expressed

as the total land area required to supply those

resources, called the “ecological footprint” [33]. Every

city imports resources and exports waste into a region

that is spatially much larger than the city’s area. How-

ever, there is substantial variation in per capita ecolog-

ical footprints between rich and poor regions, with the

average resident of the United States using 6 times the

area of the average sub-Saharan African [34].
Praise of Agricultural Science

To a conservationist interested mainly in biodiversity,

we have degraded nature, but to an agronomist, we

have shaped the nature to make it better serve humans

[22]. It is paradoxical that current urban dwellers look

down upon and lack an appreciation of agriculture

when it is the key to our existence and to obtaining

the energy needed for their daily activities. There is no
question that humans have been successful in their

efforts to produce food, thereby enhancing their well-

being [22]. Contrary to Malthus’s predictions, food

production has kept up with, and even outpaced,

human population growth [35]. Malthus did not take

into account that “there is no gene for the human

spirit” [36]. The massive increase in food supply has

been achieved by focusing efforts on planting and con-

suming a small variety of plants [22]. As of 1999, barley,

maize, rice, and wheat occupied almost 40% of global

cropland [37].

Nowadays, few scientists think of agriculture as the

chief, or model science. Many, indeed, do not consider

it a science at all. Yet it was the first science – the mother

of all sciences; it remains the science that makes human

life possible; and it may well be that, before the century

is over, the success or failure of Science as a whole will

be judged by the success or failure of agriculture [38].

For too many years, the agricultural sciences have been

disparaged in the science and education communities,

perhaps because agronomy, soil science, plant pathol-

ogy, and animal science use a problem-solving

approach rather than simply seeking knowledge [39].

But as we move into a new era of shared accountability

and responsibility, let’s keep in mind that agricultural

sciences affect us all, and when agricultural science is

thriving, our communities likely are thriving too [39].

Agriculture is not seen as a source of solutions to many

of the world’s most pressing challenges. When science

research funds are handed out, agriculture often gets

left off the list. It is possible to suspect this because

policy-makers and some scientists see “agriculture” as

synonymous with “agribusiness” rather than as

a purely scientific discipline, and they assume private

funding will take care of agriculture-related research

needs [39].

The benefits of agriculture have been immense.

Before the dawn of agriculture, the hunter–gatherer

lifestyle supported about four million people globally

[40]. Modern agriculture now feeds 6,000 million peo-

ple. Global cereal production has doubled in the past

40 years, mainly from the increased yields resulting

from greater inputs of fertilizer, water and pesticides,

new crop strains, and other technologies of the

“Green Revolution” [41] (Fig. 2). This has increased

the global per capita food supply, reducing hunger,

improving nutrition (and thus the ability of people to
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better reach their mental and physical potential), and

sparing natural ecosystems from conversion to agricul-

ture [43].

Agriculture is the science that has had and con-

tinues to have the greatest impact on humanity. The

advancements are the result of countless researchers

unknown to the general public and who deserve proper

tribute and acknowledgement. We should be eternally

grateful to people, many of whom are consigned to

oblivion, such as Justus von Liebig, (1803–1873), who

is known as the “father of the fertilizer industry,” for his

discovery of nitrogen as an essential plant nutrient

and his formulation of the Law of the Minimum

which described the effect of individual nutrients on

crops; Sir John Bennet Lawes, (1814–1900) who

experimented with crops and manures at his farm at

Harpenden, nowadays known as Rothamsted, and

established the first long-term field experiment in the

world, the Broadbalk (1843); Daniel Albone, who

invented, in 1902, the world’s first successful light
farm tractor; Fritz Haber and Carl Bosch, whose work

led to the synthesis of the first N fertilizer in 1913,

seeing that without the use of synthetic fertilizers,

world food production could not have increased at

the rate it did and more natural ecosystems would

have been converted to agriculture [9]; Sir Ronald

Aylmer Fisher, who, working in the long-term experi-

ments at Rothamsted in 1925, established the basis of

the modern statistics that so greatly benefited agricul-

tural research and all other sciences; Erling Johnson,

who in 1927 developed an industrial method for pro-

ducing nitrophosphate; Paul Hermann Müller, who

discovered that DDT was a very effective insecticide

in 1939, in spite of the fact that it was later discovered

to be hazardous for many living beings, the good it

accomplished for humanity is immeasurable as it con-

trolled mosquitoes spreading malaria and lice trans-

mitting typhus; Judah Hirsch Quastel, who working

at Rothamsted, developed the first herbicide (2,4-D)

in 1946; Norman Ernest Borlaug, father of the “green
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revolution,” led the introduction of high-yielding vari-

eties, doubling wheat grain yield in many countries

during the 1960s (Fig. 2); John E. Franz, who discovered

Glyphosate in 1970, a broad-spectrum systemic herbi-

cide; Marc Van Montagu and Jeff Schell discovered the

gene transfermechanism, developing the first transgenic

plant in the 1980s; in addition to a long list of anony-

mous researchers who contributed their part to provid-

ing humanity with the food needed through techniques

which have become increasingly more respectful of the

environment and safer for consumption.
Eradication of Fallow, Tillage, and Monoculture

There are three agricultural practices that must tend to

disappear from present and future CSs because it has

been proven, in general, that they are more harmful

than beneficial. Two of these, tillage and fallow, have

been used since the beginning of agriculture, while the

third, monoculture, emerged during the last century as

a consequence of the incorporation of other techniques

that made it apparently viable in the context of a great

demand for food. These practices must be considered

errors of the past that the present has allowed us to

discover.

Soil is not naturally intended to be in a state of bare

fallow. CSs must be inspired by or consider nature in

their design. Soil is meant to be covered by vegetation

as can be observed inmost terrestrial ecosystems; there-

fore, when man included bare fallow in its group of

agricultural practices, he committed a big mistake.

Even in the conditions employed to allow low-fertility

soils to rest, the most ideal option would be a change in

crop, or if necessary, another option would be to not

remove the crop. Although it was already known at the

end of the last century that bare fallow was not useful,

there have been policies, as is the case of the EU, which

encouraged this practice as a result of market forces.

Efforts to stabilize production of cereal crops led to

the adoption of wheat–fallow CSs. This system, while

popular with producers because it required limited

equipment and managerial skills, has proven to be

agronomically inefficient and environmentally

unsustainable as shown through poor precipitation-

use efficiency and decreased soil quality [44, 45]. In

fact, at least 60% of the precipitation received during

fallow is lost to evaporation [46]. Recognition of the
drawbacks of wheat–fallow as well as advances in weed

and residue management technology led to a reduction

in the frequency of fallow [13]. Fallow time must be

limited to those periods in which no water is available.

Leaving a soil without residue shifts away from natural

processes since in naturally dry ecosystems, the dry

pasture leaves its residue protecting the soil against

aggressive climatic events. All of the suggestions for

intensifying cropping under dry-land conditions are

contingent on maximum water capture and minimum

losses to weeds, runoff, and evaporation. Ideally, crops

should be synchronized so that there is always one crop

in the field available to intercept possible rainfall [44].

Increased emphasis on crop diversity within annual

CSs has allowed producers to take advantage of positive

agronomic benefits derived from crop rotations [14].

Realizing these benefits requires knowledge of soil-

water depletion and recharge characteristics for indi-

vidual crops. Such knowledge is especially critical for

areas where soil-water status can vary greatly between

growing seasons [47].

Tillage, as is, is also not observed in nature. It was

man, with the purpose of domesticating nature, who

introduced it. No-tillage was used since ancient times

by indigenous cultures. This was because tillage to any

depth required more energy and power than was gen-

erally possible with hand labor. The ancient Egyptians

and the Incas in the Andes of South America used

a stick to make a hole in the ground and put seeds by

hand into unprepared soil [48]. For thousands of years,

agriculture and tillage were considered synonymous.

It was simply not thought possible to grow cropswithout

first tilling the soil before planting and for weed control

[49]. Intensive tillage and use of heavy machinery have

accelerated soil erosion, soil-C loss and nutrient deple-

tion, soil compaction, acidification, pollution, and sali-

nization [50]. The advent of modern herbicides

permitted no-tillage to be developed and practiced on

actual working family farms. No-tillage is generally

defined as planting crops in unprepared soil with at

least 30% mulch cover [49]. Adoption of no-tillage

after its successful demonstration in the 1950s was

slow. Today, approximately 23% of the total cropland

in the United States is planted using no-tillage [49].

No-tillage has revolutionized agricultural systems

because it allows individual producers to manage

greater amounts of land with reduced energy, labor,



728 Cropping Systems: Shaping Nature
and machinery inputs. Maintenance of surface residue

cover is essential to optimize CS performance as resi-

due coverage minimizes erosion, enhances retention

of limited precipitation, and improves soil quality

[51]. Moreover, no-tillage substantially improves soil

carbon, an area that is currently of great importance

[45]. Crop residues, including the presence of crop

stubble, can alter the soil environment in a number of

ways by acting as a physical barrier, exudate of chemical

suppressants (allelochemicals) from the residue, or

enhancer of biological activity, and by providing

a habitat for weed seed predators. These factors, as

well as the buffering effect of crop residues on soil

moisture and soil temperature and impacts on light

availability, have a significant impact on weed-seed

germination and emergence [52]. Lastly, the adoption

of no-tillage has an economic benefit for farmers,

reducing crop costs [53].

Monoculture, the lack of biodiversity, was

a contributing factor to several agricultural disasters

in history. Monoculture causes a loss of biodiversity

in the “ecosystem” soil as a result of the monotony,

leading to a yield loss with respect to a crop in rotation

[54]. Practices that change species’ composition or

reduce biodiversity in agricultural systems may also

diminish goods and services because the ability of eco-

systems to provide some services depends both on the

number and type of species in an ecosystem [9]. The

supply of agricultural products and ecosystem services

are both essential to human existence and quality of

life. However, recent agricultural practices that have

greatly increased global food supply have had inadver-

tent, detrimental impacts on the environment and on

ecosystem services, highlighting the need for more

sustainable agricultural methods [9]. Wheat, rice, and

maize crops have become the three most abundant

plants on Earth. A central conclusion of epidemiology

is that both the number of diseases and disease inci-

dence should increase proportionally to host abun-

dance, and this disconcerting possibility illustrates the

potential instability of a global strategy of food pro-

duction in which just three crops account for so high

a proportion of production [9]. The relative scarcity of

outbreaks of diseases on these crops is a testament to

plant breeding and cultivation practices. For all three

cereals, breeders have been successful at improving

resistances to abiotic stresses, pathogens, and diseases,
and at deploying these defenses in space and time so as

to maintain yield stability despite low crop diversity in

continuous cereal systems [9]. However, it is unclear if

such conventional breeding approaches can work

indefinitely. Both integrated pest management and bio-

technology that identifies durable resistance through

multiple gene sources should play increasingly impor-

tant roles [55]. Nonetheless, the evolutionary interac-

tions among crops and their pathogens mean that any

improvement in crop resistance to a pathogen is likely

to be transitory [9]. Although the “Green Revolution”

significantly increased rice yields in Asia, yield increases

have not occurred in the past 15–20 years. The genetic

“yield potential” has increased for wheat, but the yield

potential for rice has not increased since 1966, and the

yield potential for maize has “barely increased in 35

years.” It takes a decade or two for herbicide-resistant

weeds to emerge, and insects become resistant to insec-

ticides within about a decade. Within about one or two

decades of the introduction of each of seven major

herbicides, herbicide-resistant weeds were observed.

Crop rotation helps to prevent resistances [9].

Biological Synergism and Technical

Synchronization

Agriculture should fulfill the economic, environmental,

and social objectives of sustainable development. It is

thus necessary to tailor current CSs to meet these needs

as they are often too intensive and dependent on exter-

nal inputs [56]. It is clear that the more we imitate

nature or encourage natural processes, the greater the

benefits for the CSs and fewer inputs that will be

required. Two basic concepts should illustrate the

design and management of CSs of the future: biological

synergism and technical synchronization.

Biological Synergism

Biological synergic CSs should synchronize

edaphoclimatic resources with the natural rhythms of

crops, this being a question of common sense that has

not always been applied, and clearly speaks of the

diversity which has been lost with intensive systems.

Therefore, the increase in biodiversity in CSs is a clear

consequence of the search for biological synergism in

addition to the promotion of natural processes. Biodi-

versity is essential to ecosystem processes in ways that
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are not yet fully understood [57], and it is considered

worth protecting in its own right. Crop diversification

by itself, however, is of limited use without knowledge

of how individual crops affect each other in a sequence.

Consequently, a thorough understanding of crop

sequencing effects – both positive and negative – on

agronomic parameters is necessary to optimize CS

performance [13, 46]. One problem associated with

synergic CSs is how to choose and sequence crops to

develop the inherent internal resources of the system

while taking advantage of external resources such as

weather, markets, government programs, and new

technology [14]. Present CSs rely on extensive use of

fertilizer and pesticides and the low cost of fossil fuel

energy [46]. Future challenges for CSs will exploit

synergism through crop sequencing to improve crop

yields without additional inputs and to reduce deteri-

oration of the environment [58].

Diversification of farming systems cannot be

managed on a farm or field scale alone but also requires

management on a regional scale. To improve biodiver-

sity, the interaction with other stakeholders in

the region is necessary as part of regional planning

processes. This has consequences for agronomic

research which thus far has had only limited attention

for the regional scale. Spatial planning aimed at

multifunctional agriculture can be seen as a negotiation

process on environmental, social, and economic aspects

of land use. Complexity arises due to the high number

of stakeholders and due to limited knowledge, which is

often organized along disciplinary divides [59].

Crop rotation is defined as the growing of different

crops (spatial and temporal), in recurring succession,

on the same land in contrast to monoculture cropping.

Rotation usually is done to replenish soil fertility, create

a diverse soil organism, and reduce pest populations in

order to increase the potential for high levels of pro-

duction in future years [2, 46]. Each crop or a closely

related crop species should not be grown more than

every 4 years because of increased pest problems

[60, 61]. One of the most effective and inexpensive

methods to control plant diseases in CSs is through

crop rotation. Through the use of this practice, the

need to breed for new disease resistance and to discover

new pesticides can be reduced. Recently, an important

and costly pathogen of rice was controlled in a large

region of China by planting alternating rows of two rice
varieties [62]. This tactic increased profitability and

reduced the use of a potent pesticide. Specific crop-

rotation effects on plant diseases, however, are poorly

understood and contradictory results have been

reported [13].

Changes in the weed flora of agroecosystems can

occur as long-term changes or temporary fluctuations

in species composition [52]. Agricultural weeds are

a unique group of plant species because of their ability

to infest and thrive in intensively disturbed habitats

despite extensive efforts to eliminate them. Weed floras

differ between fields, farms, regions, climatic zones,

and CSs. Weeds are successful because they are gener-

ally plastic plants that adapt to and survive changes in

the environment. In continuous CSs, changes in the

environment may be as a result of differences in crop

species, tillage, fertilizers, herbicides, and other weed-

control tactics. Long-term population shifts are usually

observed after repeated use of a control measure, which

exerts a high selection pressure on a population, for

example, the increased incidence of some annual grass

weed species due to the intensification of cereal pro-

duction and selective herbicides [52]. Studies have

shown that the more diverse the CS, the more diverse

the weed community, with less dominant and trouble-

some species as would occur in a simple rotation.

With diversified continuous cropping, there is

greater opportunity to utilize crops that vary in

N requirements [63]. Rotations with legumes are of

great interest for strengthening the synergism of a CS.

Legume crops are often planted to enhance nutrient

cycling and availability to other crops in the rotation.

Crops with high N demands are usually grown after

legume crops. Grain legumes conserve soil N by fixing

atmospheric N, thereby leaving residual N in place for

the next crop. Wheat yields are often higher following

legumes than following other cereals [54] and the N use

efficiency of a wheat crop is greater following legumes

than others crops [64]. The inclusion of a legume crop

decreases its reliance on external fertilizer, supplying

a significant proportion of the N for the next crop and

may moderate nitrate levels in the soil to avoid the

potential for nitrate leaching [65] (Fig. 3).

Alternatives such as plurispecific CSs are of consid-

erable interest for biological synergism because plant

associations can provide environmental benefits in

terms of better use of resources and provision of
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ecological services [67]. Yet they should also be able to

maintain a level of productivity and production stabil-

ity that fits with farmers’ objectives. Intercrops (grass

cover in the inter-rows) are now being introduced to an

increasing extent due to the potential positive impacts

on perennial crop and their environment: increased

infiltration rate and decreased runoff due to modified

soil surface characteristics [68], mitigation of soil ero-

sion [69], limitation of herbicide use and weed control,

better water-resource utilization by roots [70], and

limitation of risks of diseases by reducing vegetative

development [71]. However, intercropping also

induces competition for soil resources, and vegetative

development and yield can consequently be limited

[56]. These different functions should be promoted

through simultaneous adapted management of the

two crops of the system.

Finally, an important link of biological synergism

is the return provided by livestock to the CSs. There

was always a crop–livestock pairing in ancient agricul-

ture, but specialization caused this very important
aspect of biodiversity and synergism to disappear.

Research is needed to better understand interactions

between crops and livestock with the intention of

identifying management practices that maximize

agroecosystem productivity and operational efficiency.

This would save having to remove residues, part of

which would be used directly by the livestock, partially

allowing the recycling of nutrients. Inclusion of live-

stock in a CS complements both crops and livestock by

adding value to grain, improving nutrient-use effi-

ciency, and providing alternative uses for forages and

crop residues [72]. It may create synergisms between

the two enterprises, resulting in far greater productivity

than either enterprise could attain alone [13, 73]. The

inclusion of livestock in CSs would also help alleviate

the problems generated by livestock: high-density ani-

mal production operations can increase livestock dis-

ease incidence, the emergence of new, often antibiotic-

resistant diseases, and air, groundwater, and surface

water pollution associated with animal wastes. Current

livestock operations are vulnerable to catastrophic loss
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of animals to disease. The handling and disposal of

animal wastes are significant problems of high-density

animal confinement facilities. Manure lagoons can

release high levels of hydrogen sulfide and other toxic

gases, volatilize ammonium that greatly increases

regional nitrogen deposition, and contaminate surface

and ground waters with nutrients, toxins, and patho-

gens. These animal wastes pose health and environ-

mental risks similar to those of human wastes and

should be treated accordingly. For example, animal

wastes could be treated by composting to create

a crop fertilizer that no longer harbors pathogens,

and that is applied at appropriate rates and times

and with methods that minimize nutrient leaching.

This closing of the nutrient cycle decreases dependence

on synthetic fertilizer production, and is more

efficient when animal and crop production are com-

bined locally [9].
Technical Synchronization

Technical synchronization must be defined as the con-

cept on which precision agriculture is based, i.e., the

temporal and spatial synchronization of agricultural

techniques. All agricultural practices must be synchro-

nized in time with the rhythms of the agroecosystem

(time-specific management). This synchronization

must take into account the growth stage of the crop,

different soil characteristics (nutrients and water),

weather forecasts, etc. On the other hand, there is the

spatial synchronization that divides the land into

homogeneous units for management (site-specific

management) [63]. A basic principal of technical syn-

chronization is the energetic efficiency when making

decisions in relation to the agricultural practices to be

carried out.

The key to the application of technical synchroni-

zation in a CS is the acquisition of data in order to

make management decisions in time and space. There

are an increasing number of data acquisition devices

available to assist with decision making: global posi-

tioning (GPS), satellites or aerial images, information

management tools (GIS), weather stations, soil sensors

(water content, temperature, etc.), optical sensors (e.g.,

chlorophyll meters), and remote sensors (visible and

near infrared spectral), etc. These tools allow the farmer

to have a better understanding of the interaction of
climate and management that causes tremendous

year-to-year variation in on-farm yields and crop

requirements.

Nonetheless, technical synchronization poses a

problem when applied by the farmer. There is a large

body of published research on technologies for increas-

ing the technical synchronization of agricultural prac-

tices, but relatively few have been adopted by farmers

because they are not cost-effective or practical. Adop-

tion of improved technologies typically requires addi-

tional skills and labor or investments in new

equipment. Information on expected costs and eco-

nomic returns from such investments is required to

convince farmers of the benefits from adoption [12].

A possible solution is cooperativism for the acquisition

and sharing of these new technologies.
Dynamic Cropping Systems

It could be said that, until now, CSs have been static,

i.e., year after year the same group of agricultural prac-

tices have been repeated, causing soil monotony in the

agroecosystem. A dynamic CS must be flexible and go

against repeated management practices, and the deci-

sions must be made based onmeasured parameters and

their determining factors. A dynamic CS is only the

consequence of the application of the two previously

stated principles: biological synergism and technical

synchronization. Cropping systems need to be inher-

ently flexible to take advantage of economic opportu-

nities and/or adapt to environmental realities [13, 18].

The implementation of a management strategy

requires knowing, understanding, planning, measur-

ing, monitoring, and record keeping at each step of

the production process. Dynamic CSs require the

development and implementation of agricultural pro-

duction systems that are highly productive, energy

efficient, and environmentally non-degrading [12].

Dynamic CSs are a form of agricultural production

that relies on an annual or pluri-annual strategy to

optimize the outcome of (1) production, (2) economic,

and (3) resource-conservation goals using ecologically

based management principles [74]. Implicit to this

strategy is the need for producers to possess informa-

tion necessary to respond to continual change. The key

factors associated with dynamic CSs are diversity,

adaptability, reduced input cost, multiple enterprise
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systems, and awareness of environment and informa-

tion [14]. Greater crop diversity and sequencing flexi-

bility within dynamic CSs may result in reduced weed,

pest and disease infestations, greater nutrient- and

precipitation-use efficiency, decreased requirements of

exogenous inputs, and lower production risk [74].

To remain competitive in agricultural markets,

increased diversity of systems will be required to min-

imize inputs and improve economic margins.

To increase responsiveness to externalities, oppor-

tunity/flex CS [75] or dynamic CS [14] concepts have

been developed. These systems allow producers to

adjust CS intensity and/or diversity based on external-

ities as well as management goals, such as soil-water

status at planting, soil residual nitrogen, market

demands, etc. This approach to crop sequencing pos-

sesses an inherent flexibility to adapt to high-risk con-

ditions, and therefore may be more economically and

environmentally sustainable than other approaches to

crop sequencing [13]. However, the authors who

established the principles of dynamic CSs have focused

solely on rotation selection, which is erroneous, since

a CS is more than its rotation selection, although the

crop selection is without a doubt the most important

decision made in a CS. Perhaps the concepts should be

called dynamic or flexible crop election system. How-

ever, a dynamic CS makes more sense if each year all of

the crop techniques used are reconsidered, i.e., crop

selection, tillage, residuemanagement, nitrogenous fer-

tilization, etc. in such a way that there are dynamics in

the selection of each and every one of the agricultural

practices that depend on externalities.
Future Challenges

Agricultural science is ripe for a renaissance [39] as

a consequence of the future challenges it must con-

front. The widespread adoption of CSs that are sustain-

able and environmentally benign is essential for the

long-term survival of civilization [32]. Furthermore,

through the use of strategic alliances, cooperation

among producers on a regional basis may eventually

lead to greater integration and diversification than

could be achieved for the individual farm operation

[15]. The primary challenges facing CSs in this century

are: covering the demands of an increasing world pop-

ulation; water shortage; the inclusion and management
of GM crops; harmonization of the production of

biofuels and food production; and climate change,

and the focus it brings to agricultural research. Obvi-

ously, there are many other challenges which have not

been presented here, but which are intimately related to

those mentioned such as: the biodiversity of CSs – as

already previously mentioned – which should redound

to a reduction of inputs and, therefore, a reduction

of the negative effects on the environment, strategies

to manage anthropogenic carbon emissions from

terrestrial systems as well as fossil fuel and industrial

sources, etc.

Nevertheless, together with these future challenges

are a series of forces that may contribute or hinder their

fulfillment: research policies, transference, and financ-

ing. In view of these challenges, governmental policies

play an important role that may help or hurt the

achieving of these objectives. For this reason,

policymakers have a great responsibility, and their deci-

sions should be guided by agricultural science profes-

sionals. Political intervention has an economic facet

that arises as the result of the following question:

How can society accomplish the dual objectives of

improving food production and stability and of pre-

serving the quality and quantity of ecosystem services

provided by the Earth’s land and water resources?

Clearly, appropriate incentives are needed [9]. What

incentives and policies could lead to the adoption of

sustainable agricultural practices? Several policy initia-

tives have tried to level the playing field between agri-

cultural production and the production of ecosystem

services.

Another problem in the attempt to fulfill these

objectives is the transference and application of new

technologies in CSs. The earlier paradigm of science

being developed at the international or perhaps

national level and then disseminated to farmers should

be replaced by an active exchange of information

among scientists and farmers. Scientists in developing

countries who understand the ecosystems, human cul-

ture, and demands on local agricultural systems must

be actively trained, promoted, and brought into the

international scientific community [9].

The economic investment in agricultural research is

the third problem. Organized public and private invest-

ment in agricultural R&D was a primary driver of the

comparatively rapid growth in agricultural
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productivity experienced in the latter half of the twen-

tieth century [76]. Substantially greater public and

private investments in technology and human

resources are needed internationally, especially in low-

income nations, to make agricultural systems more

sustainable. Global research expenditures are less than

2% of agricultural gross domestic product worldwide

[77], being roughly 5.5% of agricultural GDP in devel-

oped countries, but less than 1% in developing coun-

tries (where most of the increased food demand will

occur during the next 50 years). At present, there are

few incentives for the private sector to increase invest-

ments in lower-income developing countries [78].

Moreover, funds have been redirected away from farm

productivity toward other concerns, such as the envi-

ronmental effects of agriculture; food safety and other

aspects of food quality; and the medical, energy, and

industrial uses of agricultural commodities. Without

adequate investments, yield gains and environmental

protection may be insufficient for a transition to sus-

tainable agriculture [9].
Feeding the World: Priority Aim

In a recent update of earlier estimates, the Food and

Agriculture Organization [79] of the United Nations

reported that more than one billion people now suffer

malnutrition [80]. By 2050, global population is

projected to be 50% larger than at present and global

grain demand is projected to double [28, 82], especially

the economic growth of the fast-growing economies of

Asia [81]. This doubling will result from a projected

2.4-fold increase in per capita real income and from

dietary shifts toward a higher proportion of meat

(much of it grain fed) associated with higher income.

Further increases in agricultural output are essential for

global political and social stability and equity. Dou-

bling food production again and sustaining food pro-

duction at this level are major challenges [82]. Doing so

in ways that do not compromise environmental integ-

rity and public health is a greater challenge still [9].

Agricultural productivity growth will be a pivotal

determinant of long-term growth in the supply, avail-

ability, and price of food over the coming decades [81].

However, a slowdown in growth of agricultural

productivity and grain yields has been documented.

If this slowdown in productivity persists, it could
have profound implications for food-price trends in

the future [81].

A key trade-off in cultivated systems is between

increasing the amount of cropland needed to meet

growing food needs versus increasing the productivity

of each hectare of cropland. The “land-sparing” impact

of modern farming practices has mainly been achieved

by yield increases from the use of crop monocultures

with improved crop varieties, fertilizer inputs, and

irrigation. For example, if yields of the six major crop

groups that are cultivated on 80% of the total cultivated

land area had remained at 1961 yield levels, it would

require an additional 1.4 billion hectares of land in

2004 – more than double the amount currently used.

This represents 34% of the total land area suitable for

crop cultivation and would have required conversion of

large areas of uncultivated land that support rain for-

ests, grassland savannahs, and wetlands. In Asia alone,

it would require an additional 600 million hectares,

which represent 25% more land area than is suitable

for cultivation on this continent. Asia would now be

heavily dependent on food imports if crop yields had

remained at 1961 yield levels. Although this increase in

productivity has saved some land from conversion,

it has resulted in greater impact on other services

through water withdrawals, excessive nutrient loads

and pesticide use. The key ecological question is, there-

fore, whether environmental services – other than food

production at regional and global scales – would be

enhanced by focusing food production on less land

under intensive management with high yields, versus

expanding cultivated area in lower-yielding systems

using farming practices that preserve environmental

services at the field and local levels. Few studies have

addressed this issue using sound, ecological, analytical

methods [27].
Water: Colorless Gold

Water is the principal factor limiting crop yield and is

considered a luxury in many agroecosystems. In many

developing countries, water is a major factor

constraining agricultural output, and income of the

world’s rural poor [83]. Forty percent of crop produc-

tion comes from the 16% of agricultural land that is

irrigated [84]. Irrigated lands account for a substantial

portion of increased yields obtained during the Green
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Revolution [9]. Unless water-use efficiency is increased,

greater agricultural production will require increased

irrigation. However, the global rate of increase in irri-

gated area is declining, per capita irrigated area has

declined by 5% since 1978, and new dam construction

may allow only a 10% increase in water for irrigation

over the next 30 years [84]. Irrigation return-flows

typically carry more salt, nutrients, minerals, and pes-

ticides into surface and ground waters than in source

water, impacting downstream agricultural, natural sys-

tems, and drinking water. Technologies such as drip

and pivot irrigation can improve water-use efficiency

and decrease salinization while maintaining or increas-

ing yields. They have been used in industrialized

nations on high-value horticultural crops, but their

expanded use currently is not economically viable for

staple food crops. In developing countries, 15 million

hectares have experienced reduced yields owing to salt

accumulation and waterlogging [85]. The water-

holding capacity of soil can be increased by adding

manure or reducing tillage and by other approaches

that maintain or increase soil organic matter. Cultiva-

tion of crops with high water-use efficiency and the

development – through the use of biotechnology or

conventional breeding – of crops with greater drought

tolerance can also contribute to yield increases

in water-limited production environments. Investment

in such water-efficient technologies, however, is

best facilitated when water is valued and priced

appropriately [9].

However, most of the world’s agricultural area cor-

responds to dry-land areas and therefore the challenge

is to increase the efficiency of water use in these areas.

Efficient use of limited water supplies in dry-land CSs is

critical to system success. In the future, increases to

semiarid dry-land system water-use efficiency and pre-

cipitation-use efficiency may come from continued

improvement in managing residues (especially no-

tillage), cropping sequences that minimize fallow

periods, herbicides, and crop choice. However, contin-

uous cropping under dry-land conditions remains

risky due to the limited precipitation (erratic in distri-

bution and frequency) and high-potential evaporation.

In the future, the following are potentially fruitful areas

of research that may improve system water-use effi-

ciency [86]: (1) Increasing the amount and persistence
of crop residues. (2) Implementation of flexible rota-

tions (i.e., opportunity cropping). The occurrence of

precipitation and, hence, the availability of adequate

stored soil water for a crop is highly variable, especially

in semiarid regions. Sometimes stored soil water at

normal planting times for a crop in a given CS is

limited; at other times, adequate water for a crop is

available when the planting of a crop had not been

planned. By practicing opportunity cropping, some

crop generally could be planted when water becomes

available. The goal should be to grow a crop whenever

conditions are or become favorable and not according

to some predetermined schedule [87]. (3) Matching of

crop cultivar selection to prevailing weather condi-

tions. Genetic yield potential is linked positively with

maturity, so cultivar evaluation trials conducted under

conditions of adequate soil water often favor longer-

maturity cultivars and influence farmer choice.

(4) Improvement of the timeliness of cultural opera-

tions, including early seeding of crops and optimum

timing of weed control, and time operations to coin-

cide with favorable conditions as predicted by short-

term (48–72 h) weather forecasts.
Genetic Modified Crops: Essential

Genetically modified crops are a very important part of

the “second Green Revolution,” which may help to

break the tendency toward the stabilization of work

agricultural production. Genetically modified crops

may offer the best hope for producing crops that can

withstand drought, impoverished soils, and disease.

Future GM products are likely to carry traits that will

improve nutrition and health, help guard against

drought, heat and cold, and allow plants to access and

more efficiently utilize plant nutrients. All of these

technologies have more benefits to offer society, and

especially, poor farmers and consumers evenmore than

rich ones [88].

Therefore, GM crops are an essential tool in feeding

the growing world population and reducing the nega-

tive effects on the environment from the use of pesti-

cides. Nevertheless, this technology must be used

properly by growers. Growers who adopt herbicide or

pest tolerant crops in all cycles of the crop rotation will

be at greater risk than those who choose to rotate crops
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and/or use other management strategies [89].

However, farmers must be proactive in protecting the

longevity of the technology by reducing the likelihood

of resistance occurring and providing alternative selec-

tion pressures on weeds and pests [52]. We must not

forget that life always finds a way through barriers [90].
Biofuel Crops: A Controversial Birth

Recent analyses of the energy and greenhouse-gas per-

formance of alternative biofuels have ignited

a controversy that may be best resolved by applying

two simple principles. In a world seeking solutions to

its energy, environmental, and food challenges, society

cannot afford to miss out on the global greenhouse-gas

emission reductions and the local environmental and

societal benefits when biofuels are done right. However,

society also cannot accept the undesirable impacts of

biofuels done wrong [91]. Biofuels done right can be

produced in substantial quantities with little or no

competition with food production.

The biofuel industry could have many positive

social and environmental attributes, but it could also

suffer from many of the sustainability issues if not

implemented the right way. Putting biofuel crops on

marginal lands, rather than on our most productive

croplands, could mean preventing competition with

food production and concomitant effects on commod-

ity prices, as well as minimizing or even avoiding the

carbon debt associated with land clearing. However,

marginal lands can also be rich in biodiversity,

may require sizable inputs of nutrients and water to

make production economically viable, and may carry

the opportunity cost of forgone future carbon

sequestration [92].

Globally, the production of an important amount

of energy with biofuels will require a large amount of

land – perhaps as much as is in row crop agriculture

today. This will change the landscape of Earth in

a significant way. The identification of unintended

consequences early in the development of alternative

fuel strategies will help to avoid costly mistakes and

regrets about the effects on the environment. Policies

that support long-term sustainability of both our land-

scapes and our atmosphere are essential if we are to

chart a low-carbon economy that is substantially better
than business as usual. Sustainable biofuel production

systems could play a highly positive role in mitigating

climate change, enhancing environmental quality, and

strengthening the global economy. But it will take

sound, science-based policy and additional research

effort to make this so [93].

Until now, the most convincing option for the

production of biofuel has been the use of perennial

plants as they require fewer inputs and can be grown

on degraded lands abandoned from agricultural use

[91]. Use of such lands minimizes competition with

food crops. This also minimizes the potential for direct

and indirect land-clearing associated with biofuel

expansion, as well as the resultant creation of long-

term carbon debt and biodiversity loss. Some initial

analyses on the global potential of degraded lands sug-

gest that they could meet meaningful amounts of cur-

rent global demand for liquid transportation fuels

[92, 94, 95]. The option of using crop residues from

food crops, such as corn stover and straw from rice and

wheat is a more controversial matter. Recent research

suggests that it is to the benefit of farmers to leave

substantial quantities of crop residues on the land

[96], but that, nonetheless, even conservative removal

rates can provide a sustainable biomass resource about

as large as that from dedicated perennial crops grown

on degraded lands.

Good public policy will ensure that biofuel produc-

tion optimizes a bundle of benefits, including real

energy gains, greenhouse-gas reductions, preservation

of biodiversity, and maintenance of food security.

Performance-based policies that provide incentives

proportional to the benefits delivered are needed.

This is a complex question that cannot be addressed

with simplistic solutions and sound bites. It needs

a new collaboration between environmentalists, econ-

omists, technologists, the agricultural community,

engaged citizens, and governments around the

world [91].
Climate Change: Technical Plasticity

The scenario produced, if indeed climate change

becomes a greater reality, is unclear. There is

a “climate of suspicion” as published in the journal

Nature at the beginning of January 2010. Climate
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researchers must emphasize that – although many

holes remain to be filled – there is little uncertainty

about the overall conclusions: greenhouse-gas emis-

sions are rising sharply, they are very likely to be the

cause of recent global warming and precipitation

changes, and the world is on a trajectory that will

shoot far past 2�C of warming unless emissions are

cut substantially [97]. It is evident that CSs must have

the ability to adapt to a more unpredictable amount

of rainfall and high temperatures. According to the

IPCC definition, the extent to which CSs are vulnerable

to climate change depends on the actual exposure

to climate change, their sensitivity, and adaptive

capacity [98]. The adaptive capacity refers to the ability

to cope with climate change, including

climate variability and extremes, in order to (1) mod-

erate potential damages, (2) take advantage of emerg-

ing opportunities, and/or (3) cope with its

consequences [99].

Nonetheless, in spite of the uncertainty regarding

climate change, primarily as a consequence of the

increase in atmospheric CO2 levels, there are some

positive effects. When you step into a commercial

greenhouse, the chances are you are stepping into the

future. To plants, CO2 is food, and greenhouse opera-

tors, knowing this, use it to fatten them up. While

today’s atmosphere contains about 380 parts per mil-

lion of CO2, commercial greenhouses often contain

CO2 concentrations of twice that or more – the sort

of concentration that wemight expect in the open air at

the end of the century [100]. Many crop scientists

believe that this carbon dioxide fertilization effect will

go at least some way toward offsetting the losses in yield

to be expected as a result of the higher temperatures,

flooding, drought, and rising sea levels that the CO2

greenhouse effect will bring. But some are not so sure.

These researchers point to the known negative effects

that increased CO2 concentrations have on the protein

content of crops. When Bruce Kimball started out in

the 1970s, available technology for high-CO2 research

was limited. Based on current knowledge, he says, the

net effect of increasing CO2 is a good one: “As far as

crops go, I think higher CO2 is a definite benefit. Yes,

a little less nutrition than before, but we get more food”

[100]. But while Kimball thinks that, in general, the

gains in yield are the most important thing, he is not

blind to the drop in protein levels.
Agricultural Research: Return to the Field

In recent years, an important movement in agricultural

research has emerged on an economic as well as human

resource level, toward molecular aspects of plant

growth and development. Progress in understanding

plant molecular biology has been impressive, and use-

ful applications are evident [101]. However, agronomy

has been marginalized, with its field laboratories which

require much more time to produce results. This

migration could have something to do with the scien-

tific productivity stimulated by the present scientific

system since many agricultural research areas that do

not conduct field work require less than a year from the

start of experimental design until the results are

published. On the contrary, field research requires at

least 2 years before the results can be accepted by the

scientific community. Most records used to assess eco-

system changes are based on short-term data or satellite

imagery spanning only a few decades. In many

instances, it is impossible to disentangle natural vari-

ability from other, potentially significant trends in

these records partly because of their short time scale

[102]. It is evident that the improvement of CSs

requires research in CSs, and specially long-term exper-

iments. Unless a return is made to the roots of research

under field conditions, many of the challenges faced

will not be overcome. The return to field research will

contribute to the global public good by restoring and

sustaining productivity growth over the long run,

which in turn will mitigate hunger and poverty and,

at the same time, reduce pressure on the natural

resource base [81].

Nevertheless, in recent years, some agronomists

have begun to once again stress the importance of this

marginalized dimension of agricultural research, which

is time, in relation to the consequences that CSs

have on productivity and the environment. Within

this framework, long-term experiments acquire a

noteworthy relevance. The aim is to compare the bio-

logical and economic productivity of different CSs. The

high annual fluctuations in rainfall, and resulting crop

yields, may make several crop cycles necessary in order

to detect significant differences. Likewise, the differ-

ences between soils, water–soil relationship, and vari-

ability of pathogens and plagues could provide

information that explains the differences in yield
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among CSs and suggest strategies in which crop

sequences and management practices can be selected

to increase efficiency in the use of water and nutrients,

and control the populations of weed, plagues, and

diseases. In this respect, long-term studies act as “lab-

oratories” in which specific problems or mechanisms

can be studied in continuous field conditions, where

the crop and “input/output” history is well known, and

also where tendencies of the quality of resources over

time and crop yields can be examined [103]. The most

convincing evidence regarding the sustainability of an

agroecosystem comes from long-term experiments

with positive results.
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L (2010) Carbon sequestration by tillage, rotation, and nitro-

gen fertilization in a Mediterranean Vertisol. Agron

J 102:310–318

46. Tanaka DL, Anderson RL, Rao SC (2005) Crop sequencing to

improve use of precipitation and synergize crop growth.

Agron J 97:385–390

47. Merrill SD, Tanaka DL, Krupinsky JM, Ries RE (2004) Water use

and depletion by diverse crop species on Haplustoll soil in the

northern Great Plains. J Soil Water Conserv 59:176–183

48. Derpsch R (1998) Historical review of no-tillage cultivation of

crops. JIRCAS Working Rep. 13:1–18. Japan International

Research Centre for Agricultural Sciences, Ibaraki, Japan

49. Triplett GB Jr, Dick WA (2008) No-tillage crop production:

a revolution in agriculture! Agron J 100:153–165

50. Lal R, Reicosky DC, Hanson JD (2007) Evolution of the plow

over 10, 000 years and the rationale for no-till farming. Soil

Tillage Res 93:1–12

51. Wienhold BJ, Pikul JL, Liebig MA, Mikha MM, Varvel GE,

Doran JW, Andrews SS (2006) Cropping system effects on

soil quality in the Great Plains: synthesis from a regional pro-

ject. Renew Agr Food Syst 21:49–59

52. Murphy CE, Lemerle D (2006) Continuous cropping systems

and weed selection. Euphytica 148:61–73
53. Nail EL, Young DL, SchillingerWF (2007) Diesel and glyphosate

price changes benefit the economics of conservation tillage

versus traditional tillage. Soil Tillage Res 94:321–327
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Glossary

Allele A variant form of a gene. Differences between

alleles of a gene are a result of alternate DNA

sequences.

Breeding value The sum of the independent allele

effects on the trait of interest (i.e., the additive

genetic worth).

Generation interval The average age of the parent

when he/she is replaced by their offspring.

Genome-wide selection Selection of animals based on

the value of their genomic profile. Animals are

genotyped for several (thousands) of markers

spanning the entire genome. These markers are so

close together that they are thought to be linked

with all genes in the genome.

Heritability A population measure depicting the

strength of the relationship between performance

and breeding value.

Indicator trait A trait genetically correlated with the

trait of interest, but is easier, cheaper, or more
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
convenient to measure and select in hopes of indi-

rectly affecting the trait of interest in the

population.

Mendelian sampling Describes the genetic variation

of progeny of the same parents. More specifically,

full-sibs are not expected to be genetically identical

because of random segregation and recombination

of genes from the sire and dam.

Reliability Regarding estimated breeding values, reli-

ability, or accuracy of the estimated breeding value

reflects the strength of the relationship between the

estimated breeding value and the true breeding

value.
Definition of the Subject

Dairy cattle breeding is the process of selecting and

mating individuals in accordance with breeding goals,

with the aim of changing genetic merit of future

generations and bringing about an improvement in

economic efficiency. For instance, a breeding goal

may be designed to improve milk production, health,

and fertility. Selection would then be for individuals

who will produce offspring that genetically will earn

greater profit through improved production at a lower

cost (due to improved health and fertility).

Many factors have contributed to the vast improve-

ment in dairy cattle production over the last century.

One of the most important factors is the regular

recording of phenotypic records. It is from these

phenotypic records that the industry has estimated

genetic worth. Improvement in methods for genetically

evaluating dairy cattle is a large contributor to the

substantial genetic improvement seen in this species.

Such methods include the use of BLUP (Best Linear

Unbiased Prediction), a method first proposed by

C.R. Henderson in 1949 [1]. Another important mile-

stone in the improvement of dairy cattle breeding was

the development of techniques to freeze and store

bovine semen in the early 1950s [2]. Because of this,

semen can be stored for longer, shipped further, and

therefore shared internationally. A large contributor to

the success of dairy cattle breeding has been the imple-

mentation of progeny testing programs in the 1950s,

which allowed for reliable genetic evaluations for bulls,

especially for traits only expressed in daughters (such as
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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milk production) [2]. To aid in the trade and use of

dairy cattle genetics on an international basis, Schaeffer

in 1994 developed MACE (multiple-trait across-

country evaluation) [3]. This methodology allowed

genetic evaluations to be converted to different coun-

tries’ scales. In 2006, Shook [4] described the remark-

able increase in yield traits from 1980 to 2000, revealing

an increase of 3,500 kg of milk, 130 kg of fat, and 100 kg

of protein per cow per lactation. While this increase is

due to improvements of many factors, including genet-

ics, nutrition, and management, Shook [4] determined

that 55% of the gains in yield traits were due to genetics

and that genetic change (versus altering environmental

conditions) is permanent and cumulative.
Introduction

As seen in previous entries, genetic improvement in any

livestock species requires: (a) identification of breeding

goals; (b) accurate data collection, animal identifica-

tion, and pedigree registration; (c) breeding scheme;

and (d) genetic evaluation of measured traits. In dairy

cattle breeding, artificial insemination is highly used

and traits of interest are usually only expressed in

females. Both points determine that males are very

important in breeding scheme and genetic progress,

but generation interval will be longer than in other

species, given that males need to be proven based on

progeny performance instead of their own. Another

important aspect of dairy cattle breeding is an open

international market for dairy genetics, where the male

side is controlled through semen sales by a large num-

ber of AI organizations, some national and some

multinational based. The female side, by contrast, is

controlled by the dairy producers. Being an interna-

tional market with high exchange of semen, and some-

what lower but still common exchange of embryos and

live animals, a constant need is to obtain genetic values

of foreign animals on local scales, a service provided via

international genetic evaluations by the Interbull

Centre in Sweden. Finally, in the last 2 years, the full

sequence of the bovine genome has opened the way for

genome-wide selection. The advent of genomic selec-

tion has provided new opportunities and challenges in

the global dairy semen market. The market has already

seen a partial shift from progeny tested sires to young

genotyped bulls. After this transition time, provided
one can confirm over the next few months that the

genetic level and accuracy of evaluation of these

young bulls are as high as expected, genomic selection

will revolutionize dairy cattle breeding, and will

decrease the importance of progeny testing for some

bulls. This chapter will present all the characteristics of

traditional dairy cattle breeding, the international

aspects of this species breeding as well as the current

application of genomic selection and its consequences.
Breeding Goals

Generally, the breeding goal of a dairy producer is to

maximize the profitability of his/her dairy farm. The

main return in a dairy farm derives from sales of milk

production. Cost of milk varies across and within

countries based on supply and demand and whether

a quota system is present. Additionally, premiums are

paid for high-quality milk, and higher percentages of

fat and protein. Furthermore, penalization will apply

for milk with somatic cell count (SCC) higher than

a given threshold. The second return in a dairy farm

originates from the sale of breeding stock, primarily

young or pregnant heifers. This type of return is less

common, being present only in dairy farms with high-

genetic-value cows. The same type of farmwill generate

return from embryo sales by multiple flushings of their

top cows. A more common but low return derives from

the sale of male calves and cull cows. The most impor-

tant variable cost in dairy farms is represented by feed

costs, followed by veterinary and breeding costs.

For many years, most selection programs world-

wide focused on increasing milk production. National

selection indices were based on improving milk yield

and gradually shifted toward improving protein yield

and, outside North America, toward increasing fat and

especially protein content. This was true for most

countries with the exception of the Scandinavian coun-

tries, whose selection indices also included health and

reproduction; and North American countries, whose

selection indices included conformation together with

production. In the last 10 years, a growing interest has

broadened selection indices to include functional traits

such as reproduction and health. Main reasons for this

shift were quota-based milk marketing systems, price

constraints, or both, together with increasing producer

and consumer concerns associated with the observed
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deterioration of the health and reproduction of dairy

cows. Labor costs have increased relatively more than

milk price in some countries. Several studies have

shown that selection for production alone causes neg-

ative effects on udder health [5] and reproductive

performance [6–8].

Figure 1 shows the relative emphasis on traits in

national selection indices in October 2009. The main

difference between selection indices in various coun-

tries was the relative emphasis on production. How-

ever, every country has now broadened their index by

adding longevity, health, and reproduction to the usual

production and conformation traits [9]. The search for

the ideal balance between all of these important traits

continues.
Data Collection, Identification, and Pedigree

Registration

Proper identification, pedigree recording, and perfor-

mance recording are crucial for genetic improvement

of dairy cattle. Without them, accurate genetic
evaluations would not be possible. In the past, animal

identification was more important within the herd for

management purposes [10]. However, it is now impor-

tant to have proper animal identification for genetic

evaluation purposes, which means that an animal’s ID

should be unique outside its herd. In some countries,

a unique animal ID is mandatory. In the Canadian

dairy cattle industry, a herd’s lactation records only

qualify for official publication if 80% of its first lacta-

tion animals are registered in a breed association herd

book with a unique animal identification. Unique ani-

mal identification is not without error, however. Larger

ID numbers associated with unique national or inter-

national identifications are at risk of recording errors,

and ID tags can become worn-out or lost. Identifica-

tion errors can also lead to inaccurate pedigree record-

ing, though pedigree errors can occur for various

reasons. Banos et al. [11] and Israel and Weller [12]

showed that pedigree errors resulted in biased esti-

mated breeding values and reduced genetic gain.

Also, faulty equipment and human error can lead to

inaccurate data recording. Fortunately, several
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techniques correct or accommodate erroneous outliers

in the data (e.g., robust procedures described by

Jamrozik et al. [13]).

In summary, numerous errors can occur when

recording performance and pedigree information.

Therefore, to ensure better quality data, it is mandatory

in most countries to follow the rules and standards

established by the International Committee for Animal

Recording before records can be used for genetic eval-

uation. Several traits are of economic importance in the

dairy industry, but the relative importance of each

depends on the country (Fig. 1).

Test-day models are used for the genetic evaluation

of dairy cattle for milk production traits in many coun-

tries. These models necessitate the regular recording of

milk production traits. A good recording scheme can

therefore require records for 24-h milk, fat, protein,

and somatic cell count (SCC) to be taken once

monthly. These are called test-day records. Generally,

production traits such as milk, fat, and protein yield are

moderately heritable.

While milk production traits are important, many

other traits are of economic importance in dairy cattle

breeding, including conformation, longevity, repro-

duction, health, and workability traits. Conformation

(or “type”) traits describe the physical attributes of the

cow that are generally associated with survival, health,

and reproduction. Many traits (e.g., body condition

score) require visual appraisal by the recorder, and

are considered to be more subjective. In these cases, it

is vital that assessors are highly trained to ensure

repeatable and accurate recording. Many “type” traits

are moderately heritable.

Because of the negative genetic correlations

between milk production and fertility or health traits,

long-term selection for improved milk production has

led to reduced fertility and health in dairy cattle. As

a result, routine genetic evaluations of reproductive

and health traits are becoming more common, despite

low heritabilities. Amajor challenge is that direct health

data has not been recorded for very long and can be

difficult to measure. In many cases, countries use indi-

cator traits instead of measuring the health trait

directly. An example of this is using somatic cell

count as an indicator of mastitis.

Longevity (or survival) describes the length of

a cow’s survival in the herd, and has a low heritability
as this trait can be greatly affected by herd management

and other nongenetic factors. Workability includes

traits such as milking speed and temperament during

milking. Milking temperament has a low heritability,

while milking speed has a moderate heritability.
Breeding Scheme

In general, a breeding scheme is the amalgamation of the

processes involved in the selection and mating of live-

stock for the purpose of genetic improvement. Because

of artificial insemination in the dairy cattle industry,

semen from a singlemale can be used widely throughout

the population. Therefore, genetic improvement is

achieved largely through intense selection of males.

However, most of the economically important traits in

the industry (such as milk production traits) are

expressed in the female. As a result, dairy cattle breeding

relies on progeny testing schemes for genetic improve-

ment. Data on various milk production and perfor-

mance traits from daughters are collected and used to

calculate estimated breeding values for bulls. The more

daughters and daughter records are available for a bull,

the greater the accuracy of the estimated breeding values.

“Proven bulls” are bulls with very reliable estimated

breeding values because they have many daughters

with performance records. Estimated breeding values

for bulls without progeny records are less reliable

because they are calculated using the average of the

estimated breeding values of the parents.

The major factors influencing rate of genetic pro-

gress for a given trait are the components of “the key

equation” of animal breeding:

DBV
t

¼
r
BV ; bBV isBV

L
ð1Þ

where BV is true breeding value, t is time, cBV= esti-

mated breeding value, r
BV; bBV= accuracy of the esti-

mated breeding value relative to the true breeding

value (also the correlation between the estimated and

true breeding values), i = selection intensity (a function

of the proportion of the population chosen to be par-

ents of the next generation), sBV is additive genetic

standard deviation, and L is generation interval. The

aim is to choose animals with superior genetics to be

parents of the next generation to improve the genetics

of the population. Increasing the reliability (accuracy)
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of prediction, selecting only the best animals as parents

(increasing selection intensity), and decreasing the gen-

eration interval are important factors for increasing

genetic improvement per unit time.

A major challenge in dairy cattle breeding is devel-

oping an optimum breeding program that maximizes

genetic progress while minimizing cost. AI organiza-

tions are generally responsible for breeding schemes

[14], and a typical AI organization can spend millions

of dollars per year progeny testing bulls to find the best

bull to market to the world [15]. However, dairy breed-

ing is entering a new era in which genomic selection is

possible. With genomic selection, bulls can be

genotyped and selected at a young age. This improves

the industry’s traditional breeding scheme by reducing

reliance on progeny testing (a lengthy and costly

process), and will theoretically increase response to

selection via a reduced generation interval [15]. Also,

genomic values will increase the accuracy of genetic

evaluations, especially for young sires for which

traditional estimated breeding values are derived from

parent averages [16].
Purebred and Crossbred Cows

The group of animals selected as parents of the next

generation are expected to possess alleles that the indus-

try considers favorable. Therefore, through selection, the

frequency of favorable alleles in the population should

increase with each generation while that of unfavorable

alleles should decrease. The result is an increase in aver-

age breeding value, and improved performance of the

dairy cattle population. The change in average breeding

value over time defines the genetic trend.

As mentioned previously, artificial insemination

has allowed for intense selection of sires for increased

genetic improvement over time. This means that a few

top bulls, with the best collection of favorable alleles,

can be mated widely throughout the population. While

this is a good way to progress more quickly toward

fixing favorable alleles in the population, it reduces

the effective population size of the breed which could

raise inbreeding and reduce performance from the

associated inbreeding depression. The dairy industry

needs to find a compromise between selection of the

best sires for use in artificial insemination, and mini-

mization of inbreeding depression. This is, of course,
less of a problem initially with crossbreeding, as sire

and dam are unrelated. However, while several benefits

exist with crossbreeding in general, heterosis obtained

is too low to lead to more profitable animals than

purebred Holsteins (the most widely used dairy

breed) [17, 18]. Therefore, in the dairy industry, selec-

tion tends to occur within breeds.

Again, a large degree of dairy cattle genetic progress

is achieved through the selection and use of semen of

a few top bulls. However, it is important to understand

that selection and consequent genetic progress within

a breed is achieved via four selection pathways, all of

which center around the progeny testing scheme.

Progeny testing is required so that the genetic merit

of bulls can be calculated reliably via analysis of many

performance records on many daughters. Every year,

genetically superior bulls and cows are mated using

artificial insemination to produce young bulls with

high predicted genetic merit. On average, young bulls

resulting from these matings will have high true genetic

merit, but because of Mendelian sampling, it is not

certain that these young bulls will be genetically supe-

rior. The young bulls therefore need to be proven via

progeny testing. If a young bull is in fact of high genetic

merit, he will yield daughters that perform well for

traits of interest. The more daughters he produces

with superior performance, the more certain it is that

he is a genetically superior bull.

So far, two selection pathways have been discussed:

selection of sires of young bulls, and of dams of young

bulls. The sires of young bulls are proven and their

semen can be used widely, so they can be selected very

intensely, and their estimated breeding values are very

reliable. Referring to Eq. 1, increased selection pressure

and reliability will lead to increased genetic progress

per unit time. Dams of young bulls can be selected

intensely because not many young bulls need to be

produced for progeny testing (only about 400 a year

in Canada and about 6,000 Holsteins worldwide).

However, the reliability of estimated breeding values

for dams of young bulls is not as high as that of the sires

because the dams have fewer close relatives with

records.

In a dairy herd, replacement heifers are required.

Therefore, further potential for increasing genetic

progress of the population is through two more selec-

tion pathways: selection of sires of cows and dams of
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cows. It takes several years for young bulls to be fully

proven. However, when these bulls have a genomic

evaluation or some daughter records (but not yet

enough to achieve the reliability of a proven bull),

they can be selected to produce replacement heifers

with a reasonably high selection intensity. Dams of

these future cows, however, cannot be selected so

intensely for several reasons. Many replacement heifers

are required, and because a female cannot breed as

many times as a male, most cows will be selected for

breeding. Also, female fertility in the dairy cattle pop-

ulation is typically low, so the industry cannot afford to

be very selective with this pathway.
Genetic Evaluation

For progress in the dairy industry, it is important to

accurately select genetically superior animals as parents

of the next generation. Traditionally, genetic worth

could only be estimated by evaluation of phenotypic

records, which are a result of a combination of genetic

and environmental factors (and sometimes an interac-

tion of the two). Again, genomics is revolutionizing the

way the industry evaluates dairy cattle, making it

possible to genotype animals instead of waiting for

phenotypic records. However, genomics is just one

part of the process, and the collection of phenotypic

records will still be important for some time.

The additive genetic value of an animal for

a particular trait is the sum of the independent effects

of that individual’s alleles on that trait. On average, half

of an animal’s additive genetic worth is passed on to its

offspring. The greater the animal’s genetic worth, the

more genetically superior its offspring are expected to

be. The additive genetic value is therefore appropriately

termed “breeding value.” Breeding values of animals

can be estimated from many different sources of infor-

mation, including observations on the animal itself and

observations from a variety of relatives. This reiterates

the importance of quality phenotypic and pedigree

data. True breeding value can never be known, only

estimated from a very large (effectively infinite) num-

ber of genes with alleles each of which has a small effect

on the trait of interest. Breeding values are estimated

from limited phenotypic data using models that are not

perfect. The accuracy of estimated breeding values

(EBV) depends on a variety of factors, including the
degree of relationship between the animals providing

the phenotypic information and the animal being eval-

uated, the number of records available, and the herita-

bility of the trait of interest. Of course, through

genomics, perhaps one day the effect that each allele

in the genome has on each trait could be quantified,

bringing the industry closer to an animal’s true breed-

ing value for each trait.

Several traits of economic importance to the dairy

industry were already discussed. So, a dairy bull or cow

has several estimated breeding values, one for each

trait. This makes selection complicated. For example,

perhaps a potential sire has excellent estimated breed-

ing values for milk production traits, but terrible values

for health and fertility traits. Therefore, countries

devise a national economic selection index, which

incorporates estimated breeding values for traits of

interest and their respective monetary worth into an

equation that gives a single score for profitability

(“aggregate breeding value”) of each animal [19].

This makes selection much easier, as animals with the

most favorable combination of estimated breeding

values (e.g., high milk production and good health

and fertility) are the most profitable.

Traditionally, selection index methods were used to

combine weighting factors with adjusted phenotypic

records from various sources (i.e., own records and

records from various relatives) to derive estimated

breeding values for traits. The phenotypic records

were first adjusted for a variety of environmental influ-

ences including, for example, age of animal and effect

of contemporary group. These methods of adjustment

were not always effective for disentangling genetic

effects from environmental influences. To improve the

application of selection index methods, the dairy

breeding industry began to use the statistical method

known as best linear unbiased prediction, or BLUP,

in the 1970s. This method was first proposed by

C.R. Henderson in 1949 [1]. Without going into too

much detail, BLUP is able to simultaneously estimate

environmental effects and predict breeding values

while taking into account pedigree relationships.

Both the traits and the methodologies involved in

national genetic evaluations vary substantially among

countries [20]. Therefore, EBVs for one trait in one

country may not be representative of EBVs for the

same trait in another country. This makes comparing
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animals from different countries difficult. Dairy cattle

genetics are shared internationally, especially sire genet-

ics via artificial insemination. Therefore, the Interbull

Centre was created to provide international evaluations.

Specifically, the procedure carried out is called the mul-

tiple-trait across-country evaluation, orMACE [3]. This

procedure allows Interbull to provide a separate list of

International Genetic Evaluations to each participating

country, expressed on that country’s scale.

Future Directions

As previously mentioned, genome-wide selection

is revolutionizing dairy cattle breeding. Young bulls

benefit the most with a large increase in reliability of

estimated breeding values at an earlier time in their lives,

reducing the generation interval of these animals and

hence increasing the speed of genetic improvement. It is

fairly certain that future dairy cattle genetics researchwill

focus on the improvement of genomic techniques.

Over the years, as quantitative geneticists improve

upon techniques surrounding genome-wide selection

for animal breeding, it is important to keep in mind the

application of such techniques to human health.

In 2008, Mardis [21] predicted that sequencing the

entire human genome for $1,000 will be feasible in

the near future. While animal breeders are currently

using genomics to predict the genetic value of animals

for complex traits, it may one day be possible to utilize

genomics to predict human individuals’ genetic

risk for complex, multifactorial diseases, such as

Crohn’s disease [22]. Research in genomics in animal

breeding will certainly pave the way for research and

development of genomics applied to human health.
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Glossary

Disease resistance/susceptibility The interplay of the

genetically determined ability of an individual to

prevent the reproduction of a pathogen or to reduce

pathogen growth, host–pathogen interactions, and

changing environmental conditions/factors decides

on resistance/susceptibility.

Gene targeting Integration of exogenous DNA into

the genome of an organism at specific sites as

a result of homologous recombination. It can be

used to disrupt or delete a gene, to remove or add

sequences as well as to introduce point mutations

at a given locus. Gene targeting can be permanent,

i.e., ubiquitous with respect to tissue and develop-

mental stage, or conditional, i.e., restricted to

a specific time during development/life or limited

to a specific tissue.

Genetic engineering Technological process resulting in

a directed alteration of the genotype of a cell or

organism. It combines recombinant nucleic acid

technologies, in vitro culture technologies for gam-

etes, embryos, tissues, or organisms, methods for the

delivery of nucleic acids to the host genomes (gene

transfer), and if needed, reproductive technologies to

produce transgenic embryos and transfer them to

foster organisms.With respect to inheritance (‘trans-

mission’) to offspring, germline and somatic gene

transfer methods are distinguished.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Knockdown Downregulation of expression of a

specific gene by RNAi-based technologies.

Knockout/knockin Incorporation of a sequence into

a specific site by homologous recombination (gene

targeting) that results in disruption of gene func-

tion/altered gene function.

Quantitative trait loci (QTL) Genetic loci or chromo-

somal regions that contribute to variability in com-

plex traits, as identified by statistical analysis. The

genetic basis of these traits generally involves the

effects of multiple genes and gene–environment

interactions.

RNA interference (RNAi) The silencing of gene

expression by the introduction of dsRNA that trig-

gers the specific degradation of a homologous tar-

get mRNA, often accompanied by an attendant

decrease in the production of the encoded protein.

Single nucleotide polymorphism (SNP) A variation

in DNA sequence in which one nucleotide position

is substituted for another by either nucleotide

exchange, or deletion, or insertion. SNPs are the

most frequent type of polymorphism in the

genome.

Somatic cell nuclear transfer (SCNT) The nonsexual

generation of nuclear genome-identical offspring

(“cloned animals”) by reconstitution of an enucle-

ated oocyte with the diploid nucleus of a somatic

cell to a zygote, which under appropriate culture

conditions leads to reprogramming of the genome,

enabling embryonic and fetal development.

Zoonotic infection The ability of a given pathogen to

cross the host species barrier, from its current or

long-term evolutionary host to animals and

humans and thereby causing disease.
Definition of the Subject and Its Importance

Infectious diseases of livestock are amajor risk to global

animal health and welfare. In addition, human health is

influenced due to the zoonotic potential of some of

these infections.

Moreover, livestock diseases significantly impair

food production and safety and cause enormous

economic losses worldwide.

Transgenic technology was first developed as

a research tool for studying gene function in mice in
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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the early 1980s. The technique was extended and applied

to other mammals in 1985. An interesting and challeng-

ing focus of agricultural transgenesis was the potential

to increase disease resistance and/or reduce disease

susceptibility by introducing new genes and/or deleting

deleterious genes. The laborious improvements to orig-

inal and recently developed transgene technologies lead

to the generation of transgenic farm animals with

improved resistance to infectious diseases, demonstrat-

ing the proof of principle that genetic engineering may

potentially improve animal health and aid infectious

disease control in livestock.
Introduction

Phenotype-driven traditional animal breeding and

marker-assisted selection based on quantitative trait

loci (QTLs) have been successfully used for the genetic

improvement of many agricultural production traits

such as body weight, carcass composition, or milk

yield. However, these genetic selection strategies have

not yet resulted in a significant increase in the resis-

tance of farm animals to disease.

Currently, genomic sequences are available for sev-

eral livestock species [1] and as a by-product of the

sequencing, a huge number of single nucleotide poly-

morphisms (SNPs) were discovered. The large panels of

available SNPs were used in genome-wide association

(GWA) studies for mapping and identifying genes [2].

GWA studies have already been successful in identify-

ing causal genes and mutations for monogenic traits

[3], but not for complex or quantitative traits such as

resistance or susceptibility to disease.

Furthermore, traditional strategies in combating

devastating infectious diseases of livestock, such as

vaccination, antibiotic treatment, or even culling,

have, to date, been unsuccessful (Fig. 1). Parasites

evolved to resist chemical or vaccine control measures

and bacteria developed resistance to many antibiotics.

So far, a single infectious viral disease in livestock,

rinderpest (cattle plague) could be eliminated through

large-scale vaccination.

As an alternative to the traditional approaches,

genetic engineering of livestock species may assist in

the fight against infectious diseases.

The oldest and probably the most robust technique

to produce transgenic farm animals is the injection of
DNA sequences into the pronucleus of recently fertil-

ized zygotes [4–6]. Pronuclear microinjection was suc-

cessfully used to generate the most important livestock

species, mainly for production of highly valuable human

therapeutics. A more recent method for generating

transgenic animals is the nuclear transfer technology,

that is, ‘cloning’ [7, 8], which, together with a gene-

targeting strategy allows the generation of specific

gene-targeted animals [9, 10]. Recently, lentiviral vec-

tor-based strategies have been established which results

in highly efficient production of transgenic livestock

[11, 12]. This method in combination with the RNAi-

technology may lead to the generation of disease-

resistant transgenic livestock in the near future [13].

In the following section, the authors present an

overview of the various transgenic methods used for

the genetic enhancement of animal resistance to infec-

tious diseases. Many studies were initially done using

transgenic mouse models as this model often provides

useful preliminary results prior to initiation of live-

stock studies.
Disease-Resistant Transgenic Animals

Reducing farm animal susceptibilty to infectious dis-

eases via genetic engineering has been an ambitious

goal since the first transgenic livestock was generated

more than 20 years ago. Various transgenic strategies

for improving animal health are described elsewhere

[14–17].

In general, disease-resistant transgenic farm ani-

mals can be generated by two approaches: (1) introduc-

tion of resistance genes into the genome of the host

(gain-of-function strategy) and (2) specific targeting of

endogenous or exogenous susceptibility genes (loss or

exchange-of-function strategy).
Improving Animal Health through Gain-of-Function

Gene Transfer

In most cases, susceptibility to pathogens originates

from the interplay of numerous genes, meaning sus-

ceptibility to pathogens is polygenic in nature. The

murine Mx gene is one of the few examples of a single

genetic (monogenic) locus encoding a disease-

resistance trait. Mice and mouse fibroblast cell lines

carrying the autosomal dominant Mx1 allele are
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resistant to influenza virus infection [18, 19]. The

transfer of the Mx1 gene was able to restore virus

resistance in mice lacking the Mx1 allele [20] and

inhibited influenza virus replication in avian cells

[21]. However, the introduction of the murine Mx1

gene into swine via pronuclear microinjection failed

to produce influenza-resistant pigs [22]. The constitu-

tive Mx1 expression seemed to be detrimental to the

pigs, whereas the expression from an inducible pro-

moter was too low to produce detectable levels of Mx1

protein. In the meantime, Mx genes of different farm

animals have been identified, but their importance for

disease susceptibility is not yet clear [23–25]. However,

the ongoing detailed deciphering of the genomes of

different farm animals, the improved techniques in

generating transgenic animals [26–28], and the new

tools for controlling transgene expression levels [29,

30] might allow the idea of generating influenza-

resistant livestock by transferring a disease resistance

gene to be addressed once more.

Antimicrobial peptides (AMPs) are an important

component of the innate defense of most living organ-

isms and there is a growing body of evidence to show

that their role in defense against microbes is as impor-

tant to the host as antibodies and innate and adaptive

immune cells [31, 32]. AMPs are usually composed of

12–50 amino acids and synthesized by microorganisms

as well as multicellular organisms, including plants and

animals. They can have broad-spectrum antibacterial,

antifungal, antiviral, antiprotozoan, and antisepsis

properties. In addition to the wide range of these nat-

urally occurring AMPs, many new ones have also been

synthesized [33, 34]. Based on three-dimensional

structural studies, the peptides are broadly classified

into five major groups namely: (1) peptides that

form alpha-helical structures; (2) peptides that form

beta-sheets; (3) peptides rich in cysteine residues;

(4) peptides rich in regular amino acids namely

histatin, arginine, and proline; and (5) peptides

composed of rare and modified amino acids [35, 36].

They can induce complete lysis of the organism by

disrupting the membrane or by perturbing the mem-

brane lipid bilayer, which allows for leakage of specific

cellular components as well as dissipating the electrical

potential of the membrane.

In initial engineering studies, the endogenous pro-

duction of antimicrobial compounds in transgenic
animals was shown to enhance disease resistance.

Recombinant bovine tracheal antimicrobial peptide

(bTAP) isolated from milk from transgenic mice,

showed antimicrobial activity against Escherichia coli,

without any deleterious side effects in suckling

pups [37]. The antimicrobial activity of the synthetic

alpha-helical peptide Shiva 1a was confirmed in trans-

genic mice, challenged with Brucella abortus [38].

The expression of the recombinant peptide signifi-

cantly reduced both the bacterial colonization and the

associated pathological changes in the genetically

engineered mice.

Mastitis which is caused by bacterial infection of the

mammary gland is reported to be the most costly

disease in animal agriculture. It seriously affects animal

well-being and is the most common reason for antibi-

otic use in diary cattle and the most frequent cause of

antibiotic residues in milk [39]. The major contagious

mastitis pathogen, Staphylococcus aureus is sensitive to

lysostaphin, an antibacterial peptide naturally pro-

duced by a related bacterium, Staphylococcus simulans

[40]. Kerr and colleagues showed that mammary gland

expression of a bioactive variant of lysostaphin con-

ferred protection against S.aureus infection in mice

[41]. The staphylolytic activity in the milk of transgenic

mice appeared to be 5–10 fold less active than bacteri-

ally derived lysostaphin, but was sufficient to confer

substantial resistance to staphylococcal mastitis. Trans-

gene production appeared to have no apparent effect

on the physiology of the animal, the integrity of the

mammary gland, or themilk it produces. Using nuclear

transfer techniques, this approach was successfully

extended to cattle, recently [42]. Transgenic dairy

cows secreting lysostaphin constitutively in their milk

were more resistant to S. aureus infections than

nontransgenic animals. Lysostaphin concentrations in

the milk of transgenic animals remained fairly constant

during lactation. The recombinant lysostaphin was

approximately 15% as active as bacterially derived pro-

tein. Challenge studies with S. aureus clearly demon-

strated a direct correlation between the extent of

protection against S. aureus infection with lysostaphin

levels in themilk. Transgenic cows have been previously

generated, primarily as bioreactors for large-scale pro-

duction of pharmaceuticals and nutraceuticals. Thus,

lysostaphin-transgenic cattle are the first example for

enhancing disease resistance and animal welfare in
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livestock, and may allow substantial reductions in anti-

biotic use. This in turn will help to control the spread of

antibiotic-resistant bacteria and to reduce bacterial and

antibiotic contamination of milk and milk products.

The antibacterial effect of lysostaphin is restricted

to S. aureus only and transgenic cows are not protected

against other mastitis-causing pathogens. The addi-

tional expression of secondary antibacterial com-

pounds in the milk might be necessary for further

enhancing mastitis resistance.

Human lysozyme (hLZ), a bacteriostatic milk pro-

tein that is known to attack the peptidoglycan compo-

nent of bacterial cell walls, was expressed in the

mammary gland of transgenic mice [43] and transgenic

dairy goats [44]. Milk from the transgenic animals

showed significant bacteriostatic activity and slowed

the growth of several bacteria responsible for causing

mastitis and the cold-spoilage of milk. The somatic cell

count (SCC) is applied as a measure for udder health

and milk quality and a high SCC in milk is directly

correlated with mastitis and an impairment of milk

quality [45]. Analyzing the SCC in milk samples of

transgenic diary goats revealed a significant lower

SCC compared to milk samples from control animals

suggesting an improved udder health in the transgenic

animals [46]. Lysozyme plays a role in the defense

against gastrointestinal pathogens and reduces gastro-

intestinal illness in breastfed infants [47]. Feeding trials

were conducted in pigs to evaluate putative health-

promoting functions of hLZ-transgenic milk. Pigs are

monogastric animals with a digestive system similar to

humans and therefore are commonly used to study

human health. Brundige and colleagues demonstrated

that the consumption of pasteurized milk from

hLZ-transgenic goats improved the gastrointestinal

health of young piglets and was beneficial against

a gastrointestinal infection with enteropathogenic

E. coli [48].

A Chinese group enabled synthesis and secretion of

bioactive bovine lactoferrin and bovine tracheal

antibacterial peptides in goat mammary cells by use

of plasmid-mediated gene transfer techniques [49],

and the milk samples collected from these animals

exhibited bacteriostatic effects against different

mastitis-causing pathogens.

The authors summarize that genetic engineering for

secretion of a broad range of AMPs in the mammary
gland of dairy goats and cows reduces susceptibility to

various microbial pathogens and is therefore a realistic

approach to combat mastitis. Enhanced mastitis resis-

tance will not only improve animal health and well-

being, but also reduces bacterial contamination of milk

and milk products in addition to reducing the costs

incurred during disease prevention and cure.

Transgenic mice, expressing and processing

a human enteric alpha-defensin peptide exclusively in

specialized epithelia of the small intestinal crypt were

generated, and were immune to an oral challenge with

virulent Salmonella typhimurium [50].

Protegin-1 (PG-1) that is normally expressed in

porcine myeloid cells and resides in secretory granules

of neutrophils is another potent antimicrobial peptide

targeting both gram-negative and gram-positive bacte-

ria [51]. The ectopic expression of PG-1 in transgenic

mice conferred enhanced respiratory resistance to an

intranasal challenge with Actinobacillus suis [52], an

opportunistic pathogen that may cause pneumonia,

abortion, and fatal septicemia in pigs of all ages

[53, 54]. Extending this concept to pigs and other

somatic tissues beyond neutrophils will be another step

toward the development of disease-resistant livestock.

The overexpression of dominant-negative mutants

of viral proteins or pathogen receptors is another

potent strategy to enhance animal disease resistance.

The major focus has been to block viral attachment and

penetration into a host cell by (1) producing viral pro-

teins that block cellular receptors (antireceptor) or

(2) altering known host molecular components, such

as replacing host receptor genes with a modified ver-

sion which is able to perform the receptor’s physiolog-

ical function but prevents attachment of the virus [55].

The first successful introduction of pathogen-mediated

disease resistance in animals was reported 20 years ago.

Transgenic chickens expressing the viral envelope of

a recombinant avian leukosis retroviral genome were

resistant to the corresponding subgroup of avian

leukosis virus due to blockage of the virus receptors

by the viral envelope proteins [56]. Using the same

strategy, Clements et al. generated transgenic sheep

expressing the maedi-visna virus envelope (E) gene,

which is responsible for virus attachment to the host

cells [57]. Maedi-visna virus is a prototype of ovine

lentiviruses that cause encephalitis, pneumonia, and

arthritis in sheep. Transgenic lambs expressing the
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viral E glycoprotein in monocytes/macrophages, the

target cells for virus replication, were healthy and nei-

ther deleterious effects nor clinical abnormalities from

the transgene was observed. However, up to date, chal-

lenge studies to determine the susceptibility of these

animals to ovine lentiviruses have not been reported.

Transgenic mice expressing a soluble form of por-

cine nectin-1, the cellular receptor for a-herpesviruses
were generated. These mice displayed high resistance to

pseudorabies virus (PRV) infections [58]. In pigs, PRV

causes lethal encephalitis, acute respiratory syndrome,

abortion and infertility, and latent infections [59].

Analysis of transgenic mouse lines, ubiquitously

expressing different soluble forms of the cellular receptor

for the viral glycoprotein D revealed that the transgene

encoding the soluble form of the entire ectodomain of

porcine nectin-1 fused to the human IgG1 conferred

highest resistance to intranasal and intraperitonal PRV

infections without any side effects [60]. Surprisingly, the

expression of a fusion protein consisting of the first Ig-

like domain of nectin-1 and the Fc portion of porcine

IgG1 not only resulted in reduced virus resistance but

also caused microphthalmia and the lack of vitreous

bodies [61, 62]. Before implementing this promising

approach to the generation of a-herpesviruses-
resistant swine, further investigations examining the

interactions of different soluble forms of nectin-1,

endogenous nectins, and viral glycoprotein D and

analysis of the influence of Fc domains of different

species are required.

An alternative transgenic approach to protect live-

stock against infectious diseases is the expression of

genes directing the synthesis of defined antibodies

which target specific pathogens and thus induce imme-

diate immunity without prior exposure to that pathogen.

Initial studies to express gene constructs encoding

monoclonal antibodies in transgenic livestock were

conducted nearly 20 years ago [63, 64]. However, the

recombinant antibodies expressed in transgenic rab-

bits, sheep, and pigs showed aberrant sizes and only

low antigen binding affinity. Nevertheless, following

this idea, transgenic mice expressing coronavirus-

neutralizing antibodies in the mammary gland were

generated [65, 66]. High antibody expression titres

throughout the lactation period provided complete

protection against the enteric infection of newborns

with transmissible gastroenteritis virus (TGEV),
a pathogen which produces high mortality in suckling

piglets, and also against a murine hepatitis virus

(MHV)-induced encephalitis. Following this strategy,

manipulating the lactogenic immunity in farm animals

could improve the protection of suckling newborns

through colostrium-delivered antibodies [67].
Enhancing Disease Resistance by Targeting

Endogenous Susceptibility Genes

Transmissible spongiform encephalopathies (TSE) are

fatal neurodegenerative disorders of the central ner-

vous system which are termed scrapie in goat and

sheep and bovine spongiform encephalopathy (BSE)

in cattle. According to current knowledge, the causative

agent of the brain pathology in diseased animals is the

prion. Prion diseases are characterized by the accumu-

lation of the abnormally folded and protease-resistant

isoform (PrPSc) of the cellular prion protein (PrPC) of

the host [68, 69]. The generation of prion-free livestock

resistant to TSE has been an ambitious goal since the

BSE epidemic in cattle in the UK and the appearance of

a new and highly lethal variant of Creutzfeldt-Jakob

disease (vCJD) in humans. Early studies in mice

revealed that reduction or loss of PrPC expression did

not affect normal development of the mice, but con-

ferred protection against scrapie disease after inocula-

tion with PrPSc prions [70–73]. With the development

of nuclear transfer cloning techniques using genetically

modified embryonic or somatic cell donors [7–10], the

possible ‘knock out’ of the prion gene in transgenic

sheep, goats, and cattle has opened new perspectives

for the generation of disease-resistant livestock.

A decade ago, Denning and colleagues generated the

first PrPC-targeted lambs. However, none of the cloned

sheep survived more than 12 days [74]. Analyses of the

targeted fetuses and lambs revealed defects that have

been described in other nuclear transfer experiments

with nontransfected cells and therefore, the authors

expected that the early death of the lambs was not

a consequence of the PrPC disruption per se, but was

probably due to the nuclear transfer procedures and/or

the prolonged culture and drug selection of the pri-

mary fibroblasts used for nuclear transfer.

The functional disruption of the caprine PrPC gene

in cloned goats was first described by Yu et al. [75] and

resulted in two goats lacking the prion protein [76].
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The scientists confirmed the complete PrPC ablation at

mRNA and protein levels, and at 2 months age, the

PrPC null goats were healthy and showed no develop-

mental or behavioral defects. The scientific community

is awaiting the final proof of the concept – scrapie

resistance of PrPC-deficient goats after infection with

PrPSc prions.

Richt and colleagues described the generation of the

first PrPC-deficient cattle [77]. They used a sequential

gene targeting strategy which was demonstrated for the

first time by the group of Kuroiwa et al. [78]. Male

Holstein primary fibroblasts were transfected with two

knockout vectors to sequentially disrupt the two alleles

of the PrPC gene. PrPC-deficient fetal cell lines were

established at 40–75 days of gestation and recloned for

the generation of calves. The impact of PrPC deficiency

on calf development, on the immune system, on

growth, and general health of the cattle for at least

20 months was analyzed in detail, and no negative

influence of PrPC ablation on animal health and well-

being was detected. Importantly, brain homogenates

from 10-month-old PrPC-deficient cattle prevented

PrPSc propagation in vitro, whereas in brain homoge-

nates from wild-type cattle PrPSc proliferated. The

researchers concluded that the presence of the endog-

enous bovine PrPC is essential for PrPSc propagation

and that there are no other host-derived cellular factors

that can support the in vitro PrPSc propagation in the

absence of the endogenous bovine PrPC. In vivo tests of

resistance to prion propagation in PrPC-deficient cattle

are under way, but still will require some years to

complete. Analyses of several PrPC-targeted mouse

lines indicated that the loss of the normal cellular

function of PrPC may adversely affect the animals. For

example, PrPC-deficient mice developed ataxia and

cerebellar neurodegeneration [79, 80], slight alter-

ations in sleep–wake circadian rhythm [81], and altered

synaptic functions [82]. To date, none of the above-

described alterations in PrPC null mice could be

observed in PrPC-deficient cattle and goats, respec-

tively, but further investigations on aged transgenic

animals will be necessary to exclude these altered

phenotypes.

Small interfering RNAs (siRNAs) can silence/shut

down specific targeted genes by interfering with the

RNA transcripts they produce [83, 84]. For a transient

gene ‘knock down,’ synthetic siRNAs can be directly
transfected into cells or early embryos. However, for

stable gene expression and germline transmission, the

siRNA sequences are incorporated into gene constructs

which express short hairpin (sh)RNAs that are

processed to siRNAs within the cell. Through stably

integrated shRNA expression vectors, additional

genetic information is introduced into an organism

(gain-of-functions strategy), which then produces

a ‘knock down’ phenotype that is functionally similar

to a ‘knock out’ (loss of function). Thus, RNAi-

transgenics is an interesting alternative to the homolo-

gous gene targeting strategies which are traditionally

used for the generation of ‘knock out’ livestock.

One of the most interesting susceptibility genes in

livestock is the PrPC gene and in a preliminary in vitro

experiment, it was demonstrated that siRNA suppres-

sion of the PrPC gene abrogates the PrPC synthesis and

inhibits the formation of PrPSC protein in chronically

scrapie-infected murine neuroblastoma cells [85].

Shortly after, Golding and colleagues combined this

RNAi-based technique with lentiviral transgenesis for

targeting the PrPC gene in an adult goat fibroblast cell

line, which was then used for somatic cell nuclear

transfer to produce a cloned goat fetus [13]. Protein

analyses of brain tissues demonstrated that PrPC

expression was reduced>90% in the cloned transgenic

fetus when compared with a control. In a further exper-

iment, they injected the recombinant lentivirus directly

into the perivitelline space of bovine ova. Development

of more than 30% of injected ova to blastocysts and

expression of the shRNA targeting the PrPC gene in

more than 70% provides strong evidence that this

RNAi approach may be useful in creating genetically

engineered farm animals with natural resistance to

prion diseases.

In two further approaches, lentiviral-mediated

delivery of shRNA expression vectors into the brain of

scrapie-infected mice resulted in a clear reduction

of the PrPC protein level and a prolonged survival of

infected mice [86, 87], inferring that RNAi-technology

may also be used for therapeutic applications.
Enhancing Disease Resistance by Targeting

Exogenous Susceptibility/Viral Genes

Another application of the RNAi-technology is the

silencing of exogenous viral genes through the
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introduction of specific dsRNA molecules into cells,

where they are targeted to essential genes or directly

to the viral genome, thus inhibiting viral replication

[88, 89]. Currently, the use of RNAi-based strategies for

generation of viral disease-resistant livestock focuses

on three pathogens: food and mouth disease virus

(FMDV), bovine viral diarrhea virus (BVDV), and

influenza A viruses.

FMDV is an extremely contagious pathogen that

affects cattle, swine, and other livestock worldwide

[90]. FMD is difficult to control by vaccination and

impossible to eliminate by conservative natural breed-

ing. Initial studies tested specific FMDV-siRNAs for

their ability to inhibit virus replication in BHK-21

cells [91]. Transfection of BHK-21 cells with

a mixture of siRNAs targeting highly conserved

sequences of the 3B region and the 3D polymerase

gene in all FMDV serotypes resulted in nearly 100%

suppression of virus growth.

In another approach, siRNAs were designed to spe-

cifically target the viral VP1 gene, which plays a key role

in virus attachment. This resulted in a nearly 90%

reduction in FMDV VP1 expression and conferred

resistance to FMDV challenge in cultured cells which

are susceptible to this virus [92]. Encouragingly,

pretreatment with siRNAs before infection made suck-

ling mice significantly less susceptible to FMDV, and

expression of siRNAs directed against the viral

nonstructural protein 2B clearly inhibited virus

replication in infected porcine cells [93].

Another RNAi target of agricultural interest is the

bovine viral diarrhea virus (BVDV), an ubiquitously

occurring pathogen that affects cattle herds worldwide

resulting in respiratory disorders and increased suscep-

tibility to other pathogens [94]. Lambeth and his group

demonstrated that BVDV replication in bovine cells

can be efficiently suppressed by RNAi [95]. They

transfected shRNA expression vectors and siRNAs

targeting the 50 nontranslated region (NTR) and the

region encoding the C protein of the viral genome into

MDBK cells. After challenging with BVDV, they

detected reduced virus titres by both siRNA and

shRNA-mediated RNAi.

Farm animals, in particular swine and poultry,

serve as key links between the natural reservoir of

influenza A viruses and epidemics and pandemics in

human populations. Due to repeated reassortment or
mixing of RNA segments between influenza viruses

from different species, virulent strains emerge period-

ically and often lead to devastating human catastrophes

[96]. However, the emergence of the RNAi technology

has opened many new options for preventing influenza

virus infections in animals.

In initial studies, a set of siRNAs specific for con-

served regions of the influenza virus genome could

potently inhibit virus production in MDCK cells and

embryonated chicken eggs [97]. In subsequent

approaches, this strategy was extended to an

established animal model of influenza infections by

two independent groups. Tompkins and colleagues

used siRNAs for targeting highly conserved regions of

the viral nucleoprotein (NP) and acidic polymerase

(PA). After administration of influenza virus-specific

siRNAs via hydrodynamic i.v. injection [98], BALB/c

mice were infected intranasally with influenza

A/H1N1. Virus titre in lung homogenates were signif-

icantly reduced in siRNAs-treated mice when

compared to control mice 48 h p.i [99]. In addition,

they demonstrated that influenza-specific siRNA

treatment can protect mice from otherwise lethal

virus challenges.

Ge and coworkers administered influenza virus-

specific siRNAs intravenously along with lentiviral

shRNA expression vectors into C57BL/6 mice. They

demonstrated that siRNAs as well as shRNAs can

reduce influenza virus production in the lung when

given either before or after virus infection and that

the simultaneous use of two or more siRNAs specific

for different virus genes resulted in a more severe

reduction of virus titres [100].

A promising approach for the generation of influ-

enza-resistant livestock was published by Wise and

colleagues [101]. They used shRNA expression vectors,

targeting the viral NP and PA gene for lentiviral-

mediated generation of transgenic mice. Expression of

the siRNAs was confirmed by an RNAse protection

assay, and thus far, stable transmission of the transgene

was observed up to the third generation. Currently,

transgenic mice are mated to generate homozygous

lines for delivering the final proof for influenza virus

resistance in vivo.

Recently the generation of transgenic chicken

expressing a shRNA molecule able to inhibit influenza

virus polymerase activity [115] was reported. Although
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the transgenic chicken did not exhibit a higher resis-

tance to high challenge doses of H5N1, a highly path-

ogenic avian influenza virus, they showed strongly

reduced transmission of the infection to transgenic

and even non-transgenic birds housed in direct contact

with them, demonstrating that this strategy may be

used to prevent transmission and propagation of an

infection at the flock level.
Future Directions

The past decade was dominated by large-scale and high

throughput nucleic acid analyses allowing comparative

genome sequencing and expression profiling projects.

The comprehensive and ongoing analysis of the huge

data sets led to the need for an updated definition of the

term ‘gene’ and the introduction of the term ‘epige-

netics.’ Taking into account that Mendel’s and

Morgan’s elements of heredity include multifunctional

protein coding, structural, regulatory, and RNAs of

unknown functions and gene regulation is more com-

plex than previously assumed, the ‘gene’ is suggested to

be ‘a union of genomic sequences encoding a coherent

set of potentially overlapping functional products’

[102] and ‘epigenetics’ is defined to describe ‘stably

inheritable phenotypes resulting from changes in

a chromosome without alterations of the DNA-

sequence’ [103]. The future challenge of the

postgenomic era is subsumed as integrative, quantita-

tive, and/or systems biology. ‘Systems biology is the

comprehensive and quantitative analysis of the inter-

actions between all of the components of biological

systems over time’ [104]. ‘Systems biology involves an

iterative cycle, in which emerging biological problems

drive the development of new technologies and com-

putational tools’ [104]. The further understanding of

disease mechanisms also depends on these emerging

disciplines.

The ongoing genome sequencing programs for var-

ious animal species and the increasing densities of SNP

arrays will lead to the discovery of new QTLs underly-

ing economically important traits such as disease resis-

tance and susceptibility. In addition, complete genome

sequences of many disease-causing pathogens are

becoming available. Hence, genome data on host

intrinsic factors and host–pathogen interactions caus-

ing disease can be used to increase the health of
individuals or populations. Conventional breeding

and genomic selection will increasingly benefit from

the natural variations identified among the

populations. This can be supplemented with gene

transfer technologies allowing a more targeted

approach toward desired animal breeding without the

limitation of species barriers.

The future of transgene technologies is dependent

on the simplification of the gene delivery systems along

with targeted manipulation of animal genomes. The

former aim is achieved by using lentiviral vectors which

are highly efficient for domesticated animals including

poultry [105, 106] and pets [107]. Gene targeting in

species other than mice is limited as embryonic stem

(ES) cells of farm or pet animals are unavailable and

gene targeting via homologous recombination of

embryonic and somatic cells and subsequent nuclear

transfer is highly inefficient. However, the advent of the

RNAi-technology offers new possibilities for specific

gene targeting in animal species and will have a huge

impact on transgenesis in the near future. Furthermore,

the zinc finger nuclease (ZNF) technology has shown to

be an attractive alternative to ES cell targeting and

nuclear transfer technology [108] and was already

applied successfully for targeted gene disruption in

rats [109].

For further reading concerning the use of ZFN-

technology in farm animals we refer to Kues and

Niemann [116]. In addition, site-directed mutagenesis

of genomes can be achieved by TALENs (transcription

activator-like effector nucleases) which were originally

identified in plant pathogens and recently were success-

fully used to generate knockout rats [117]. These site-

specific nucleases may complement/enlarge the well

established ZFN-technology for efficient gene targeting

in livestock [118].

Last but not least, the cross-species generation of

pluripotent/embryonic cell lines has gained new impe-

tus through the induced pluripotent stem cell (iPS)

technology, i.e., the reprogramming of somatic cells

making them capable of embryogenesis (reviewed in

[110]) and the recent isolation of authentic embryonic

stem cells from rat blastocysts by novel culture condi-

tions [111, 112]. In the future, animal transgenetics and

animal disease resistance will be important in basic

research and in the understanding of disease mecha-

nisms. Bridging the gap between model and man by
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generating transgenic animals is fundamental to the

development of novel therapeutics and disease preven-

tion strategies.

Increased availability of genomic information of

livestock species along with more sophisticated trans-

genic tools offers the potential to generate animal

models to combat livestock diseases to a larger extent

than ever before. However, animal geneticists/scientists

must consider several important aspects. (1) The dis-

semination of the trait of interest such as disease resis-

tance, introduced by a transgene will neither be simple

nor fast, therefore cost–benefit calculations will proba-

bly decide on implementation of transgenic animals.

For example, transgenic BSE-resistant cattle [77] will

probably never gain importance in agriculture where

culling is considered to meet demands with respect to

cost efficiency and biosafety. However, BSE-resistant

cattle may be engineered for the production of phar-

maceuticals and therefore will have an enormous

impact on providing safer drugs. (2) There is general

public opposition to the use of transgenic livestock.

However, if animals were resistant to zoonotic diseases,

therefore resulting in reduced frequency of pandemics

and epidemics such as those caused by influenza virus,

attitudes of human societies might change [113]. In

this context, recently, a trypansome lytic factor (TLF)

from baboons that protected mice both from animal

and human-infective Trypanosoma subspecies was

identified and suggested to be transferred to livestock

[114]. Animal trypanosomiasis is one of the major

parasitic diseases of livestock flocks and livestock are

the major reservoir for human-pathogenic trypano-

somes. (3) Scientists and society should clearly keep

in mind that pathogens readily change their antigenic

determinants and create novel subtypes to escape the

‘resistant’ host’s immune system. Attempts to intro-

duce resistance traits into animal populations either

by conventional breeding or transgenesis should be

subjected to thorough cost/detriment–benefit analyses.
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Glossary

Sustainability The use of resources in such a manner

as not to impinge upon the ability of future gener-

ations to enjoy similar use.

Open-ocean mariculture The culture of marine fish,

invertebrates, or algae in exposed ocean locations.

Definition of the Subject

Open-ocean mariculture is the culture of marine fish,

invertebrates, or algae in exposed ocean locations. The

criteria for demarcation of open-ocean sites from

inshore or nearshore aquaculture sites is often the

subject of debate, with various schemes using some

integration of distance from shore, depth of water, or

exposure to open water and high sea conditions.

A more meaningful definition is perhaps, simply, that

an open-ocean mariculture site is a site where any of

these conditions or criteria combine to disconnect the

culture system from the surrounding substrates that

might otherwise be subject to some significant envi-

ronmental impact, or might become reservoirs for

some ecological feedback with the culture system.

Alternatively, rather than using a geographical or oper-

ational distinction, open-ocean mariculture might

simply be described as culture of marine animals or
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
plants at sites that are further offshore, or in deeper

water. This definition reflects the evolving, aspira-

tional, and incremental improvement in culture sys-

tems, rather than thinking of the open ocean as a final

destination.

Whatever the definition, open-ocean mariculture

offers the potential for a scalable production system

for valuable, healthful seafood, with negligible environ-

mental impacts.

Introduction

The Seafood Crisis

The oceans are in deep trouble. Even though the

demand for seafood has increased, capture fisheries

around the world are collapsing from overfishing, or

are static. Wild stock fisheries cannot sustain any

greater pressures, and clearly cannot scale to meet the

growing needs of increasing population size, increasing

affluence, and wider recognition of the health benefits

of seafood.

The USA is both symptomatic of the seafood crisis

and significantly contributive to the problem. In the

USA, closures or buyback schemes to reduce effort have

effectively shut down once-productive fisheries for

Atlantic tunas and swordfish, the groundfish of

Georges Bank and other Northeast fisheries, Pacific

Coast sardines, albacore, and more recently, rockfish.

Other environmental concerns for endangered species

or marine mammals have seen closures or limitations

placed on fisheries for shrimp in the Gulf of Mexico,

purse seining for tuna in the Pacific, and long-lining

for tuna and swordfish in Hawaii and the US

Pacific. Currently, over 80% of the seafood consumed

in the USA is imported, and more than half of those

imports are from farmed sources.

Hawaii Fisheries Status The Hawaiian Islands

represent a microcosm of the global fishing crisis.

Increased fishing power – in terms of both the number

of boats and available technologies – has seen the

valuable deep bottom fish catches decline precipitously

over the last few decades. GPS units allow deep bottom

fishermen to return repeatedly and precisely to a “hot

spot” until the fish are gone. Electric reels reduce the

labor of hauling up from 60 fathoms to simply flicking
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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a switch. Powerful echo sounders allow tuna fishermen

to identify the location of individual fish tens

of fathoms beneath their boat. At the same time,

catches of sashimi-grade tuna have plummeted due to

competing gear-types (seiners, long-liners, pole-and-

line) and conflicting national interests throughout the

range of these highly migratory species. Some 20 years

ago, over 25 commercial fishing boats worked out of

the local Honokohau Harbor in Kona, Hawaii,

targeting deep-water snappers and big-eye tuna in the

“ika-shibi” fishery. Today, there is only one commercial

fishing vessel based there, and even that is only

part-time.

The decreasing catch volume and decreasing aver-

age size of fish caught in the bottom fish fishery in

Hawaii is causing increasing concern. By 1996, only

20% of the onaga (Etelis coruscans) catch in the main

Hawaiian Islands (MHI) had previously spawned; sim-

ilar declines were evident among other species stocks.

These species’ biological characteristics make them

vulnerable to recruitment overfishing; NOAA Fisheries

staff estimate that an onaga attains maturity at about

4.1 years of age, at a size of 66 cm. With Federal and

State data indicating significant overfishing of these

stocks, increased regulation became imperative. In

June 1998, new legislation went into effect, establishing

limits on fishing gear, bag limits, registration of bottom

fishing craft, and restricted fishing areas (up to 20% of

the bottom fish ground was placed off limits) for the

commercial and recreational fishery industry.

Further restrictions are still needed. Over the last

two summers, the State declared all bottom fishing

closed for the summer period fromMay 1st to Septem-

ber 30th, throughout the island range. State authorities

have indicated that this seasonal closure may need to be

repeated for coming years, as well, before there is any

measurable improvement in stocks. The majority of

high-value species consumed in Hawaii already are

imported from other areas, such as the South Pacific

and South East Asia.

Aquaculture as Part of the Solution Aquaculture

offers the only viable solution to the growing demand

for sustainable, healthy sources of seafood protein for

human consumption. Fish farming reduces exploit-

ative pressure on already depleted wild stocks, supports

the growth of coastal and rural industries, and yields
a product that is low in saturated fat and high in

protein. The annual contribution of aquaculture to

global aquatic production is now almost equal to that

of wild catch (47% versus 53% [1]). In 1985, aquacul-

ture represented only 5% of US fish consumption, yet

today that figure stands at around 40%. Aquaculture

growth is rapid, and is projected to increase in pace.

The US Department of Commerce has set a goal of

a fivefold increase in domestic aquaculture production

value, to $5 billion, by 2025.

Domestic aquaculture production using existing

methods or species cannot keep pace. Almost all US

production is from freshwater species; the only marine

species cultured in any quantity are salmon and striped

bass, both of which are anadromous (freshwater

spawning). It is almost impossible to obtain permits

for nearshore farm sites; there is intense competition

among different user groups for nearshore waters,

and aquaculture has been besmirched in the conven-

tional wisdom as environmentally destructive and

unsustainable.

The Open-Ocean Potential Open-oceanmariculture

technology has recently moved from the realm of sci-

ence fiction [2, 3] to commercial reality. In the last few

years, there have been dramatic advances in the legal

and engineering fields, which have opened up the new

fish farming frontier of offshore areas. New submers-

ible net pen systems have been pioneered by

OceanSpar, LLC, of Washington State (“Sea Station™”

net pens), and Ocean Farm Technologies, Inc., of

Maine (“Aquapod™” net pens). These new technolo-

gies have dramatically increased the workable extent of

ocean farming, by providing seaworthy platforms for

grow-out of fish in exposed offshore environments.

These farms are therefore able to be located further

offshore, in sites where currents, prevailing sea condi-

tions or seasonal storm events may make surface

pens inadvisable. These operations are also usually

portrayed as having less environmental impact than

nearshore fish farms. The rationale is that there is

a cleaner and clearer disconnect between the farm and

the underlying benthic substrate or the adjacent shore-

line so that there is both minimal environmental

impact and negligible potential for negative accumula-

tive feedback from the environment to the culture

system.
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But how have these first open-ocean mariculture

operations actually performed? Is there any basis in fact

to these claims of environmentally sound mariculture

in offshore locations? What are the opportunities for

expansion of this industry, and what are the risks and

precautions – both environmental, biological and

economic – that should accompany such scaling?

This entry reviews some of the recent progress

toward realizing this potential, as exemplified by one

farm operation, in Kona, Hawaii. The environmental

performance over the past 5 years of operation at Kona

Blue Water Farms’ site is instructive. It may demon-

strate how open-ocean mariculture may represent

a partial solution to the seafood crisis: a scalable, envi-

ronmentally sound production system for high-value

seafood. The environmental impacts of this one open-

ocean mariculture site are reviewed here, in the context

of both local ecosystem effects and global marine

resource use efficiency: the “footprint” on the oceans.
Honolulu

North and north-west winter storm surf

Prevailing
north-east

trade winds
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Environmental Impacts of an Open Ocean Mariculture

Operation in Kona, Hawaii. Figure 1

Location of the Kona Coast on the western side of the Big

Island of Hawaii affords moderate protection from trade

winds and winter swells
Overview of the Kona Blue Water Farms

Operation

Prior to 1998, Hawaii’s ocean-leasing legislation lim-

ited any potential project to a maximum of 4 acres,

which had to be used for either educational or research

purposes, and not for commercial gain. Through sev-

eral years of work by industry aspirants, and strong

leadership by the State Aquaculture Development Pro-

gram, legislation was passed that allowed commercial

offshore fish farms or energy projects.

The Kona Blue Water Farms principals had been

involved through the legislative review, and with the

passage of the bill, began research into developing

hatchery culture techniques for high-value marine

fish, simultaneously surveying the Kona Coastline for

prospective offshore farm sites. After an extensive

3-year process of consultation and consensus-building

with the community, Kona Blue was granted the req-

uisite State and Federal permits for the original off-

shore farm site in March, 2004. The operation began

deployment in February 2005 and first fish were

harvested offshore in September, 2005. Since then, pro-

duction has grown to the extent that Kona Blue has

been harvesting up to 25,000 lb of sashimi-grade Kona

Kampachi® per week, and up to 500 T per year. Kona

Kampachi® (Seriola rivoliana) is also known as kahala,
Long-fin Amberjack or Almaco Jack. It is related to the

Japanese hamachi (S. quinqueradiata), but is native to

Hawaii, and is distributed throughout the warm waters

of the world.

The Offshore Farm Site and Farm Operations

The Lease Area Site selection is a critical component

for any mariculture operation, but is particularly so for

an innovative offshore farm that is pioneering both

a new permitting process and a new net pen system.

The original farm lease site was selected on the basis of

the following criteria:

1. The selected site was in a deep-water area, over

200 ft deep, with brisk currents.

2. There was little or no public use of this area. The

farm site lay between the limits of normal recrea-

tional scuba diving (around 120 ft) and the normal

depths for offshore trolling for ono (wahoo,

Acanthocybium solandri).

3. The site afforded some protection from both Kona

storms and the strong trade winds (Figs. 1 and 2).

The proximity to shore also allows for future telem-

etry links to shore for farm control and security.

4. There was ready access from Honokohau Harbor,

5 miles to the south, which provides support

facilities such as slips, fueling, and land for staging

of equipment and feed.
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Kona blue water farms’ site located in waters over 200 ft

deep over a sand bottom, a 1/2-mile offshore from

a pristine coral fringing reef abutting lava cliffs. The site is

a mile north of Keahole Point and west of the Kona

International Airport
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5. The site was directly offshore from the Kona Inter-

national Airport and NELHA (Fig. 2), and, as such,

its use was consistent with the adjacent land uses,

and it represented no significant impact on the

viewplane.

The farm site’s topography and oceanography are

distinguished by the depth of water, the bare sand

substrate, the strong currents through the area, the

exposure to high winter surf and strong trade winds,

and the adjacent shoreline of a narrow coral bench reef

with a steep basalt (lava) cliff. A few black sand beaches

also lie along the coastline, to the north of the site, but

these are little used, except by recreational fishermen.
The preexisting uses of the farm lease area itself were

negligible, because of its depth, the paucity of fish, and

the barren benthos.

The net pens are all concentrated toward the center

of the lease area (see Figs. 2 and 3), within twomooring

arrays: one containing six net pens, and the other

containing two net pens and the feed barge. The closest

distance from the edge of the central grid array to shore

is approximately 2,600 ft, or almost half a mile to the

northeast, to Unualoha Point.

The farm site lease provides “negotiated exclusiv-

ity”: Transit, trolling, hoop-net fishing and hook-and-

line fishing are permitted throughout the lease area, but

for liability, insurance, and safety reasons, there is no

authorized anchoring, scuba diving, or swimming

permitted.

The 90 acre lease area initially accommodated eight

submersible Sea Station net pens, each of around

3,000 m3 capacity (Fig. 4). The outermost area of the

lease is used almost solely for mooring lines, which

require a 5:1 scope. The net pens were originally tied

into submerged grids that were anchored into the soft

substrate using steel embedment anchors and chains.

A series of buoys and weights ensure that the anchor

lines are perpetually taut, to eliminate any risk of

entanglement by marine mammals. Bridles from the

mooring grid corners attach to the net pen rims, to

hold the net pens in place in each grid square.
Farm Operations

The daily activities on the farm primarily consist of

feeding the fish in the pens. Underwater video cameras

inside the net pens are used to relay visual images to the

operators on the feed barge. This enables the feed

operators to regulate feed to ensure that no feed is

wasted, and that excess feed does not fall below the

net pen. Any fish carcasses are regularly removed by

divers. Carcasses are disposed of as solid wastes in the

county landfill.

Harvests usually occur twice each week. Fish are

harvested into an ice-brine slurry, to quickly and

humanely kill the animals with a minimum of damage.

Fish are all transported whole, in ice-brine, to a single

land-based processing facility, for packing and ship-

ping. No fish processing occurs at sea during the har-

vests. Disposal of processing wastes is the responsibility
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Modified mooring array and grid dimensions – plan view. The number of net pens is presently being reduced from current

eight smaller pens to five larger pens, with the same overall culture capacity (24,000 m3). The submerged central grid

remains at around 30 ft (9 m) beneath the surface
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of the wholesalers or other purchasers of the fish, but,

at present, most trimmings from fillets go into the

landfill.

Support activities for the existing operation are

based out of Honokohau Harbor, where a half acre of

land rented from the State accommodates containers

for feed storage, gear storage areas, a closed workshop

area, restroom, and office.

The farm is also serviced by a semipermanent feed

barge/security platform vessel, which has been

deployed on-site since October, 2007. A separate har-

vest boat – the 74 ft F.V. Kona Kampachi – transports

the harvested product back from the farm site to the

harbor. Several other smaller work boats are also used

to support net pen and grid maintenance and cleaning,

and other tasks.
Localized Environmental Concerns and Actual

Impacts

The Presumed Problems

Aquaculture – or indeed, development of any food

production system – brings with it attendant environ-

mental concerns. Fish farms are widely accused of envi-

ronmental degradation. The concerns that are often

voiced include the following local-affect possibilities:

● Detrimental impacts on water quality

● Nutrient enrichment of the substrate beneath the farm

● Antifoulant paints from net pens to contaminate

the substrate

● Therapeutant or antibiotic misuse to harm the

surrounding biota
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● Escapes to outcompete wild fish for spawning

grounds or feed

● Escapes to dilute the wild fish gene pool

● Proliferation of pests, parasites, and diseases inside

the net pens, which can then be transferred to wild

fish
● Entanglement of whales, dolphins, and other

marine mammals

● Disruption of marine mammal or other species’

migratory paths

● Harmful deterrents or fatal control measures

against predators



767Environmental Impacts of an Open Ocean Mariculture Operation in Kona, Hawaii
● Excessive use of fish meal and fish oil, leading to

overharvesting of the smaller pelagic species

targeted by industrial reduction fisheries

● Exclusion of other user groups from traditional,

cultural, or recreational uses of the farm area

● Visual impact of the net pens on the viewplane

With almost 5 years’ experience at the Kona Blue

farm site, then, it is appropriate to evaluate the actual

data and observations recorded at the Kona operation,

and to compare this experience with the concerns that

had been, and continue to be, voiced. Each of these

issues is examined in detail, below, beginning with an

evaluation of the de novo environmental status of the

Kona Blue farm site, and then detailing the impacts that

have occurred, their context, and their significance.

The Actual Observed Impacts: Locally

Water Quality and Effluent Impacts The water

quality at the farm site is close to oceanic, with strong

currents and low turbidity. Underwater visibility

usually exceeds 100 ft or more.

General water movement patterns at the farm site

are governed by the longshore currents past Keahole

Point (the western-most point of the Big Island of

Hawaii), 1 mile to the South. An S4 current meter

deployed at the farm site over several periods since

2004 showed regular peak current speeds of over

50 cm/s (about 1 kt, at a depth of around 40 ft). Current

headings were longshore: generally to the North (pre-

dominantly), but also to the South. The two points of

first impact downstream from the farm site are there-

fore either Keahole Point, around 1 mile to the south of

the site, or the Mahai’ula-Makalawena shelf area,

around 3 miles to the north.

Because of the community concerns about poten-

tial impacts from the farm operation on water quality,

the company had made commitments during the orig-

inal permit process to a policy of ongoing transparency

and objectivity in monitoring. These commitments

included:

● Use of objective, third party experts to collect the

water quality samples.

● Use of local water quality laboratories – such as

NELHAWater Quality Lab, or local private labora-

tories – for conducting the sample analysis.
● Placement of copies of all monthly water quality

monitoring reports at local repositories, such as the

State Aquatic Resources office at Honokohau, or

the NELHA library, so that local residents can

review this data.

● Provision of reasonable access to Federal, State, and

County officials for monitoring and oversight

purposes.

Monthly measurements have been taken of ammo-

nia and turbidity (the two most relevant water quality

parameters for fish farming) at three depths (surface,

mid-water – 50 ft deep, level with the submerged net

pens, and at the bottom) and at a total of seven stations

(two control stations upcurrent, one effluent station

immediately downcurrent of the net pen with the

greatest biomass, and four “zone of mixing” stations

4,000 ft downcurrent: Fig. 5). Quarterly measurements

are also taken for a range of other parameters.

Detailed water quality data are available on the

company’s web site [4]. Figure 6 shows the mean for

each sample site for turbidity for September, 2008,

when the farm was at peak production of around 500

Tannually. Turbidity is probably the best metric for fish

feces and other particulates in the water, and so is most

likely to reflect any impact from the farm’s presence.

These data are definitively clear – there is no discernible

difference between water quality parameters at the

upcurrent control sites, and the effluent site (1 m

downcurrent of the net pen with the highest biomass)

or the “zone of mixing” sites downcurrent. These

results confirm that there is no measureable impact on

water quality from the existing farm operations.
Benthic Impacts The substrate beneath the farm is

over 200 ft deep, and almost exclusively comprises bare,

coarse sand. Located along the shoreline, some 2,000 ft

to the East (directly across the longshore currents) is

a diverse coral reef community.

Impacts on Substrate Beneath and Around the Farm

Site Prior to farm installation, a preliminary survey

of the site was undertaken by repeated bounce dives,

using scuba, to depths of 220 ft. Because the depth of

the farm site is beyond the limits of normal safe diving,

and the strength and unpredictability of the currents

precluded ready use of grab samples or drop video
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cameras, the original permit provided that no benthic

monitoring would be required. Over time, however,

permit requirements were tightened to include grab

sample monitoring of substrate chemistry and

infaunal micromollusk community structure, and

video monitoring using drop cameras. These samples

have been conducted quarterly, and reports and video

footage have been posted on Kona Blue’s website [4].

These results generally indicate that there has been

no measureable impact on the benthic community

around the farm site. There have been episodic

perturbances of substrate chemistry immediately
underneath the cage footprint, with a few instances of

anoxic conditions during 2007, during periods when

a new feed distribution system was being tested. This

resulted in some pulverization of pellets, and reduction

of feed to a “slurry,” rather than discrete pellets. Once

the feed systemwas refined, the substrate returned to its

more normal condition, there was no further signifi-

cant nutrient enrichment of the substrate.

Filamentous algae have also been visible in the

drop-camera videos from around the farm site. These

appear to have been detached from the cage mesh or

the mooring lines, as the algae are not attached to the
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coarse sand substrate. Presumably, these algae are

dispersed during periods of high current.

Monitoring of infaunal micromollusc assem-

blages in the substrate samples has also demon-

strated that there has been no significant change in

the community structure resulting from the farm

presence (see reports on-line: [4]).

Impacts on the Adjacent Coral Reef Community A

comprehensive survey of marine biota was conducted

on the reef directly adjacent to the existing farm lease

area, just south of Unualoha Point [5]. The survey of

the benthic biota of the fringing reef crest used

protocols identical to those employed by the State’s

Division of Aquatic Resources, in their West Hawaii

Reef Management Task Force Survey. This provided an

extensive set of “control” sites: the other benthic and

fish data from the sites along the 90 miles of coastline
onWest Hawaii. A series of four transects of 25m� 2m

extended parallelly to the reef crest, immediately

shoreward of the seaward edge of the reef. Video

footage was made of these transects, and digitized for

selection of random points on the video frames.

The Makako Bay–Unualoha site has been repeat-

edly resurveyed since the original 2003 survey.

Although no formal reports have been compiled,

there have been no significant changes in benthic com-

munity composition or fish populations reported.

Biofouling on the Farm Structures There is also

profuse growth of macro-invertebrate biofouling on

the grid-lines and buoys of the mooring array, as well

as on the bridle lines that attach the cages to the grid

and the rims of the cages themselves (Fig. 7). This

fouling includes diverse macroalgae, bivalves (several

species of mussels and oysters: Pteria sp and Pinctada



Environmental Impacts of an Open Ocean Mariculture

Operation in Kona, Hawaii. Figure 7

A Pocillopora damicornis coral colony on a mooring grid

line around the Kona Blue net pens (within about 15 m of

net pen stocked with fish). The presence of coral colonies

that are highly sensitive to nutrient enrichment on

moorings and buoys confirms that the operation has no

significant impact on marine biota in the area
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spp), corals (primarily Pocillopora and Porites),

sea urchins (primarily Echinothrix calamaris)

nudibranchs (Stylocheilus longicauda) and sponges.

These all settle out of the plankton onto the farm

structures, and their presence does not represent any

significant or even measureable reduction in the

available recruits to the nearby coral reef area. The

growth of the corals, particularly, is compelling

evidence that the presence of the fish farm operation

is not deleterious to benthic organisms.

Apart from the one brief instance of anoxic condi-

tions beneath the net pens, there have been no other

adverse impacts on benthic communities in, under-

neath, or around the net pen area.
Pests, Parasites, and Pathogens Kona Blue employs

an integrated pest management strategy to optimize

fish health, reduce interactions or minimize impacts

on wild fish stocks, and reduce any potential environ-

mental impacts from therapeutant use. As Seriola

rivoliana is a new species, any therapeutant use must

be conducted under an Investigational New Animal

Drug (INAD) permit. INAD permits operate under

the oversight of US Fish and Wildlife Service
(USFWS), and the Food and Drug Administration

(FDA), with State oversight through Office of Conser-

vation and Coastal Lands (within Department of Land

and Natural Resources) and Clean Water Branch

(CWB, within the Department of Health). Federal

Environmental Protection Agency (EPA) has oversight

through the NPDES (National Pollutant Discharge

Elimination System), which is administered by CWB.

As with almost all farmed animals, S. rivoliana is

subjected to small external pests – in this case, the skin

fluke, Neobenedenia sp, that attaches itself to the fish’s

skin. These flukes do not pose any risk to human

health, and do not themselves detract from the quality

of the harvested product, but may cause irritation to

the fish. If left unchecked, the flukes can become

a health problem for the animal, as the fish rub them-

selves on the netting to ease the irritation. Kona Blue

uses occasional treatments of dilute hydrogen peroxide

solution (at effective dosage rates of 200–300 ppm) to

control levels of skin flukes among the fish in the

net pens. Hydrogen peroxide (H2O2) breaks down

rapidly in sunlight to form oxygen and water. Hydro-

gen peroxide is also considered an acceptable Organic

aquaculture treatment under the draft USDA

Organic aquaculture guidelines, and USDA Organic

agriculture standards.

Under the permits in place at the existing site, such

therapeutant use must demonstrate that there is no risk

to the fish under treatment, or to the environment, or

to human health. Monitoring of the effluent from any

bath treatment at 100% concentration is mandated

under the “Whole Effluent Toxicity” (WET Test) sec-

tion of the NPDES permit. Results to date from the

existing farm operation confirm that there are no sig-

nificant environmental impacts from the use of the

hydrogen peroxide. Ongoing effluent monitoring for

WET test bioassays using larval fish (Pacific topsmelt,

Atherinops affinis; conducted by Nautilus Laboratories

in San Diego) demonstrate no significant difference in

the rates of larval fish survival between control samples

taken 4,000 ft upcurrent of the net pen, and samples

taken of the whole effluent (100% concentration of the

bath treatment water) at the conclusion of the bath

treatments. There is therefore no mechanism for any

measureable impact on the pelagic or benthic commu-

nities, or the surrounding water quality from the use of

this therapeutant.
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In addition, monitoring of wild kahala (Seriola

rivoliana) stocks indicates that there is no significant

proliferation of Neobenedenia sp. in the population

around the farm area. Broodstock are collected period-

ically from around the farm area, to replenish the wild

stocks in Kona Blue’s hatchery. These fish are usually

taken by commercial fishermen along the “drop off” of

themarlin fishing grounds, about 1mile to the South of

the farm, and are sampled for ectoparasites upon cap-

ture, by immersion in a freshwater dip. Although these

fish are usually infested with a number of other ecto-

parasites, the prevalence of Neobenedenia sp has never

averaged much more than one individual per fish.

By contrast, a parasitic copepod (sea lice, similar to

Caligus) infests wild fish at average rates of around

ten individuals per fish, and yet is not found at all

on the farmed fish, and does not proliferate within

the net pens.

A number of innovations, either in progress or

planned, should also further reduce the proliferation

ofNeobenedenia on fish inside the net pens. The farm is

being reconfigured to fewer, larger Sea Station net pens.

With a planned reduction in the number of net pens,

a reduction in the surface area-to-volume ratio of the

remaining net pens (from double-cone net pens to

a more cylindrical shape), the improved surface mate-

rial characteristics and rigidity of the Kikkonet™ plas-

tic monofilament net mesh (which make it easier to

clean), and the improved access for offshore crew to

regularly clean the nets from the surface (thereby

breaking the skin fluke life cycle by dislodging the

adhesive eggs on the mesh), the proliferative tendencies

of the skin fluke should be further reduced.

Kona Blue does not use prophylactic antibiotics,

but has, under the same regulatory oversights described

above, and with veterinary guidance, used Florfenicol®

to treat Streptococcus iniae infections that sometimes

afflict juvenile fish after the stresses of transfer offshore.

These treatments last for 10 days, and are also accom-

panied by WET test water quality monitoring. These

WET tests have repeatedly demonstrated no impact on

marine biota. A vaccine is available for S. iniae, which

would avoid the need for these treatments, but regula-

tory requirements ironically prevent the use of the

vaccine at this time. (The vaccine would qualify as an

Organic treatment under draft USDA Organic aqua-

culture guidelines). S. iniae infections are not an issue
with larger fish, once they have overcome the initial

stress of transfer from the nursery to offshore.

Much of the concern over proliferative capacities

for fish farm pests, parasites, or pathogens is derived

from conflicts between salmon farming and wild

salmon runs. Some research – though disputed –

suggests that sea lice infestation rates can be exacer-

bated by the presence of salmon farms and can then be

detrimental to survival rates of juvenile salmon as they

migrate past the farms to the sea. Most marine fish,

however, are broadcast spawners. Juvenile marine fish

are therefore dispersed over vast areas of ocean and

reef, and do not usually have vulnerable migratory

patterns. Given such a distinct difference in life histo-

ries between salmonids and marine fish, there would

seem to be limited applicability of the salmon and sea-

lice research, or the concerns with impacts on vulner-

able life stages, to open-ocean mariculture.

Interactions with Wild Fish Kona Blue cultures only

Kona Kampachi® (Seriola rivoliana) on the offshore

site, but the pertinent State permit also allows the

company to possibly culture other amberjack (the

other kahala species, S. dumerili), mahimahi

(Coryphaena hippurus), and Pacific threadfin

(Polydactylus sexifilis).

Aggregative Effects on Wild Fish Stocks The existing

operation does have an aggregative impact on some

species of fish in the area, but this is considered neither

deleterious nor significant. Fish are attracted to the site

for a number of possible reasons: the fouling on the net

pen, the occasional release of small quantities of

uneaten food from the net pen during periods of strong

currents, and the aggregative nature of objects in open

water (as for Fish Aggregation Devices). Themakeup of

the resident and transient fish communities around the

net pens varies over time.

Pelagic or larger demersal fish frequently occurring

around the Kona farm site include mackerel scad

(opelu: Decapterus macarellus), ulua (giant trevally,

Caranx ignobilis), wild kahala (Seriola rivoliana and

S. dumerili), and barracuda (kaku, Sphyraena

barracuda). Occasionally, schools of rainbow runners

(kamanu, Elegatis bipinnulatus) and false albacore tuna

(kawakawa: Euthynnus alletteratus) move through the

net pen area. Larger pelagic fish, such as yellowfin tuna

(ahi: Thunnus alabacares) and wahoo (ono:
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Acanthocybium solandri) are also occasionally attracted

to the area by the baitfish, or by the net pens

themselves.

A number of other, smaller fish that are more nor-

mally associated with coral reefs settle out of the plank-

ton and assume residence either around the subsurface

buoys or around the cages themselves. Such residents

include schools of Sergeant majors (Abudefduf

abdominalis), dascyllids (Dascyllus albisella), chromids

(primarily Chromis hanui and C. ovalis) wrasses (pri-

marily Coris spp and Thalassoma spp), and kyphosids

(Kyphosus spp). As these fish are settled from the plank-

ton, their presence is not considered a significant

detraction from the biomass or diversity of the fish

fauna on the adjacent reef.

Escaped Fish Interaction with Wild Stocks Concerns

about potential negative impacts of escaped fish are

often cited as one of the reasons for objections to fish

farming. However, this issue is most pressing only

where non-native fish are cultured in areas where

escapes might become established or compete with

local species, such as Atlantic Salmon in the Pacific

Coast of Canada. Kona Kampachi®, by contrast, is

native to the waters of Kona. In addition, Kona Blue

recognizes that the innovative net pen engineering

employedmeans that there is some possibility of escape

incidents over the initial proving period and develop-

ment of refinements. In consideration of this, Kona

Blue has deliberately not applied any selective breeding

in the hatchery, and has not used any broodstock

beyond F2 (i.e., all broodstock are either wild-caught,

or first- or second-generation captive-reared). There is,

therefore, no mechanism for development of any sig-

nificant difference in the genetic makeup of the fish

inside the net pen from the fish in the wild. This

reduces any potential impact from escapes to merely

direct ecological impacts.

Furthermore, the concerns with the effects of fish

farm escapees on wild fish genetics are, again, largely

a consequence of the conflicts between salmon-farming

interests and wild salmon conservationists. Yet wild

salmon stocks are unique, in that each river system or

stream may have a genetically discrete stock from the

adjacent watershed. Any blurring of this finer-scale

differentiation, by interbreeding between escaped

salmon and wild stocks, could represent a loss of
genetic diversity. However, these concerns are not ger-

mane to farming of marine fish in the open ocean. As

marine fish are broadcast spawners, there is only

a coarse zoogeographic genetic granularity. Tagging

research demonstrates that Seriola and other carangids

migrate frequently between islands in the Main

Hawaiian Archipelago. One Seriola migrated from

French Frigate Shoals, in the Northwestern Hawaiian

Islands, to the Big Island – a distance of 678 miles (over

1,000 km) over 3.6 years, at liberty [6]. The potential

genetic impacts of Kona Kampachi® escapees on the

wild stocks of S. rivoliana are therefore minimal.

Those Kona Kampachi® that have escaped from the

Kona Blue net pens – either through “leakage” as divers

enter or leave the pen through a submerged zipper, or

from breaches in the netting – are invariably subjected

to very heavy predation pressure. Individual escapees

survive outside of the zipper for usually less than

a minute before being eaten by either the ulua or the

bottlenose dolphins that are frequently in the area. The

long-term prospects for survival and reproductive suc-

cess of any escapees are therefore highly dubious. In

addition, any escapees that do survive in the wild are

presumably entering a wide-open ecological niche, due

to the severe depletion of other deep-water species –

such as the deep-water snappers – by commercial fish-

ing. There is little likelihood of escapees competing in

any significant manner with the few remaining wild

snapper stocks.

Other Wildlife Interactions

Sharks The single overarching feature of shark inter-

action with the offshore fish farm site has been –

contrary to conventional wisdom and activist concerns

prior to the farm deployment – the general absence of

sharks around the net pens. For the first 8 months of

operation, only one fleeting shark sighting occurred:

a small tiger shark (mano: Galeocerdo cuvier). Obser-

vations by farm workers suggest that there is a general

pattern of brief influxes of tiger sharks to the area in the

months of September and October of each year. Most

of these animals appear individually, or in pairs, with

a range of sizes from 8 to 15 ft in length, and they do not

generally seem to take up residence on the farm site.

Most tiger sharks only show interest in dead fish inside

the net pens, and generally exhibit no interest in or

aggression toward the farm workers.
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Frequency of tagged tiger shark occurrence at Kona Blue

farm site: 2006–2007. Five tagged sharks were recorded

over an 11-month period, with the most frequently

occurring shark being present three times over a 2-month

period. No animals took up residence, or showed any

strong site affinity
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In the first year of operation, however, a single tiger

shark appeared to take up residence at the farm site. As

the animal began to show aggression toward inanimate

objects such as surface buoys, and then farm divers, it

was humanely dispatched. Recognizing the long-term

unacceptability of such predator control measures,

Kona Blue sought alternative means of addressing this

issue. A SharkManagement Plan was then developed in

consultation with State Aquatic Resources personnel in

Kona and other experts, which included a range of

measured responses, and nonterminal resolution if

animals ever again become problematic at the site.

In subsequent years, tiger shark sightings usually

increased in frequency at the farm site in the late-

September early-October period. However, sharks were

neither persistent, nor consistent. Farm operations had

become more adept at removing dead fish, and the Shark

Management Plan allowed divers to continue to work

safely. One animal – or rarely two, contemporaneously –

may appear at the site, and remain for an hour or

so, before moving away, presenting little inconvenience

to farm operations, and no real risk to diver safety.

Kona Blue has also, in collaboration with DAR and

HIMB researchers, established a receiver station on the

farm site, as part of the larger research program for

tracking tiger shark movements along the West Hawaii

coastline. The first data series obtained suggested that

the observations by the farm work crews were correct –

that tiger sharks only very infrequently pass by the site,

and rarely do they show any interest in the operation.

From July 2006 to May 2007, there were a total of eight

(8) records of tagged tiger sharks in the Kona Blue farm

area. None of these sharks took up residence. One

animal passed by the farm site three times in 2 months,

another animal was recorded twice in 2 months, and

three other animals had single records. (Fig. 8).

Over 2008 and 2009, however, further tiger shark

tagging trials showed that two animals appeared to

regularly return to the farm site over periods of up to

5 months. Two other sharks ranged over the entire

Kona coast area, but for several weeks at a time were

recorded exclusively from the farm site. All animals

eventually moved on; one was later detected off Maui.

While these results suggested that the farm site had

become a “waypoint” for the animals over a few

months, the “long-term entrainment (e.g., years) of

tiger sharks is unlikely” [7].
There have also been sightings of sandbar sharks

(mano: Carcharhinus plumbeus) around the net pens.

Initially, these were rare (none in the first year of

operation), but since October, 2006, the frequency of

sightings and number of sandbars has increased. These

animals are usually seen in small groups (one to four

sharks), below the net pens at depths of over 100 ft.

They rarely rise up to the level of the net pens. Sandbar

sharks are more secretive, and cannot readily be distin-

guished by any markings. No sandbar sharks were

caught during the tagging trials in 2008–2009 [7]. It is

therefore unclear if these are always the same individ-

uals, or if they represent a larger population of animals

that periodically move through the area.

In the period from June to August of 2008, there

were a series of breaches of varying sizes in the

Dyneema® webbing of one net pen that corresponded

to shark bites. The same net pen was also breached in

August 2009 by a small Galapagos shark that entered

the net pen. The Galapagos was captured and released

alive by company divers, unharmed except for a small

dorsal fin notch for later identification. In each

instance, breaches were sealed immediately on discov-

ery. These incidents underscore the vulnerability of

even sturdy Dyneema® nylon mesh, and have led to

a plan for wholesale installation of Kikkonet® rigid

plastic webbing across the farm. This material has

been used in Seriola culture in Japan for over 25 years,
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and has been successfully used in crocodile and shark-

infested waters by a sea-cage barramundi farmer in

North Queensland, Australia. Kona Blue therefore

anticipates that the use of Kikkonet webbing will

reduce mesh breaches to negligible levels, and signifi-

cantly reduce escapes and the attractant nature of the

escapes to the bottlenose dolphins and sharks.

Overall, the evidence from the Kona Blue site con-

firms that there are no significant negative impacts

from any aggregating effects of the net pens on sharks.

The evolution of a nonterminal, humane plan for man-

aging sharks on the farm site underscores the impor-

tance of commercial experience to improve open-ocean

farming practices.

Turtles The threatened green sea turtle (Chelonia

mydas) is common in the nearshore waters of the

main Hawaiian Islands. The endangered hawksbill

turtle (Eretmochelys imbricata) is infrequently found

in Hawaiian waters. The principal nesting site for the

green turtle is in the Northwest Hawaiian Islands, on

French Frigate Shoals [8]. No turtles have been

observed in the area of the farm site, but it is possible

that they occasionally transit through the site. If they

were to do so, the taut-line mooring system and stiff-

mesh net pens will prevent animals from becoming

entangled.

Seabirds The submerged net pens used by Kona Blue

do not significantly impact seabird populations. The

farm area itself is infrequently used as a foraging area by

seabirds. Most seabird activity in the area is confined to

the fishing “grounds,” which extend to the northwest of

Keahole Point.

Monk Seals There are four conceivable ways for

open-ocean fish farming to have a significant negative

impact on rare, threatened, or endangered wildlife,

such as monk seals, dolphins, or whales. The project

may (1) present a significant obstruction to natural

migratory patterns, either (2) attract, or (3) repel the

animals and thereby disrupt their normal behavior, or

(4) the animals may become entangled in the ropes or

mesh of the net pens or moorings.

Monk Seals have been observed at the existing farm

operation on two occasions, both in association with

escape incidents from the nylon mesh nets on the

surface nursery pens that were previously in use at
that site. (These nylon mesh surface net pens were

removed in 2006, as Kikkonet was, at that time, not

yet available outside of Japan.) On each of these occa-

sions, the Monk Seal was preying on the small, escaped

Kona Kampachi®, but once the school was effectively

eradicated by predators, the Monk Seals moved away.

A radio tag allowed movement of one monk seal to be

tracked from the Unualoha site to a beach on Maui the

following day, clearly affirming that the animal did not

take up residence, or become conditioned to the avail-

ability of escapees.

Dolphins Makako Bay, almost half a mile to the south

of the farm site, is frequented by large schools of spin-

ner dolphins (Stenella longisrostris), on nearly a daily

basis. These animals usually follow a diurnal pattern of

movement from the Makalawena shelf area to the

north, along the reef edge to the shallow areas of

Makako Bay, where they rest for some time during

the middle of the day. Some concerns were expressed

during preliminary hearings about the potential for the

farm operation to interfere with the spinner dolphin

patterns of movement or resting habits [5]. There is no

evidence to suggest that this has been the case. There

have only been some occasions over the 5 years of

operation offshore when divers or workers on the

farm site have witnessed spinner dolphins coming any-

where near the net pens. The net pens clearly do not

impede the usual pattern of spinner dolphinmovement

toward Makako Bay; they do not attract or repel the

animals, nor do they affect the resting pattern of the

dolphins.

Over the last 3 years, the existing farm operation

has demonstrated a propensity to attract bottlenose

dolphins (Tursiops truncatus). No bottlenose dolphins

were previously present on the farm site, but the ani-

mals have begun to appear regularly at the site since

about October, 2006. Patterns of dolphin movement

are best characterized as one or two animals, every day

or so, with occasional instances of groups of up to seven

or eight animals. There is no regularity to the animals’

appearance on the farm site: they may be present all

day, or only in the morning, or only in the afternoon.

Kona Blue staff monitor and report on dolphin

activity to HIHWNMS and NOAA’s PIRO PRD. The

bottlenose dolphins are probably attracted to the

farm site by a combination of (1) the presence of the
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mid-water structures acting as a Fish Aggregating

Device and the associated fish community that is pre-

sent around the net pens, (2) the occasional provision-

ing from “leakage” escapes when divers enter or exit

a net pen, and from the rare larger escape incidents

when predators have breached the Dyneema nylon

webbing, and (3) interaction with divers outside of

the net pen, as the divers move about the farm from

boat to net pen and back.

One individual dolphin has taken up residence over

2009 and 2010. This animal was suffering from a large

fishing hook and leader line that had become lodged in

its jaw, and it was present on the farm site almost

continuously during this period. For many months,

the dolphin was lethargic and lost weight, but more

recently (as of late 2009) has appeared to bemore active

and in better condition [9]. The aggregative effective of

the net pens for this one animal might therefore be

interpreted as beneficial.

No other individual bottlenose dolphin has taken

up permanent residence at the farm site. There are no

other animals present on the farm site on around one-

quarter to one-third of days. Even when other animals

are present, they are often only there for part of the day,

rather than the entire day. In October–November,

2008, for example, dolphins were present for some

period of time on 22 days out of 34 days [10]. There

were dolphins present at the farm site for some or all of

the day on 65% of the days. On 35% of days, there were

no dolphins reported as observed on the site. Only on

1 day were six dolphins present. Most other days, there

were one or two animals present for some portion of

the day.

Other dolphin species may be found in and around

the proposed farm lease area, but they are usually most

commonly seen on the “grounds” to the south of the

site. Spotted dolphins (Stenella attenuata), rough-

toothed dolphins (Steno bredanensis), and false killer

whales (Pseudorca crassidens) have all been observed on

the “grounds,” or in other offshore waters of the Kona

Coast, but have not been reported from the farm site.

In summation, although there has been behavior

modification in one compromised individual, the pres-

ence of the farm operation has not had a significant

negative impact on dolphin behavior. The overall long-

term impact on dolphins from the farm operation will

probably be further reduced. Modifications to net pens
currently under way should help to alleviate the attrac-

tive nature of the farm to the dolphins, by reducing the

potential for escapes through mesh breaches, and for

leakage escapes, and by reducing the amount of time

that divers need to operate outside of the net pens.

Kona Blue will continue with the ongoing monitoring

and reporting of marine mammal activity around the

farm site, and continues to collaborate in this with

HIHWNMS staff, PIRO PRD staff.

Humpback Whales Populations of the endangered

humpback whale (Megaptera novaeangliae) winter in

the Hawaiian Islands, and the project site lies around

1mile inside the southernmost boundary of the Hawai-

ian Islands Humpback Whale National Marine Sanctu-

ary (HIHWNMS). Humpbacks are known to frequent

the entire Kona coast area in winter. The whales move

throughout the general area, usually following a

longshore track (north to south, or vice versa).

Concerns about the reduction in whale habitat by

the existing project were previously expressed by

HIHWNMS and DLNR/DAR officials. Some concerns

were also earlier expressed with the potential for entan-

glement of whales in the mooring lines of the net pens.

A comprehensive analysis of available records of whale

entanglement (NMFS Stock Assessments), a review of

interactions between marine mammals and Hawaii’s

fisheries [11], and details of marine mammal

strandings compiled by NMFS Pacific Area Office

(NMFS-PAO) shows that most whale entanglement

events occur in slack net mesh (such as drift nets or

fish weirs), slack vertical lines (such as crab pot or

lobster pot floats), or surface lines (such as long-lining

gear). Among all these observations, there is no record

from any US aquaculture operation of entanglement of

humpback whales, or other marine mammals, in the

taut moorings or net panels of fish net pens.With heavy

mooring gear, and taut lines andmesh, the potential for

entanglement is considered negligible [12, 13].

Furthermore, it appears that the waters in the vicin-

ity of Keahole Point are not as heavily frequented by the

whales as are other waters of the Sanctuary, further to

the north (Fig. 9). Observations from workers at the

farm site suggest that the farm does not interfere with

the movement of the humpback whales, beyond the

immediate and obvious exclusion from the waters

inside the net pens. The distance of around half-mile
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Typical Humpback whale sighting patterns around the Big Island of Hawaii
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from the inshore side of the net pens to the shoreline

offers ample room for the whales to move around the

eastern end of the farm structures, without any chance

for any funneling or bottleneck effects.

There is no definitive pattern of whales avoiding, or

being attracted to the cages. Whales are occasionally

seen within the lease area. On one instance, the farm

workers witnessed a humpback on the surface inside

the mooring grid array; the animal appeared to nego-

tiate its path between the net pens and mooring lines

with ease.

As part of the company’s Marine Mammal Moni-

toring Plan (MMMP), farm workers provide data for

assessing whale abundance and patterns of movement

around the farm site. The MMMP describes Federal
recommendations or instructions in the unlikely event

of any entanglement, and also details ongoing

reporting requirements for any close interaction with

humpback whales, or any physical interaction between

the farm array and other marine mammals.

Recreational Use Impacts The farm site lies offshore

from theNatural Energy Laboratory ofHawaii Authority

and the Kona International Airport, and as such, has

little effect on shore-based recreation. The heavily used

public recreation area of Kekaha Kai State Park

(Mahai’ula) lies more than 3 miles further to the north.

A survey of recreational activity in the general area,

north of Keahole Point was conducted prior to the farm

installation, from August to September, 2001, in



777Environmental Impacts of an Open Ocean Mariculture Operation in Kona, Hawaii
conjunction with the original farm site environmental

assessment [14]. The survey covered 2 months of sum-

mer conditions, which was considered the best means

of ensuring that the data represented the heaviest use of

the area. The overarching finding of the survey was that

the area is only used for transit: of the 150 observations

made over the 61 consecutive days of the survey, only

one boat was seen within the farm site – a boat

transiting through the area. Most activity in the general

Keahole-to-Unualoha area was recreational dive boats

and commercial dive tour operations along the reef and

shoreline south of Unualoha Point (directly inshore

from the proposed farm site), and inMakako Bay itself.

Observations by the Kona Blue staff on the farm site

suggest that this trend continues – the use of the farm

lease area is merely for transit. Fishing boats now occa-

sionally troll lines close to the central area, to try to take

advantage of the aggregative effects of the net pens.

There are no records of catch rates around the farm,

but anecdotal evidence indicates that catches are

primarily ono (wahoo, Acanthocybium solandri), with

infrequent catches of ahi (yellow-tuna, Thunnus

alalunga).

Kona Blue’s permit allows restricted public activi-

ties in the lease area, precluding anchoring, scuba

diving, spearfishing, or swimming within the 90 acres.

These limits are considered the minimum needed to

protect the company’s investment, to limit their liabil-

ity (and retain insurance coverage), and to assure

public safety. Fishing by the public from unanchored

boats (trolling, or linefishing from drifting boats) is still

permitted, but with the caveat that any fishing lines

that become entangled in the net pen mooring lines

must be left in place and cannot be retrieved by divers.

The company also requests that fishermen not troll

through the center of the farm site because of the

potential for fishing lines to entangle divers, or for

lures to hook into mooring lines or nets. Boats

transiting the net pen area are also requested to observe

a slow “no-wake” boat-speed to maximize safety for

divers. Unguided recreational scuba diving or

unauthorized commercial scuba dive tours are not

permitted within the lease area because of liability,

safety, and security concerns.

The loss of access to recreational activities within

this relatively small area of ocean space is not consid-

ered significant. Kona Blue’s ongoing observations
affirm that there is virtually no fishing or other recre-

ational use of the lease area, or the areas adjacent to the

lease area, beyond trolling, which is probably enhanced

by the farm’s presence.

Viewplane Aesthetics Community value judgments

and perceptions of how the oceans should be used

largely govern the impact of the project on the

community’s aesthetic enjoyment of the area. In

community meetings, Kona Blue generally enjoys

strong support for the broad goals of the company.

There is wide recognition of the severely depleted

status of bottom fish species in Hawaii. The

awareness of the global fisheries crisis has recently

been amplified by several scientific studies, such as

that of Worm et al. [15], which projected a collapse

of world fish stocks by 2048, unless significant remedial

changes are made to fisheries and marine ecosystem

management.

The visual impact of the project is minor, compared

with the adjoining properties of Kona International

Airport and the aquaculture operations at the Natural

Energy Laboratory of Hawaii Authority (NELHA). The

major visual impact from the farm operation is from

the experimental surface pens and the feed barge. There

is also the additional presence of work and dive boats,

and harvest boats, on some days. However, the impacts

of these structures and activities are not significant,

given the distance from the nearest residences, more

than 3 miles away.

There is general community acceptance that the

project fits in well with the overall ambience of inno-

vative aquaculture at NELHA, and the need for Kona

to develop alternative industries beyond tourism.

Fisherfolk and other mariners recognize the validity

of the criteria that Kona Blue has used to select this site

(c.f. deeper or shallower sites), and have not expressed

a strong preference for the project to be located

elsewhere. Applicants for farm permits in other areas

of the Kona Coast (around Kawaihae) have, on occa-

sion, been told that their project would more appro-

priately be located “down near NELHA and Kona

Blue.”

Cultural Resources, Practices, and Mechanisms for

Impact Prior to the 1801 lava flow that inundated

the area, Keahole was the site of the largest fish pond

in the Hawaiian islands. The Pai’ea pond (reputedly



100 fathom trolling ledge

40 fathom ono lane

Middle grounds

Inner grounds

Outer grounds–
top corner  

Existing lease area:
No change in lease

boundaries is
requested 

Environmental Impacts of an Open Ocean Mariculture Operation in Kona, Hawaii. Figure 10

Kona Blue’s offshore fish farm site in relation to primary fishing areas. The farm site is well inside of both the 100 fathom

(200 m) trolling ledge along the “grounds” offshore of Keahole Point and the 40 fathom (80 m) ono lane. Reef fishing

and opelu ko’a are found well inshore of the proposed site, along the edge of the reef, in waters up to 120 ft deep (40 m).

Fishing grounds for opelu at night are usually deeper than 40 fathoms (80 m)
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King Kamehameha’s favorite pond) was approximately

3 miles long and 1/2 mile wide; canoes were used to

traverse from one side to the other. The farm site is

directly offshore from where Pai’ea once stood. Fish

farming could therefore be considered historically and

traditionally appropriate to the area.

The farm lease area is over a mile from the tradi-

tional marlin, tuna, and wahoo fishing grounds

(Fig. 10). The site is too deep for free-diving or scuba
diving activity but suitable for “blue-water”

spearfishing. Usually, however, blue-water spearfishing

is practiced close to a point or drop-off, rather than

over bare sand substrate around 200 ft deep. There are

no significant benthic plant or animal populations in

the farm lease area, and there are virtually no benthic or

pelagic fishing activities in this depth range. Kona crabs

and nabeta (Xyrichtys pavo) are the only benthic

resources that occur on sand bottom at this depth,
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but informants suggest that the currents are too strong

for any significant fishing effort this close to Keahole

Point [16].

The only potentially impacted cultural resource

that was cited during extensive discussions with com-

munity and kupuna (elder) groups for the original

farm site was the several opelu ko’a (“holes” or school-

ing places for mackerel scad – Decapterus macarellus)

that occur in the general region. The locations of these

ko’a are considered to be part of traditional marine

lore, and are considered inappropriate for publication,

or for sharing outside of the families or community

groups who have traditionally fished these ko’a. How-

ever, in private meetings with the most knowledgeable

kupuna, the locations of the traditional opelu ko’a were

determined to be outside of the proposed project loca-

tion [17]. Opelu aggregations usually occur in water

around 120 ft deep, close to reef drop-offs, and well

shoreward of the farm area.

Access to, or practice of any other customary activ-

ities has not been significantly constrained by the farm

array or operations. The exclusive control over the

waters (and the fish) inside the net pens is consistent

with traditional and cultural practices that identified

fish traps or lobster traps – and the animals therein – as

the private property of the trap owner. The same

principles apply here.

Global Impacts: Fish Meal and Fish Oil Usage

Fish Meal and Fish Oil Usage

Fish such as Seriola rivoliana (Kona Kampachi®) usu-
ally feed toward the top of the trophic chain in the wild.

They therefore possess digestive systems and nutri-

tional requirements that are adapted for feeds with

high protein and lipid levels, and low levels of

carbohydrates.

Fish meal and fish oil usage in fish feeds can be

considered a valid use of a natural, sustainable, renew-

able resource, so long as the fishery fromwhere the fish

meal and fish is sourced is responsibly managed.

Although stocks such as the Peruvian anchovetta fish-

ery are sustainable in the sense that they are very well

managed, they are not scalable. If mariculture is going

to fulfill its potential for increasing seafood consump-

tion to meet growing demands, then some alternative

sources of proteins and oils will be required.
Kona Blue has therefore been focused on reducing

the inclusion rate of fish meal and fish oil, such as

Peruvian anchovies, from targeted reduction fisheries

and increasing the use of agricultural oils and proteins,

such as soy, canola, wheat, corn and poultry meal,

and oil.

Improving Feed Conversion Efficiencies: An Evolu-

tionary Approach Though efficient use of fish meal

and fish oil from targeted reduction fisheries is both

rational and justifiable, this by no means suggests that

these resources are unlimited, or that alternatives

should not be searched for. If open-ocean mariculture

is to develop into a food production system that can

provide a significant proportion of the nutritional

needs of a growing planet, then additional sources of

sustainable proteins and oils for feedstuff must be

found for this industry. The arc of Kona Blue’s feed

development strategies is perhaps instructive of direc-

tions that open-oceanmariculture, as a global industry,

might follow to achieve such scalable sustainability.

Initially, Kona Blue Water Farms fed the Kona

Kampachi® with a diet that was considered “organic”

by European standards. At the time, USDAdid not have

(and still does not have) Organic standards for aqua-

culture feeds. In the EU, however, Organic fish food

was considered to be that which was most similar to the

animal’s diet in the wild. This feed, therefore comprised

largely comprised fish meal and fish oil derived from

Peruvian anchovies.

With the recognition of the need for more scalable

feedstuff alternatives, however, Kona Blue worked with

the feed vendor to develop a new diet that lowered the

inclusion rate of fish meal and fish oil from Peruvian

anchovies to a combined total of 50%. This diet

included soybean meal, wheat gluten, canola, and

other grain proteins and oils. The biological efficiency

for this diet, however, was still suboptimal, with a fish-

in:fish-out ratio (FIFO) of over 2:1. (i.e., an input of

more than 2 lb of anchovies for each pound of Kona

Kampachi® produced).

The inclusion rate of agricultural proteins in diets

for marine piscivorous fish is limited by the presence of

a range of “anti-nutritional factors” in the grains and

less-purified meals. (Aside: although often described as

carnivorous, most marine fish such as groupers, snap-

pers, jacks, and bream, are perhaps more accurately
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described as “carbohydrate intolerant.” They require

diets that are high in protein and lipid, and low in

carbohydrate. There is no specific nutritional require-

ment that these fish eat meat). For this reason, soybean

meal is restricted to about 20% of the diet for most

marine fish. To reduce the fish meal and fish oil inclu-

sion rate further, and to further lower the FIFO, would

therefore require proteins and oils from other sources.

By-products from both edible fishery processing and

poultry processing were therefore included in the

revised Kona Blue diet, allowing the Peruvian anchovy

inclusion rate to be further reduced to 30% of the

ration: 20% fish meal and 10% fish oil.

Inclusion of poultry processing by-products, how-

ever, meant that some customers, such as Whole Foods

Markets (WFM), a high-end organic and natural foods

retailer, would no longer carry Kona Kampachi®, even

if the poultry used for the by-products was of Organic

origin. This position byWFM was out of consideration

for those of their customers that were vegetarians, but

still wanted to eat fish. WFM asserted that these cus-

tomers would not want to eat that fish if fish had eaten

a pellet that contained proteins or oils that were derived

from mammals or birds. Kona Blue appealed to WFM

to review their position, given the importance of reduc-

ing mankind’s global footprint on the oceans, that is,

the reliance of humans on natural marine resources –

but as of 2010, there has been no change in this policy.

Kona Blue has recently tested two diets that

completely eliminate from the Kona Kampachi® diet

any fish meal and fish oil sourced from targeted

reduction fisheries, and any land animal processing

by-products. These innovative diets use processed by-

products from sustainably managed fisheries intended

for human consumption. As the trimmings from these

sources would otherwise have been discarded, used as

fertilizer, or burnt as fuel, the use of these fish meal and

fish oil products in the Kona Kampachi® diet represents
an ideal reuse of natural resources. These diets there-

fore would result in a zero FIFO ratio, that is, no

targeted reduction fishery by-products included in the

diet of the end product.
Alternative Feedstuffs for Open-Ocean Mariculture

Kona Blue is involved in testing a range of alternative

feedstuffs for Kona Kampachi® diets, which also offer
potential for other species of marine fish. Alternative

soy products, other agricultural grain concentrates,

yeast, and other single cell proteins, edible fishery

by-products and – more recently, with the boom in

microalgae culture for biodiesel production – defatted

microalgae by-products, have all either been tested, or

are under development for Kona Kampachi® feed trials.
Kona Blue has tested a range of soy-based diets,

with soy protein concentrates and omega-3 oil rich

strains of soybeans. These trials suggest that the inclu-

sion rate of soy protein concentrates cannot, by itself,

exceed the same 20% threshold that limits soybean

meal. Above this level, growth rates and feed conver-

sion ratios are depressed. With the inclusion of taurine

in the formula, however, soy protein concentrates

could replace fish meal as the source of protein up to

40% of the diet with no detriment to fish growth rates

or feeding efficiencies.

There is a diverse array of edible fishery processing

by-products that are available for use in aquaculture

diets, and this direction offers tremendous potential

for further development. The processing by-products

frommost wild salmon runs, for example, are woefully

underutilized, and are often disposed of directly back

into the rivers fromwhich the fish are taken. Logistical

and economic constraints limit the use of these

trimmings, however, as the processing plants are usu-

ally small and isolated, the salmon runs are only of

short duration, and storage and transport of fish meal

or fish oil by-products from these villages to reduction

facilities and feed mills is a challenge. Development of

fish silage systems offers one potential, partial

solution.

However, even the less-seasonal, larger-scale

processing of farmed salmon in more centralized plants

presents difficulties for the utilization of by-products.

For biosecurity reasons, most fish feed plants will not

run salmon-derived feed stuffs through their machin-

ery because of the potential for contamination of feeds

from viruses, bacteria, or other pathogenic vectors that

may be found in the by-products. Screening for known

pathogens is not an adequate solution: even though the

chance could be considered very slim that some

unknown pathogen may be unwittingly dispersed via

extruded feed, the potential catastrophic consequences

of such widespread and rapid disease dissemination are

sufficient to ensure that no such chance be offered. This
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therefore excludes almost all large feed mills in salmon-

farming regions from using salmon by-products.

Similar inefficiencies are found in the reuse of

trimmings from the pollock fishery (Theragra

chalcogramma) in the northern Pacific. This fishery

primarily processes most of the catch at sea, into

surimi. Trimmings from these fish constitute around

65% of the wet weight of the catch. For a fishery that

has averaged around 1.3 million metric tonnes, this

then represents around 850,000 tonnes of wet weight

by-product annually that could be converted into fish

meal and fish oil. For many years, much of this by-

product was discarded back into the ocean, or the

rendered fish oil was burnt in the diesel generators of

the processing vessels. Some 8 million gallons of fish oil

in Alaska is largely disposed of as biodiesel [18]. More

recently, some proportion of these trimmings have

been used to make a high-quality white fish meal that

is largely exported to Asia, where it is valued in feeds for

farmed eels. However, the proportion of by-product

that is reused or recycled is not reported. Again, eco-

nomics and logistics conspire against development of

a rational supplement to targeted reduction fisheries.

The increasing prices of fish meal and fish oil, however,

driven by the growing demand for animal feeds from

developing economies (notably China and India) may

be a greater incentive to resolve these constraints.

Edible fishery by-products may yet play a significant

role in aquacultue feedstuff sourcing.

There is ample evidence that some or all of these

innovative feedstuffs could help to reduce the demand

for fish meal and fish oil from clupeids in the medium-

to long-term.
Is Aquaculture “Fishing down the Food Chain”?

Much interest has been recently focused on the prob-

lem of “fishing down the food chain,” beginning with

Pauly et al.[19], and Taylor et al.[20]. This is the trend

over time for commercial fisheries – driven by serial

stock depletion – to shift their target species to those

lower on the trophic pyramid. Fishermen first start out

exploiting the high-value, top-end predators, then

move on tomid-level predators, and then down toward

herbivores and detritivores – what was previously con-

sidered bycatch. Fisheries generally start out targeting

the larger, sweeter-tasting species – tunas, snappers,
groupers, and such. As these become increasingly

scarce, fishermen apply greater fishing power, and fish

longer and deeper, retaining or targeting what was

previously considered “trash.” The argument portends

that at some stage, the food web is reduced to an ocean

full of jellyfish. “Fishing down the food chain” is

a condemnation of the inherent unsustainability of

most commercial fisheries management – or rather,

mismanagement.

Fish farming has somehow been implicated in this

practice on the basis of farmed fish being fed pellets

that are partly made up of fish meal and fish oil derived

from anchovies, menhaden, sardines, or the like. These

fish (collectively, the clupeiforms) usually form the first

step in the ocean food chain beyond primary produc-

tion. Some scientists and anti-aquaculture advocates

misconstrue or deliberately misinterpret the complex-

ities of ecological and economic cause-and-effect, and

represent the use of clupeiforms as feed for farmed fish

as wanton. This has been led by respected institutions

such as the Monterey Bay Aquarium [21, 22], but has

also spilled into mainstream media, such as the NY

Times [23], Conservation Magazine’s article on “10

Solutions to Save the Ocean” [24], The Ecologist [25],

and The Economist [26]. The notion that aquaculture is

guilty of “fishing down the food chain” is now lodged

within the public consciousness.

The bottom of the food chain, however, is where

fishing should preferentially be done. It makes far more

sense to use herbivores or planktivores from the base of

the trophic pyramid as either human food or feed for

farmed fish, than to be targeting top-end predators.

This makes economic sense, but it also makes sense

from other perspectives: it is better for the ocean’s

ecosystems, it is better from the viewpoint of bioener-

getics transfer through the trophic pyramid, it is better

for consumer health, and it makes for better fisheries

management.

The economics are simple: Peruvian anchovies and

menhaden are not highly valued in the market, so they

are cheap. Maybe this will change in time, and prices

for anchovies and sardines will increase, as more people

develop a taste for oily baitfish, but it is more likely that

most consumers will still prefer larger piscivorous

marine fish as sashimi or fillets.

The ocean’s ecosystem offers several reasons why

the bottom of the trophic pyramid is a better place
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for humans to extract nutrition from the sea. It is, most

simply, a matter of mass and mathematics. Herbivo-

rous fish are more abundant, with greater biomass.

Catching 1,000 t of Peruvian anchovies has little impact

on the 6 million ton spawning biomass (around

0.025%). By contrast, 1,000 t of tuna represents around

10% of the Bluefin Tuna spawning stock in the Western

Atlantic, the biomass of which is currently estimated at

less than 10,000 t [27].

Moreover, Clupeiforms are classic “r-selected” spe-

cies, with their smaller body size, faster maturing, and

shorter life spans [28]. They are highly opportunistic:

a decrease in population size in Peruvian anchovies

often results in increased recruitment from the next

spawning. From an ecological perspective, these species

are precisely where fishing effort should be targeted,

not the larger, more vulnerable, slower-growing

“K-selected” species at the top of the food chain. In

agricultural terms, most of the crops that humans raise

are strongly “r-selected” – wheat, corn, barley, rice,

while targeting a “K-selected” species in agriculture

might be the equivalent of chopping down oak trees

to eat the acorns.

Herbivorous clupeiforms also grow and reproduce

faster. Menhaden stock resilience to fishing pressure is

“high” [29], with a population doubling time of only

15 months. Northern Bluefin Tuna, by contrast, have

“low” stock resilience, and a minimum population

doubling time of 4.5–14 years [30]. Therfore, if half

the menhaden were harvested, it would take 15 months

for the stock to recover. However, if half the tuna

population was taken, it would take, at a minimum,

between 4.5 and 14 years to recover. Southern bluefin

tuna also do not begin to spawn until they are perhaps

11 years old, and may live to “at least 40 years of age”

[30]. However, Peruvian anchovies are sexually mature

within 1 year, and only live for around 3 years. The 3-

year old anchovies then die and fall to the ocean floor.

The public health imperative should also provide

impetus to source fish meal and fish oil from lower

down the food chain. Menhaden and anchovies filter

algae and zooplankton directly from the water. They

are therefore high in heart-healthy omega-3 oils, yet

low in the persistent organic pollutants, such as mer-

cury and PCBs. These pollutants, however, are concen-

trated as they move further up the food chain. It is

primarily top-level predators – sharks and tuna – that
are on FDA advisories for pregnant and nursing

mothers, and children. By contrast, an aquaculture

species that can achieve a feed conversion efficiency of

close to 1:1 (FIFO, or Fish In : Fish Out) contain

essentially the same contaminant loading as the

clupeiforms at the base of the food chain.

Clupeiform fisheries are also more readily man-

aged, with relatively simple stock dynamics and ecosys-

tem interactions. The major inputs to clupeiform

stocks are the spawning biomass and primary produc-

tivity, which is usually driven by the strength of the

nutrient-rich upwelling. Most of the fisheries occur

within the EEZ of a single nation, where there are direct

incentives for sound management and enforcement,

and where access can be regulated. Tuna and swordfish,

by contrast, are highly migratory species. Donut-holes

of high-seas waters, beyond any country’s 200-mile

zone, provide opportunities for distant-water fishing

nations to concentrate their boats and effort. Attempts

at managing tuna stocks are typified by the Interna-

tional Commission for the Conservation of Atlantic

Tunas (ICCAT), which has 46 members, and almost

no enforcement capabilities. And while Hawaii’s long-

line fishery targeting big-eye tuna may be very well

managed, for example, heavily subsidized European

or Asian purse-seiner fleets target the juveniles of the

same stock in the South-Western Pacific.

Moreover, the carbon footprint of clupeiform fish-

eries is minimal. These fish are usually taken by purse-

seiners, working close to the coast, encircling schools

containing hundreds of tons at a time. The carbon

footprint for species higher on the foodchain is much

higher, with fish being caught by diesel-powered trawlers

or trollers, or – for bluefin tuna and swordfish – by

harpooning the fish, one at a time.

Most importantly, however, it is far better from

a bioenergetic perspective to target fish closer to the

bottom of the food chain. Applying the 10% trophic

transfer rule means that the 1 lb of wild tuna sashimi on

a consumer’s plate needed to eat 10 lb of anchovies – or

its equivalent in fish meal and fish oil. Or maybe, if

there were two steps in the trophic pyramid, each

pound of wild tuna required 100 lb of anchovies to

first be converted into 10 lb of mackerel.

Aquaculture, by contrast, is always a single step –

clupeiforms-to-crop. But aquaculture can also use

alternative agricultural proteins and oils, such as corn
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and wheat gluten, soy proteins and oils, canola, and

other animal processing by-products. These other pro-

teins and oils reduce the fish meal and fish oil inputs to

the extent that some of the purported “carnivores” can

thrive on a diet that is around 20% fish meal and fish

oil. On the “sustainability quotient” – the number of

pounds of fish-in to produce 1 lb of fish-out (the FIFO)

can then attain the perfectly efficient goal of parity, or

1:1 (i.e., every pound of Peruvian anchovies in the

farmed fish diet produces 1 lb of product). The result

is efficient conversion of a low-value anchovy into

a high-value marine fish, without disrupting the fragile

top of the trophic pyramid.

Larger, wild fish are more bioenergetically wanton.

Wild fish lose energy through inefficient digestion, in

hunting prey, trying to avoid predation, spawning, and

succumbing to naturalmortality. Aswild fish grow larger,

they also become increasingly inefficient – a greater pro-

portion of energy is needed to maintain the animal’s

metabolism. Any bycatch will compound these ineffi-

ciencies further. The global bycatch ratio is around

0.28 lb of discard for every pound of target species.

Earlier estimates [20] suggested that farmed fish

might be more efficient than wild fish, based on a

single trophic step, by a factor ranging from 2 to 5.

Combining the life cycle inefficiencies, trophic

inefficiencies, and bycatch inefficiencies of wild fish,

however, means that farmed fish may be more efficient

than wild fish by a factor of around 60 (Table 1,

and [31]).

This reasoning does not advocate for greater fishing

effort on anchovies. To the contrary – caution is called

for.While most of these stocks are sustainably managed

at current levels, they could not withstand any greater

pressure. These clupeiform stocks should continue

to be very closely monitored and highly regulated.

Large marine protected areas should also be established

to allow some clupeiform-based ecosystems to flourish

in their natural state (rather than attempting ecosystem

based management). But it is imperative that the fish-

eries at the base of the food chain be better managed,

and environmentally sound aquaculture endorsed so

that pressure can be taken safely off the top of the food

chain.

Fishing at the bottom of the food chain should

therefore be encouraged preferentially over any other

kind of fishing. This is not a function of recent
overfishing: even 100 years ago, this principle would

have still held true. People always should have been

fishing at the bottom of the food chain. To continue

to accuse aquaculture as being part of the problem of

“fishing down the food chain” is therefore disingenu-

ous. Aquaculture is an important part of the solution to

the feeding of the growing humanity. To assert other-

wise confuses the consumer and discourages the policy

shifts needed toward more sustainable aquaculture,

and healthier oceans.

Future Directions

The Challenge

Open-ocean mariculture must expand, but it must

expand in an environmentally responsible manner.

While opponents may cite the precautionary principle

as reason to not move forward, or to do so only cau-

tiously, with experimental site permits or restrictive

legislation, there is an imperative for action. Extractive

pressures cannot be increased on already depleted wild

fishery resources, and the public health costs of limited

seafood consumption cannot be accepted any more.

These two trends must be turned around by finding

alternative sources of healthful seafood. Open-ocean

mariculture is the only practical means of achieving

this. To urge inaction, then, is in effect advocating for

either a greater fishing pressure on wild stocks, or the

increasing human mortality and suffering from heart

disease and stroke. If the consequences of inaction are

so inevitable and so severe, and the potential conse-

quences of action are only slight and temporary, then

the precautionary principle insists that action must be

taken. Therefore, the requisite regulatory framework

for industry growth must expediently be set in place

and the needed technologies and support industries

developed to proceed forward.

The single greatest challenge will remain that of

effecting a change in the mind-set of the environmental

community to the extent that there is broad acceptance

of the need for expansion of open-ocean mariculture

as a conservation tool, that is, as an alternative to

targeting larger wild fish. Until this is accomplished,

then, this industry will continue to be smeared with

irrational fears, community prejudice and consumer

bias, and the promise it offers will be left woefully

unfulfilled.



Environmental Impacts of an Open Ocean Mariculture Operation in Kona, Hawaii. Table 1 Relative ecological

efficiencies of farmed and Wild-Caught fish. The table shows the compounded cost in terms of anchovy-equivalents for

farmed and wild-caught fish. Low-end estimates and high-end estimates are provided for each type of fish and compared

cross-ways to obtain a lowest relative rate and highest relative rate

Farmed fish Wild-Caught fish Global mean

Low-end
estimate

High-end
estimate

Low-end
estimate

High-end
estimate

Ratio of wild to
farmed

Life cycle efficiencya 1 1 3 10 6

Trophic transfer
efficiencyb

1 8 10 100 7.3c

“Bycatch” efficiency 1 1 1(4) 11e 1.3d

Compounded “cost” 1 8 30 11,000 57

The lowest relative rate extrapolated from this table is that the least-sustainably farmed fish are around 4�more ecologically efficient than

the most sustainably harvested wild fish (i.e., 30:8). The highest relative rate is that the most sustainably farmed fish could be 11,000�
more ecologically efficient than the least-sustainably harvested wild fish (i.e., 11,000:1). The Global Mean of wild fish efficiency to farmed

fish efficiency is around 57�
aThere are no published estimates of the relative life cycle efficiencies of farmed versus wild fish. However, fish that reach reproductive age

in captivity can see Feed Conversion Ratios increase by factors of 5 or 10 over juvenile and sub-adult fish. Natural mortality and the

nutritional cost of maintenance of basal metabolic processes during periods of food depravation also increase the “Economic” Feed

Conversion Ratio for wild fish populations
bIn 1997, food conversion efficiencies (FCE) for farmed marine fish and farmed salmon were around 5:1 and 3:1, respectively (Naylor et al.

2000). By 2010, however, FCEs are projected to reach 1.5:1 for farmedmarine fish, and as low as 1.2:1 for farmed salmon (Tacon 2005). Kona

Blue has been able to culture Kona Kampachi® on a diet that equates to a 1:1 ratio of wet-fish-in to wet-fish-out. However, if a less-

sustainably farmed fish is fed a pellet high in fish meal and fish oil (say, to meet the Scottish Soils Association’s Organic standards, with

around 80% fish meal and fish oil), this diet could equate to around 4 lb of wet anchovy-equivalents for every 1 lb of dry pellet (a wet-fish

to fish-meal ratio of 5:1 is considered standard). On this diet, most commercially farmed species might have food conversion ratios of

around 2:1 (dry pellet to wet fish), implying an FCE of 8 lb of wet-fish-in for every 1 lb of wet-fish-out
cTacon’s (ibid) estimate of FCEs for farmed salmon and farmed marine fish might be conservatively pooled at, say, 1.5:1, that is, 1.5 lb of

anchovy-equivalents for every pound of farmed fish produced worldwide. There is a differential of around 1.1 trophic levels between

global fishery landings (with a mean trophic level of around 3.3) and the Peruvian anchovetta fishery (with a trophic level of around 2.2:

Pauly et al, [19]). At a presumed 10%biomass transfer efficiency up each trophic level, this implies 11 lb of anchovy-equivalents to produce

a pound of harvestedwild fish. Themedian ratio of wild to farmed trophic transfer efficiencies can therefore be estimated at 11:1.5, or 7.3:1

overall
dHarrington et al. (2005), report a “nationwide discard-to-landings ratio of 0.28” (i.e., for 3.7 million tons landed, some 1.06 million tons

were discarded). However, for highly selective fishing methods, such as harpooning, bycatch is effectively zero, as for farmed fish
eFor finfish, the ratio of bycatch to target fish (in the Northern Pacific) can be as high as 11:1 because the bycatch is either too young, out of

season, or the vessel has no permit to keep it (Alverson 1998)
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Further! Deeper!

The Kona Blue operations to date have produced

annual harvests of around 500 T, and have demon-

strated clearly that this can be achieved without any

significant impact on ocean ecosystems or resources.

The key now is to ensure that these impacts remain

insignificant, as the industry scales. Expansion oppor-

tunities, in terms of broader acceptance and greater
access, will be conditional on future farm sites being

located further offshore and in increasingly deeper

waters. The industry therefore needs to develop the

technologies to support these trends and to ensure

that carrying capacities and prudent biosecurity prac-

tices are adhered to as the industry grows.

There are economic and environmental drivers for

larger-scale open-ocean mariculture operations in
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deeper water, further offshore. As the automation

systems for net pen management become increasingly

sophisticated [32], sea state becomes less of an imped-

iment to more remote, more exposed sites. The major

disincentive then becomes travel time to and from

a site. Beyond about a 20 mile distance, it is increas-

ingly difficult to maintain a farm site with day-

workers, and some on-site residence becomes neces-

sary. This, then, argues for further scaling: once a farm

site is manned 24 h, with staff changes twice-weekly or

weekly and periodic delivery of feed and other sup-

plies, there are strong commercial reasons for the

operation to grow in scale to support the inherent

fixed costs.

Larger scale net pens present some challenges in

the open ocean, particularly with fish handling, but

there are dvantages as well. Larger pens are more cost-

effective in terms of cost per unit of volume (i.e., cost

per cubic meter) and in terms of managing the stock.

A farmer manages a net pen, rather than a fish: a net

pen of 3,000 m3 and 50,000 fish requires roughly the

same level of management as a net pen of 24,000 m3

and 400,000 fish. Similarly, where there is a significant

cost to the netting material, or cost to maintaining the

netting, then the lower surface area to volume ratios of

larger net pens are increasingly attractive. Larger net

pens also require larger hatcheries, to produce suffi-

cient fish in one cohort to stock the pen, and this results

in greater hatchery efficiencies.

New netting materials under development could

revolutionize the net pen designs. Kikkonet™ appears

to offer significant advantages over multi-strand nylon

or cotton webbing, with greater rigidity and predator-

breach resistance reducing the risk of escapes and easier

cleaning capabilities with the singlemonofilamentmate-

rial. Similar advantagesmay be offered by new brass alloy

materials under development, which almost completely

eliminate biofouling and the attendant fish health con-

cerns, as well as offering improved resistance to breaches

from predators or mechanical tearing. Both Kikkonet™

and brass webbing, however, require rigid frames in

open-ocean environments: constant wave and current

movement can quickly destroy nettingmaterial if the net

pen frame allows any excess movement. Each of these

materials represents a significantly higher capital cost

than nylon or cotton netting, but there are tremendous

operational savings to be gained from reduced risk of
failure and reduced labor for net changing, net washing,

antifoulant dipping, and net loft work.

Although much discussion has focused on the

advantages of surface and submerged net pens and

the relative operational efficiencies of each, this may

be the single most important deciding factor for pen

design: rigid-framed nets such as the submersible

Sea Station® and Aquapod® can support more robust,

rigid netting materials. Flexible framed nets such as

PolarCirkel®, or those that rely on gravity to maintain

net shape, such as Wavemaster® can only support pli-

able nets of nylon and cotton in the higher wave and

current conditions offshore. Where sea conditions or

predator prevalence demand the more robust, rigid

mesh forms of brass or Kikkonet, then submersible

rigid-framed pens would appear to have operational

advantages.
Letting Go

The potential for untethered “trans-ocean drifter net

pen” fish farms has, up to now, been the stuff of science

fiction [3]. However, the concept of untethered pens

offers the potential for far larger scaling of operations,

with almost negligible potential for any environmental

impact; a net pen in very deep water is a nonpoint

source for effluent impacts on water quality and sub-

strate, and there is almost no potential for interaction

with wild fish stocks (apart from aggregative effects).

There are also advantages for fish health management

on the farm – a drifter pen is essentially perpetually

fallow. Drifter pens that ride regional ocean eddies or

powered pens (either towed by a surface vessel, or

where the fish containment is integrated into the vessel

hull) are already moving from concept to prototype;

within 5–10 years, some form of untethered net pen

may become a commercial reality. Several examples are

worth noting:

In June, 2008, a trial in Puerto Rico tested a sub-

merged, self-propelled, 3,200 m3. Aquapod as a

demonstration of untethered aquaculture operations.

The system was able to achieve 30 cm/s forward speed

by using two electrically driven 2.5 m diameter pro-

pellers powered by a diesel generator set onboard

a small towed vessel. The Aquapod was able to

hold position in 25 cm/s currents and was easily

maneuverable. The concept of remote-controlled or
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autonomous operation was judged feasible using

cage-mounted sensors and buoy-mounted GPS and

communications.

In October 2009, the State of Hawaii approved

a tuna farm permit for a 247 acre site offshore of the

Kohala Coast (north of the Kona Blue farm site) in

water over 1,320 ft deep, for up to 12 untethered

Oceanspheres. With no anchors, it is proposed that

these fish farming platforms will be held in position

by self-propulsive forces powered by a hybrid Solar

Ocean Thermal Energy Generator. Hawaii Oceanic

Technology, Inc. plans to deploy the first of these net

pens in 2011.

A regional drifter pen concept under development

by Kona Blue – christened the Velella system – is

projected to remain within a prescribed geographical

area without anchoring, by riding the eddies in the lee

of oceanic islands such as Hawaii, or by riding the gyres

found in semi-enclosed seas, such as the Sea of Cortez

or the Gulf of Mexico. The advantages of this concept

are that it then enables the operation to consistently

stock, feed, tend, and harvest the fish in the pen, as well

as changing crew and other maintenance tasks. By

being untethered, the Velella can be located in very

deep water, beyond normal mooring depths, and any

potential environmental impacts are reduced to de

minimis levels.

As untethered net pens do not occupy a fixed geo-

graphical space, they do not require a lease but rather

are more properly regulated as non-powered vessels.

Where there is no point source effluent from a motile

pen, the monitoring and regulatory requirements may

also be those applied to vessels, rather than fixed farm

locations. Projects such as Velella might also pass

through or be deliberately sited in international waters,

where no permits are presently required and where no

regulatory framework is currently in place. This regu-

latory vacuum should be remedied, to both govern its

growth but also encourage the development of this

technology.
IMTA

Much interest is often focused on Integrated Multi-

trophic Aquaculture (IMTA) as a means of improving

the sustainability of open-ocean fish farming, by
mitigating effluent impacts and more fully utilizing

the nutritional inputs. In nearshore systems, the

siting of filter-feeding bivalves around fish farm net

pens in IMTA systems has been shown to reduce

particulates in the water column. Similarly, siting

macroalgal culture systems downcurrent of the fish

farm can also reduce dissolved organics. These

polyculture systems also offer secondary products

(such as edible seaweeds and mussels) that are them-

selves marketable.

In open-ocean mariculture systems, however, the

applicability and utility of IMTA is somewhat dubious.

The priority for siting open-ocean mariculture opera-

tions should be to strive for greater water clarity, depth,

and current movement to optimize fish health and

minimize any potential impacts on the effluent. These

criteria are contrary to the desired characteristics of an

IMTA operation, which presumes some entrainment of

waters after it passes through the fish pen, with enrich-

ment of the effluent providing benefits to the filter

feeders and phototrophs. If open-ocean mariculture

operations do indeed have no measureable impact on

water quality, then presumably there is no benefit to be

gained from co-siting the fish with filter feeders and

plants.

Furthermore, the capital and maintenance costs for

the secondary production systems would be prohibi-

tive. Open-oceanmariculture, in the foreseeable future,

will need to focus on high-value species such as tuna,

yellowtails, snappers, and groupers to provide a

reasonable return. Only with the development of far

greater operational efficiencies, in later years, will

lower-value finfish species become economically viable.

The commercial returns from deploying and

maintaining even lower-valued macroalgae and bivalve

culture lines around an offshore site would be even

further deferred.

In addition, the co-siting of mussels and seaweed,

say, around an open-ocean site represents engineering

and biological risks to the fish farm operation. The

additional drag from the long-lines would add tremen-

dous strain on the mooring system for the net pens. If

moored separately, there would still be concerns that

the secondary producer moorings could fail under load

and entangle with the fish’s net pen or moorings. The

resting stages of pathogens or parasites might also be
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harbored in the cultured species or ecosystem that

surrounds the long-lines, resulting in a proliferative

feedback loop and elevated levels of these pests in the

cultured fish.

The overarching goal of open-ocean mariculture is

growing high-value species in near-pristine waters,

with little potential for their interactionwith surround-

ing biologically active substrates. The notion of

burdening an offshore operation with lower-value

production systems is antithetical to this goal. The

fish carrying capacity should allow the natural assimi-

lative capacities of the surrounding ecosystem to fully

absorb the farm’s ecological footprint. The nutritional

by-products, that is, the nutrients in the effluent from

open-ocean mariculture systems can still promote pro-

ductivity on a broader scale, especially in oligotrophic

tropical waters. However, a deeper ecological perspec-

tive would suggest that there is no need for man to

capture this productivity for commercial gain. The

oceans can use these inputs in other ways; they are

not necessarily “lost.”
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Glossary

Essential nutrients There are 16mineral elements that

are essential for plant growth. They are referred to

here by their symbols: nitrogen, N; phosphorus, P;

potassium, K; calcium, Ca; magnesium, Mg; sulfur,

S; boron, B; iron, Fe; manganese, Mn; copper, Cu;

zinc, Zn; molybdenum, Mo; sodium, Na; chlorine,

Cl; silicon, Si; nickel, Ni.

Fertilizer efficiency This refers to the additional grain

or other agricultural product produced per unit of

additional nutrient applied in fertilizer. A related

concept is Fertilizer Recovery, which is the addi-

tional mass of a nutrient in the aboveground parts

of a crop expressed as a proportion of the additional

nutrient applied in fertilizer.

Macronutrients N, P, and K.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Micronutrients Cl, Fe, Mn, B, Zn, Cu, Mo, and Ni.

Soil microbial processes These include mineraliza-

tion, which is oxidation of organic matter and

the release of mineral nutrients; immobiliza-

tion, which is the reverse process of incorporating

mineral nutrients into organic matter; and nitri-

fication, which is conversion of ammonium to

nitrate.

Definition of the Subject

Fertilizers are compounds or mixtures delivered as

solids, liquids or gases, that supply essential nutrients

to crops in soluble forms that are convenient and safe to

handle. Fertilizers may be applied to the soil or directly

to foliage. All nutrients except N are manufactured by

concentrating and refining ores extracted from mines.

N fertilizers are manufactured from ammonia, which is

synthesized from N2 and H2. Science contributes to

fertilizer use with improved products and methods to

increase fertilizer efficiency, profitability of nutrient

used, and reducing adverse environmental effects.

Technology contributes to fertilizer use by improving

the efficiency of manufacture and the complex logistics

of delivering hundreds of million tons of products to

farms safely, economically, and on time. Fertilizers can

be both inorganic and organic, but this contribution

refers mostly to inorganic or manufactured fertilizers,

since these provide most of the nutrients now added to

soil and crops.

Introduction

Fertilizers are indispensable because nutrient supplies

from the soil are normally inadequate for the

high-yielding crops needed to supply food and fiber

for the growing human population. Fertilizers replen-

ish nutrients removed by previous crops and supple-

ment the supply of nutrients from the soil to a level that

will produce the farmer’s target yield. Fertilizer may

also improve the quality of human food, stockfeed, and

fiber. The nutrients in fertilizer are a nonrenewable

resource and, if they escape from the field, can cause

environmental damage. This article discusses the sus-

tainability of fertilizer in relation to these issues.

Before the invention of fertilizers, the only ways that

farmers could accumulate nutrients on a field was to
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3



Fertilizer Science and Technology. Table 1 Growth in

world population, cereal production, and consumption of

nutrients in fertilizer during the second half of the twentieth

century

Annual growth (%)

Human populationa 1.8

Cerealsa

Maize 2.7

Rice 2.4

Wheat 2.3

Fertilizerb

N 7.1

P 4.6

K 3.7

a1961–2001 [3]
b1960–1988 [4]
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fallow before growing a crop, or to transfer animal

manure from grasslands and barns to cropped land,

either directly or by grazing livestock on grassland by

day and enclosing them by night in a field prior to

cropping. An additional source of N has been, and still

is, the residues of previous legume crops, pastures, and

greenmanures.With these natural nutrient sources, land

is temporarily taken out of crop production. Fertilizer

allows land to be used for continuous production.

The consumption of the macronutrients in fertil-

izer, N, P and, K has grown rapidly since the middle of

the twentieth century and has increased the food sup-

ply more rapidly than the growth of the human popu-

lation (Table 1). The increase in fertilizer supply has

been even more rapid than the food supply. It is diffi-

cult to overstate the importance of fertilizers in sus-

taining humanity: Stewart et al. [1] concluded from the

results of experiments that production of 30–50% of

the world’s food is a result of commercial fertilizers and

Smil [2] calculated from nutrient balances that that

nourishment of 40% of the world’s population

depended on N fertilizers.

The use of the macronutrients is uneven around the

world, as shown in Fig. 1. On all continents, fertilizer

provides relatively more N than P or K. The usage of all

three nutrients in Europe and North America most
closely approaches crop requirement while usage in

Asia and Africa is relatively high in N. The

K applications are negligible in Oceania and Africa

probably because soil levels of K tend to be relatively

high in dry regions.

This article discusses the sustainability of fertilizers

from the perspectives of resources and logistics

involved in supplying fertilizer to the farm, the on-farm

effects on productivity, and on-site and off-site envi-

ronmental effects.
Mining and Manufacture of Fertilizers

The raw materials for fertilizer manufacture, apart

from N, are mined from ore deposits. In the century

before 1920, most fertilizer N was also extracted from

mines and, before that, from accumulations of nitrate

in soil where farm animals had been housed for long

periods. Much of this nitrate was used to manufacture

gunpowder and other explosives as well as for fertilizer.

The increasing demand for explosives and N fertilizer

in the nineteenth century led to brutal mining indus-

tries that extracted guano (vitrified fecal deposits from

sea birds, mostly on tropical islands) and nitrates,

a sorry history told by Bown [7].

In modern mining industries, the nutrient com-

pounds in the ore are concentrated by chemical or

physical processes into fertilizers that are stable and

available for plant uptake. In some cases, two or more

nutrient elements are combined, by chemical reaction

or physical mixing, into compound fertilizers. Most

fertilizers are applied as solids, and single-element

and compound fertilizers are normally manufactured

as relatively homogeneous granules, which flow freely,

minimize water absorption, produce little dust, and

which can be transferred efficiently between storages

and applied to the soil using machinery or by hand.

Most nutrients are available as several different chem-

ical compounds. Examples of these compounds and

the manufacturing processes are described by Tisdale

et al. [8].

Nitrogen fertilizers are produced from ammonia,

which is synthesized by the Haber-Bosch process under

conditions of high temperature and pressure using N2

and H2 [2]. The usual source of H2 is natural gas, and

the price of N fertilizer is closely linked to the natural

gas price (Fig. 2).
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Variation between continents in the proportions of N, P, and K used in fertilizer, and some examples of the proportions
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The price of urea generally follows the price of natural gas, which represents the main production cost [9]
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Many highly productive farming systems directly

inject anhydrous ammonia into the soil. The advantage

of ammonia is its high N concentration (82%) and

hence low transport cost. Offsetting this is the need
for expensive containment vessels, typically made from

thick steel, and other costs of ensuring safety. The use of

ammonia is confined to application at or before the

time of sowing because of toxicity to growing plants.
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Applications of a large N amount at these times can

cause yield reductions, as discussed below.

Ammonia is used to produce many forms of

N fertilizer. The most common is urea, which has the

advantages that it contains a relatively large percentage

of N (46% N) and is safe to handle, unlike ammonium

nitrate (34% N), which can be made to explode, and

anhydrous ammonia, which is toxic to humans and

animals at low concentrations in the atmosphere.

Other common N-containing fertilizers are the solid

ammonium phosphates (10–20% N) and the solution

of urea-ammonium nitrate (28–32% N).
Fertilizer Distribution, Marketing, and Price

Most fertilizer in developing countries is granular and is

sold in 40–50 kg bags and broadcast by hand, apart from

a small but increasing amount applied by machine at the

time of sowing. In developed countries, most of the solid

fertilizer is supplied in bulk and increasing amounts of

liquid fertilizer are used because of the convenience of

pumping the product between vessels during transport

and application. These advantages can compensate for

the additional cost of transporting the water in which

the nutrients are dissolved. Most of the advantages of

liquid are for on-farm handling, so an efficient system

is for fertilizers to be delivered as solids from the man-

ufacturer to the reseller who then dissolves the solids

just before delivery to the farm. The advantages of

liquid fertilizer (and gaseous anhydrous ammonia) are

greatest for highly productive regions where farms are

close to resellers and where it is possible to grow two or

more crops each year and spread the cost of specialized

equipment formixing and applying fertilizer over a large

crop area. Resellers extend the time of distribution by

offering discounts for early use, but this can be at the

expense of reduced fertilizer efficiency. One of the haz-

ards of liquid fertilizer is soil compaction due to the

mass of water and nutrients contained in equipment at

the time of sowing or in spray carts for post-sowing

applications.

Extensive dryland farming systems in developed

countries use solid fertilizers where the transport

costs are high. Solid fertilizer has an advantage for

topdressing because granules can typically be mechan-

ically thrown up to 10–15 m on each side of an
implement, which is consistent with the 10–15-m

width of seeders and 20–30-m width of boom sprays

used for controlled traffic. The maximum spreading

distance of granules may impose limitations as seeders

and spray booms continue to get wider.

Some of the largest financial and environmental

costs of fertilizer are related to transport. Products

with low concentrations of nutrients are necessarily

expensive to transport and their use is confined to

specialized applications, for example calcium nitrate,

which contains only 16% N, for some vegetables. Dur-

ing the second half of the twentieth century, there has

been a general increase in nutrient concentrations lead-

ing to reduced cost of transport to the farm and han-

dling on the farm. Nevertheless, the weight of fertilizer

means that transport is expensive and low-cost trans-

port methods such as ship, barge, and rail are preferable

to road transport. Transport costs are minimized when

fertilizer is back-loaded on vehicles carrying agricul-

tural produce to cities. Transport makes up a large part

of the on-farm cost of fertilizer in rural areas of sub-

Saharan Africa and presents a major obstacle to

increasing crop yields [10].

The transport cost is even greater for manures and

compost than they are for inorganic fertilizer. Dry animal

manures typically contain less than 2% N and 0.4% P, so

they cannot be economically carried far from the source.

Instead, manures tend to be applied in a radius up to tens

of kilometers. Where there is a large source of manure,

such as a feedlot or large dairy, the available nutrients can

overload the capacity for crop uptake, so that nutrients

may accumulate in the soil within a few years. Where the

manure contains potentially toxic material such as Cu

contained in pig manure, nutrient loading of the soil

needs to be closely monitored.

Fertilizer represents the main demand for N, P, and

K, but for the micronutrients, usage for fertilizer man-

ufacture is much less than for manufacturing industry.

In the case of Zn, annual world production is about

20 million tons, but the amount of Zn contained in all

cereal grains is less than 0.1 million tons per year.

The use of compound fertilizers has advantages in

ease of handling and may be cheaper than single-

element fertilizers. For example, the nutrients in

ammonium phosphates are generally cheaper to the

farmer than when they are purchased separately, for
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example as urea and triple superphosphate. In such

situations, compound fertilizers can be profitable for

the farmer, even if one of the nutrients is not particu-

larly deficient. However with some NPK blends, there

may be situations where crops do not respond to all

nutrients contained in the fertilizer, and where the

compound fertilizer is expensive, the whole product

may be unprofitable to use. Such a situation applied

to many farms in the Philippines where yield of rice did

not respond to either P or K in a NPK compound

fertilizer [11]. In this situation, application of the NPK

was unprofitable on one third of farms and there was no

simple way of determining which fields were deficient in

which nutrient element. In such situations, the simplest

solution is to make single-element fertilizers available so

that strip trials conducted by farmers can show which

nutrients give profitable responses [12].

The main fertilizers such as urea, MAP

(monoammonium phosphate), and DAP (diammonium

phosphate) can be regarded as generic and unspecialized

commodities that are traded freely. They are sold by

manufacturers to distributors on world markets that are

generally open and transparent. An insight to the whole-

sale market is available online [13]. There is little oppor-

tunity formanufacturers or distributors to compete other

than through price and service. Intense price competition

does not support the extension services offered by many

fertilizer companies until the 1980s or 1990s.

Marketing is generally in the hands of agribusiness

employees and media campaigns. Increasingly, advice

about fertilizers is supplied to farmers at or near the

point of sale by fee-for-service agronomists employed

by fertilizer vendors. This represents a conflict of inter-

est between the need for agribusiness to maximize sales

and minimize carryover of fertilizer inventory, and the

need of farmers to apply the fertilizer at an optimum

amount and timing. Independent advice to farmers is

important since fertilizer usually represents the single

greatest cost of crop production.

Since generic fertilizers do not provide large profits,

manufacturers or distributors aim to develop unique

products that are easy to use or contain additives that

increase fertilizer-use efficiency. Examples are additives to

N fertilizers that inhibit urea hydrolysis and so limit the

potential for ammonia volatilization, or nitrification

inhibitors that restrict the production of nitrate and
hence loss by leaching and denitrification [14]. The cost

of these additives may not necessarily be justified by

additional profit, and they need to be assessed on

a case-by-case basis [15]. Some urease and nitrification

inhibitors are powerful biocides and have effects

other than on N relations, for example, the nitrification

inhibitor nitrapyrin has fungicidal activity, so any yield

benefits may not be due only to effects on N supply to

crops [16]. Slowing the release of nutrients from fertil-

izer by coating granules with a polymer is another

possible means of maintaining adequate nutrient levels

near the roots [17]. The cost-effectiveness of these

products also needs to be assessed on a case-by-case

basis. The most promising markets for fertilizer addi-

tives are where subsidies are offered to minimize

N release into the environment.

World fertilizer prices fluctuate, depending on var-

iations in supply and demand. The fluctuations for

particular products can be massive, for example, the

urea price spike in the mid-1990s when Chinese fertil-

izer companies suddenly increased urea imports

(Fig. 2). The cost of fertilizers generally can also fluc-

tuate strongly, as in 2008 when fertilizer price increased

in tandem with a rise in world grain prices (Fig. 3).

It is clear from Fig. 3 that the price of grain and cost

of fertilizer tend to readjust to maintain a reasonably

constant cost:price ratio of about 6, even when grain

price or fertilizer cost are disrupted by an external

shock.

The price of fertilizer in many markets has been

subsidized by governments, generally leading to fertilizer

overuse, inefficient methods of application and, in some

cases, excess agricultural production that is dumped on

world markets. In some countries, the subsidy is through

supply of natural gas at less thanworld price for ammonia

production. Fertilizer subsidies have similar effects to

subsidies on the price of agricultural production, in that

they lead to overproduction because the optimum appli-

cation rate of fertilizer is affected by the ratio of product

price to fertilizer cost. Subsidies on agricultural products

and fertilizers have long been criticized because they

depress the price of agricultural products in world mar-

kets and so reduce the incomes of unsubsidized pro-

ducers. Criticism is also justified because the

overfertilization promoted by subsidies is a major

cause of environmental damage [19, 20].
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(a) Farm-gate cost of fertilizer N and price of wheat, both expressed in $A and (b) the cost to price ratio for N and wheat

grain (updated from Angus [18]). Costs and prices are expressed in Australian dollars ($A) since these represent world

prices undistorted by subsidies

794 Fertilizer Science and Technology
Fertilizer Effects on Agricultural Productivity

In their textbook on plant nutrition, Mengel and Kirkby

[21] identify 16 mineral elements as essential for plants.

Three of these, Na, Cl, and Si, are normally present in

plant tissue at concentrations greater than needed for

optimum growth and Ni is rarely or never included in

fertilizers. Table 2 lists the remaining 12. A further two,

cobalt and selenium, are not essential for plants but are

essential animal (and human) nutrients and can be

supplied in fertilizer or administered directly to farm

animals. The other essential animal and human nutri-

ent, iodine, is not normally supplied through fertilizer.

The concentration of the nutrients in plant tissue

varies enormously; for example, N is 100,000 times

more concentrated than Mo in cereal grain. The poten-

tial yield response to a nutrient, when it is deficient, can

be estimated from the inverse of the nutrient concen-

tration. So, for example, if the N concentration in grain

is 0.02, as shown in Table 2, a first approximation of

potential grain response is 50 kg grain per kg of addi-

tional N, assuming that the N concentration of the

grain is unchanged by the fertilizer. In reality, not all
the fertilizer N is present in the grain. In the case of

wheat, 0.7 is a reasonable estimate of the proportion of

aboveground N contained in mature grain. A better

approximation of the maximum grain response to

applied N is then 50 � 0.7 = 35 kg grain per kg N.

Table 2 shows the equivalent calculation for all nutri-

ents. This approach applies only to the first small

application of a nutrient and does not account for the

diminishing returns of yield to additional applications.

Table 2 also presents estimates of the maximum net

financial return calculated from the maximum grain

response, the cost of nutrients in fertilizer, and the

price of grain. Note again that these are the maximum

responses and returns, and real returns are normally

much less because not all the fertilizer is recovered by

crops. The costs and prices are necessarily assumptions

and will vary greatly between markets and between

years. However, the differences between nutrients are

so great that even with approximations they serve to

show some important points.

The maximum responses of additional grain per

unit of nutrient applied in fertilizer in Table 2 can
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of the aboveground nutrient in the grain [21], called the harvest index for the nutrient (HI). The maximum grain response

to the nutrient is given by HI/C. The maximum net financial return is given by [G(HI/C) � F]/F where F is the cost of

nutrient in fertilizer and G is grain price, assumed here to be $US 0.2/kg

Nutrient
Concentration in
grain (C)

Proportion in
grain (HI)

Maximum fertilizer efficiency
(HI/C) (kg grain/kg fertilizer)

Nutrient cost
($US/kg)

Maximum net
returns ($/$)

N 0.02 0.7 35 1.0 6

P 0.003 0.7 233 5.0 9

K 0.004 0.2 50 0.8 12

Ca 0.005 0.7 140 0.2 140

Mg 0.003 0.5 167 1.1 30

S 0.003 0.4 133 0.2 130

B 0.0001 0.1 1,000 12 15

Fe 0.0002 0.3 1,500 3 100

Mn 0.00002 0.5 25,000 5 1,000

Cu 0.00002 0.5 25,000 5 1,000

Zn 0.00002 0.5 25,000 5 1,000

Mo 0.0000002 0.5 25,000,000 35 150,000
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serve as benchmarks.When a crop is growing on soil that

is believed to be deficient in a nutrient, it should give

a yield response comparable with these benchmarks. If it

does not it is likely that the nutrient is not seriously

deficient or there is a limitation other than the deficiency

that is limiting efficient utilization of the nutrient.

The maximum financial crop responses to the

micronutrients such as Zn, Cu, and Mo are so large

that they are normally applied if there is even

a suspicion of deficiency. There are many farming sys-

tems where micronutrients still give major grain

responses, for example in central Turkey, where wide-

spread Zn deficiency was identified in the 1990s [22].

Continued vigilance is needed in all farming systems in

case micronutrients become deficient.

Even for N and P fertilizer, the maximum financial

responses are large enough to provide a profit even

when the efficiency of recovery is low. In these exam-

ples crop recovery of only one sixth of the applied N or

one ninth of the applied P gives a break-even return on

cost of the fertilizer.

The grain-yield responses to fertilizers are usually

much less than these maxima and a great deal of
research goes into increasing fertilizer efficiency.

Where deficiencies are severe and there is only one

nutrient lacking, visual symptoms can be compared

with standard illustrations [23]. For less acute deficien-

cies, a traditional method is to calibrate yield against

a soil test and identify the critical nutrient concentra-

tion that gives near-maximum yield [8]. The process of

soil testing consists of sampling the soil in a field with

many cores, combining the samples, and analyzing for

nutrient concentration.

Soil tests are not the only methods for determining

nutrient status and Table 3 shows examples of methods

to estimate N status, including tests related to the

nutrient status of vegetative plants. Tests of plant tissue

are generally more reliable than soil tests because the

volume of soil sampled by plant roots is normally more

than the soil volume explored by coring [24, 25].

There are limitations to basing optimum fertilizer

application only on tests of soil or plant nutrient status.

The approach is suitable for a cropping system inwhich

prices and yields do not vary greatly from year to year,

but is less useful where the variation is large. The

optimum fertilizer application varies with the ratio of
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N status

Pre-sowing tests Tests during crop growth

Field history Tissue N concentration

Total N in the topsoil Tissue nitrate concentration

Mineral N in the topsoil Sap nitrate concentration

N released during soil
incubation

Shoot density

Previous grain protein Leaf chlorophyll
concentration

Leaf color compared with
standards

Lower leaf senescence

Strip trials

Fertilizer Science and Technology. Table 4 Example of

a nutrient budget for N fertilizer applied to wheat

Crop N demand

Target yield 4 t/ha

Target grain protein 12%

N in graina 84 kg/ha

N in aboveground cropb 120 kg/ha

Soil N supply

Soil mineral N at sowingc 50 kg/ha

N mineralization during crop growth 80 kg/ha

N available for crop uptake (50%)d 65 kg/ha

Fertilizer N requirement

Additional N required in the crope 55 kg/ha

Fertilizer N requiredd 110 kg/ha

aGrain N is the product of yield and grain N, assuming that 1 kg of

N = 5.7 kg of grain protein
bAssuming grain N is 70% of aboveground N
cSoil mineral N sampled to a depth of at least 60 cm
dAssuming 50% of soil and fertilizer mineral N is available for crop

uptake
eDifference between crop demand and soil supply
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grain price to fertilizer cost, and the optimum fertilizer

rate is high when the ratio of grain price is high relative

to fertilizer cost.

The optimum fertilizer rate also depends on yield

potential, and higher rates are justified by increasing

yield potential. Soil and plant tests emphasize the sup-

ply of nutrients but it is important to place equal

emphasis on crop nutrient demand. Table 4 shows an

example of a nutrient budget, based on amethod devel-

oped by Myers [26], to illustrate the importance of

N supply and demand.

When the quality of the grain is affected by fertil-

izer, it is necessary to consider the responses of both

yield and quality and the ratios of fertilizer cost to the

grain price and quality premiums. Angus [27] presents

a method to estimate the economic optimum fertilizer

for wheat in relation to responses by grain yield and

protein.

Awell-known but generally erroneous notion about

nutrients is the Law of the Minimum, which claims that

only one nutrient can limit yield of a particular crop.

Where one nutrient is drastically deficient, the Law of

the Minimum is a fairly good rule of thumb, for example

when amicronutrient such as Zn gives a spectacular yield

response. More generally, this Law is deceptive, and crops

and cropping systems tend to regulate the quantity of

nutrients in the soil by luxury extraction of those that are

adequate or surplus, and poor extraction of those that are
deficient. The different rates of extraction continue until

many nutrients become co-limiting and are required for

the yield to reach the biological potential [28].

The weakness of the Law of the Minimum can be

seen from the many experiments where fertilization

with any one of several nutrients can increase yield

(e.g., [11]). Fertilizer management therefore usually

needs to consider more than one nutrient. Where sev-

eral nutrients simultaneously limit yield, the combined

effect may be additive, meaning that the yield response

of the combined nutrients is the same as the sumof yield

responses of the nutrients applied singly. In other situ-

ations there may be a positive (or negative) interaction,

meaning that the effect of the nutrients when applied

together is greater (or less) than the sum of the effects of

the individual nutrients. As with many aspects of fertil-

izer management, there is no alternative to conducting

experiments on farms to quantify crop responses to

nutrients and their interactions. This rest of this section

discusses themacronutrients, N, P, and K, and, as exam-

ples of minor and micronutrients, S and Zn.
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Nitrogen

Nitrogen is used in greater quantity than other nutri-

ents but the financial returns are often less (Table 1).

Nitrogen fertilizer has a reputation for low efficiency and

many studies show that a crop typically recovers about

half the fertilizer N applied, but the proportion can vary

from zero to almost complete recovery [24]. The reasons

for incomplete recovery are numerous but often the soil

can supply as much N as the crop can take up, and any

additional N remains in the soil where it may be lost in

several processes. Nitrogen losses include leached nitrate,

gaseous ammonia volatilization from urea and ammo-

nia-based fertilizer, and nitrous oxide (N2O) and N2

from denitrification. Urea is at particular risk of loss,

mainly because the soil becomes alkaline around

a dissolving granule, so that any ammonium formed

is rapidly converted to ammonia, which volatilizes.

Another cause of low crop recovery is immobilization

of fertilizer N by soil microbes. This process is not neces-

sarily a loss, since the N can be present in the soil organic

matter (SOM) for one ormore seasons, during which it is

normally mineralized and taken up by later crops.

Nitrogen is unusual among the nutrients in that

excess application often causes a reduction in crop

yield. In wet and high-yielding environments the rea-

sons for yield reductions are lodging, because the crop

becomes tall and top-heavy, and because of disease in

thick foliage. In dry conditions, excess N stimulates

growth, which can lead to exhaustion of soil water

before maturity. Another and often more important

reason is that high N levels reduce the concentration

of water-soluble carbohydrates in the stems, which is

an important source of assimilates for grain growth

[29]. The time of application of N fertilizer is important

in methods to avoid losses. Responses to topdressing

N on wheat during the stem elongation phase

are comparable to the responses to the same amount of

N applied at sowing in both highly productive environ-

ments in Europe [30] and in water-limited

environments in Australia [31]. Fertilizer N applied at

sowing promotes rapid seedling growth, which leads to

more risk of lodging, foliar disease, and haying-off than

the same amount ofNapplied at stem elongation or later.

Even when growing rapidly, small plants cannot take up

large amounts of N, somineral N in the soil at the time of

sowing is at risk of loss from leaching and denitrification.
Mid-season application of N is effective because it

coincides with the period of maximum crop uptake

and so closely matches supply with demand. Applica-

tion of N during or after the stem elongation phase in

cereals usually increases grain protein more than appli-

cation at sowing.

The N losses from irrigated rice can be particularly

high. De Datta [32] reported that the average recovery

ofN fertilizer in rice experiments was 35–40%. Extensive

research showed that the main pathways for N loss from

lowland rice are ammonia volatilization and denitrifi-

cation when urea is broadcast onto wet soil or shallow

water. This research did not show ways to minimize

losses and Fujisaka [33] suggested that research should

focus more on methods to increase N efficiency rather

than quantify the loss pathways. Subsequent agro-

nomic research showed that with suitable methods of

application the recovery of N, supplied as urea, can be

as high as 75% for tropical rice [34] and 90% for

temperate rice at a commercial scale [24].

The most efficient ways to increase N use efficiency

(NUE) are different in each region and with each

cropping system. Practices that are often effective are

injecting fertilizer into the soil rather than broadcasting

it on the surface and delaying application of some or all

of the fertilizer so that the supply of N is well synchro-

nized with the crop demand. Other ways to increase

NUE are to ensure that other factors are not limiting.

These limitations can include deficiency of other nutri-

ents, weeds, herbicide damage, and root disease. An

example of the importance of overcoming such limita-

tions is apparent in a 40% increase in dryland wheat

yield in Australia during the 1990s, which coincided

with the adoption of canola break crops and higher

applications of N fertilizer. Angus [18] suggested that

break crops controlled widespread root disease and

provided suitable conditions for a large yield response

to N fertilizer.

There have also been reports of improvements of

NUE in a single season by classical plant breeding [35]

or modification of single genes [36]. Genetic improve-

ments in N use efficiency are promising but it is not yet

clear whether they are consistent across environments

and seasons, and whether they are as cost effective as

the established and reliable improvements in crop

management.
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There is a widespread and recurring problem of

farmers applying more than the economically opti-

mum rate of N fertilizer. The problem was apparent

in Europe and the USA from at least the 1970s [20] and

the same pattern of overuse emerged in many other

countries, including China since the 1980s [37].

N fertilizer applied in excess of crop requirements is

sometimes called “insurance nitrogen” [38], implying

that farmers are prepared to pay for the excess provided

that the yield is maximized. Another explanation lies in

the concept of “farming styles” of van der Ploeg [39],

which interprets farming practices in relation to

farmers’ goals. Farmers who want to boast of the

highest district yields apply heavy inputs with little

regard for input costs and net profit. These competitive

individuals are uninterested in the profit-maximizing

paradigm of agricultural science. To reverse the pattern

of fertilizer overuse, it is important to redirect their

competitiveness to efficiency rather than yield.

The reason that overfertilization is more common

with N than other nutrients is not clear, but may be

related to the rapid and visible response by crops.

Within 5–10 days of N application, crops usually

become greener and taller, which gratifies farmers, at

least when they first observe the response. To this

extent, N fertilizer provides its own advertising. The

greener and taller fertilized crops may or may not yield

more than those that receive no additional fertilizer.

Reasons for a lack of yield response may be that the real

yield limitation is not N but some other limitation such

as water deficit, disease, deficiency of another nutrient,

frost, weeds, or herbicide damage. Since the 1990s, the

application rates of N fertilizer have been static or

falling in Europe and North America but crop yields

have continued to rise [40]. Apparently, farmers and

advisers in these regions are learning the lesson that the

previous rates were excessive and the time of applica-

tion was too early.
Phosphorus

Soil contains P as both soluble and insoluble inorganic

phosphates and in organic forms including phytates,

which make up more than 50% of the soil P. Fertilizer

P adds to the soluble pool that can be taken up by crops,

but the longer it remains in the soil the more is
precipitated as insoluble iron and aluminum com-

pounds in acid soil, or as insoluble calcium compounds

in alkaline soil. Soils vary in the speed with which they

precipitate soluble P, so soil tests are needed to measure

plant-available P and the optimum rate of P fertilizer

[8]. Tests of soil P and other nutrients based on ion

exchange resins often give closer relations with plant

uptake than other extraction methods [41]. Plant

P tests are not as useful as plant N tests because P is

applied at or before sowing.

Fertilizer management is designed to maximize and

prolong P availability to the crop. The most powerful

method is to include all the P in a band near the seed so

as to maximize plant access before the P becomes

unavailable due to precipitation. As with N fertilization,

it is important to supply only enough for the crop since

some of the excess P is likely to be precipitated. This

applies whether the fertilizer is in the solid or liquid

form. Liquid forms of P fertilizer are relatively more

effective than solid forms on alkaline soils because the

precipitated P is still partly available [42].

Most P in the soil is attached to clay particles and is

not readily leached from any but the sandiest soils.

Because most soil P is close to the surface it is

unavailable when the topsoil dries out, so fertilizer

injection below the surface can improve the efficiency

of uptake in dry environments [43]. Because of the

advantages of banding and deep placement, all the

P fertilizer needs to be applied at the time of sowing.

Potassium

Crops require a large supply of K but remove little in

grain. Most of the K taken up by plants remains in the

straw and returns to the soil when the straw decom-

poses or is burnt, provided the ash that remains after

burning is not blown away in the wind. Once in the soil,

K is not readily leached because of its positive charge

and tends to be used by crops with greater efficiency

than N or P. An exception is on soils that contain a large

proportion of 2:1 clay minerals, where K is strongly

fixed and becomes unavailable to roots.

Other Nutrients

The other nine nutrients commonly applied as fertil-

izers are not all discussed individually and the reader is
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referred to nutrient aspects by Mengel and Kirkby [21]

and fertilizer aspects by Tisdale et al. [8]. This section

discusses S and Zn because of their increasing

importance.

Sulfur is present in the soil as sulfate, which as an

anion is subject to leaching. Until the later part of the

twentieth century, it was inadvertently applied in many

regions. One form was in superphosphate, which was

used for its P content (9%) but supplied S (11%) as

well. The “high analysis” fertilizers, which largely

replaced superphosphate, contain relatively small

amounts of S. Another source of S for plants was

atmospheric deposition as oxides of S from smoke-

stacks, particularly on smelters of metal sulfides. This

source of S is also decreasing because smokestacks are

being fitted with “scrubbers” to reduce air pollution.

Fertilizer S will be increasingly needed to replace these

sources.

Zinc is important for not only increasing crop

growth, but also as an essential human nutrient that

is becoming seriously deficient. Zinc deficiency is wide-

spread in soils and plants, particularly in west and

south Asia [44], and methods and products are avail-

able in some countries to correct Zn deficiency [23].

Some, but not enough, compound fertilizers in devel-

oped countries include Zn but in many developing

countries, Zn is available only as zinc sulfate. Some-

times this expensive compound is diluted by unscru-

pulous retailers with salts that look similar, such as

ammonium sulfate, so the product is an ineffective

source of Zn (R.J. Buresh, 2011, personal

communication).

Much of the Zn content of plants is transferred

from the soil to plant roots by arbuscular mycorrhizal

fungi (AMF). The large surface area of AMF fila-

ments increases the ability of plants to explore the

soil for immobile nutrients such as Zn. AMF are

highly effective in soils with low nutrient status,

but the modern farming practices of high levels

of P fertilizer and growing brassica break crops

tends to reduce AMF activity and increase the need

for Zn fertilizer. Breeding plants for increased

Zn uptake from soil can be effective in the short

term but without supply of Zn fertilizer will exhaust

soil reserves and hasten the onset of severe

deficiency [45].
Fertilizer Recommendations and Decision

Support

Methods for prescribing the fertilizer amount evolved

from blanket recommendation provided by advisers,

meaning the same practice irrespective of fields or

seasons. Soil tests and nutrient budgets, as described

earlier, give more differentiated prognoses of response

can be used to develop “rules of thumb,” which are

usually accepted by busy farmers. Computer-based

decision support systems can take account of many

factors that are known to affect nutrient response but

are not as widely adopted as simple systems and rules of

thumb.McCown [46] concluded that adoption of deci-

sion support systems had not met the promise they

offered.

Fertilizers and Precision Agriculture

Precision agriculture is a set of principles that has

developed since the 1990s, aimed at managing crops

at a scale of several meters rather than as a whole field.

It relies on a global positioning system (GPS) that

estimates location with precision ranging from 4 to

0.02 m, spatial data about crop production such as

maps from a yield monitor, biomass images from

a satellite or aircraft, or spatial data about soil condi-

tions such as electrical conductivity [47]. Fertilizer can

be managed by precision agriculture by varying the

application rate according to the demand by the crop

and/or the supply from the soil in different zones in

a field. The farmer or adviser first prepares a prescrip-

tion specifying the fertilizer rate for each zone and

programs this in a computer carried in a tractor. This

computer continuously determines where the tractor is

located relative to the zones in the field, based on

signals from the GPS receiver, and controls an actuator

on the fertilizer implement that delivers the appropri-

ate rate of fertilizer in each zone.

Yield maps provide useful data for deciding on

fertilizer strategies and tactics. If one part of a field is

consistently low yielding and it has previously received

the same amount of fertilizer as the rest of the field,

then it is likely that soil nutrient levels have accumu-

lated. This pattern is common in the case of P fertilizer,

and provides evidence to reduce the application rate on

low-yielding zones. Variable applications of N fertilizer
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are a common use of yield maps. An example is in

response to natural variation in soil organic matter,

with additional N supplied to low-fertility zones [48].

Another example is in response to “unnatural” soil

variation due to land leveling, where “cuts” expose

subsoil containing low nutrient levels and “fills” consist

of additional amounts of topsoil that is relatively fertile.

In these examples, additional fertilizer is designed

to compensate for low soil nutrient status. If yield

variation is due to soil properties other than nutrient

status, then it may be inappropriate to compensate for

low yield withmore fertilizer and the best strategy is the

exact opposite, that is, to apply more fertilizer to zones

that consistently give the highest yields. An example of

this situation is when spatial yield variation is due to

the differences in the available soil water supply. Angus

et al. [49] investigated yield and crop response to

N across fields that varied in subsoil constraints of

salinity, sodicity, and high concentration of boron.

They showed that wheat yield and the crop response

to N fertilizer were greatest on parts of a field with the

least subsoil constraints, and yield responses to applied

N were least on zones with the most severe constraints.

Even in the absence of subsoil constraints, the soil

water-holding capacity can control yield of dryland

crops, and the highest rates of N fertilizer should be

applied to zones with large water-holding capacity

[50]. Spatial soil variation is often best measured by

electromagnetic induction, which directly measures

apparent electrical conductivity, which is a proxy for

other properties [51].

Where the response of a crop to fertilizer depends

on its N status rather than other soil conditions, an

optical sensor can provide useful information about

a static or on-the-go estimate of crop N status. Optical

systems using infrared sensors, such as the Greenseeker

[52] and N-Sensor [53], can estimate N status of crops

at a scale of about 1 m2 while mounted on a tractor or

fertilizer distributor, and can regulate the fertilizer rate

on-the-go. A simple system using a domestic digital

camera can provide equivalent information for a single

scene [54].

The previous examples applied when the spatial

yield patterns are consistent between years. A more

complex approach is needed when the fertilizer

response is inconsistent between zones and between

years. For example in a dry season, N fertilizer may
increase yield in low-lying, wet zones of a field but

reduce yield in hilly, dry zones. Conversely, in a wet

season, N fertilizer may be most effective in the hilly

zones. The best response to this situation is not clear.

One possibility is to examine yield maps for several

years and manage fertilizer for an average season.

Another is to delay the decision to apply fertilizer

until the seasonal pattern is apparent. It may also be

possible to minimize yield variation due to water

movement by land-forming and drainage.
Fertilizers in Organic Farming

Many consumers are prepared to pay premiums for

organically grown produce and a small proportion of

farmers want to supply food produced by one of the

organic farming systems. For certification of organic pro-

duce, the several organic farming systems generally

require nutrients to be applied as manure and

unprocessed minerals but not as processed fertilizer.

Application of sufficient manure can provide optimum

crop nutrition and until recently it was assumed that

there were no disadvantages to the nutrient relations of

organic farming. Research compiled by Kirchmann and

Bergström [55] shows that this assumption is invalid

because there is consistently more N leaching under

organic than conventional systems, apparently because

the soil N supply is not well synchronized with crop

N demand. These results suggest that the nutrient rela-

tions of organic farms may be less sustainable than con-

ventional farms. Many governments subsidize organic

farming systems and thus support unsustainable nutrient

management.

In another comparison of organic and conventional

farming systems, Fagerberg et al. [56] showed that

nutrient levels of the organic part of a split farm

remained adequate for several years after conversion

from conventional, but that later some nutrients

become depleted and productivity fell. The likely rea-

son was that these nutrients had accumulated during

several decades of fertilizer application before half the

farm was converted to organic farming.

Residual nutrients from previous fertilizer applica-

tion are not the only source of N in organic farming.

In parts of north America and western Europe, the

deposition of mineral N from the atmosphere con-

tributes a large part of crop requirement [20].
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The sources are ammonia emitted from manure in

intensive animal industries and nitrogen oxides emit-

ted from vehicles. Both sources of N originate from

industrial operations, so it is difficult to understand

how any farming conducted in such regions can be

designated as organic.

Some strands of organic farming propose applica-

tion of plant extracts and microbial preparations to the

soil to promote crop growth, and such products have

spread in the decades since there was regulation of

agricultural chemicals. Reports of the effectiveness of

some of these products were reviewed by Edmeades

[57], who concluded that they gave no significant yield

benefit when used as recommended. A manufacturer of

one such product objected to Dr. Edmeades’ comments

and took legal action against him inNewZealand courts.

Dr. Edmeades won the case but effectively lost his scien-

tific career and wasted a year enmeshed in the legal

system [58]. It is not clear how reputable science should

deal with claims that “alternative” products provide

production and environmental benefits out of all

proportion to their nutrient composition. Even if one

such product is proved to be ineffective and removed

from the market, it is likely that others will take its

place. A solution may be to strengthen consumer

protection laws so that manufacturers can be penalized

for making unsubstantiated claims.

Environmental Benefits of Fertilizers

Fertilizers provide environment benefit by increasing

soil organic matter in nutrient-deficient soils. For exam-

ple, superphosphate provided P and S for vast areas of

deficient soil in Australia, which provided that trigger for

biological nitrogen fixation by pasture legumes [59].

Even more spectacular increases in soil organic matter

came when micronutrient deficiencies were corrected

with fertilizers in the Western Australian sandplain.

These are the only positive environmental effects of

fertilizer and other effects are neutral or negative.

Pollution of Surface Water and Groundwater

When there is nitrate in the soil and the water supply

from precipitation and irrigation exceeds evaporation,

the nitrate will be leached and eventually enter the

groundwater. Levels of groundwater nitrate began to

increase in the second half of the twentieth century,
most notably in Europe and North America, and have

stubbornly remained high. For example, Johansson

and Gustafson [60] reported that after N-fertilizer

application to an arable field in southern Sweden was

discontinued, there was a delay of 20 years before the

concentration of subsoil nitrate decreased.

The best-known environmental damage from nutri-

ents is water pollution in lakes, rivers, and parts of the

ocean. The pollution causes hypoxia, algal blooms, and

death of pelagic fish in many water bodies, the largest of

which are the Gulf of Mexico [61], the Baltic Sea [62],

and the Yellow Sea [63]. The delay in affecting nutrient

levels in such water bodies is probably longer than for

groundwater, as shown by the constant levels of

dissolved N in the Baltic Sea 10 years after N fertilizer

usage almost stopped in the eastern Baltic countries

after the breakup of the Soviet bloc [62].

Both N and P from fertilizer contribute to pollution

of large water bodies but even if N from fertilizer were

not present, blue-green algae would be able to obtain

their N requirements from biological fixation. Other

evidence for the importance of P in water pollution is

that the size of the “dead zone” in the Gulf of Mexico is

more closely related to the discharge of P than of

N [64]. The source of nonpoint P pollution may not

be confined to fertilizer, and streambanks disturbed by

humans and grazing animals have the potential to

release soluble P into water bodies. A promising

method to reduce phosphate release into streams is to

exclude grazing animals from riparian strips.

Systems to limit nutrient pollution of water have

included fertilizer taxes and quantitative limits of

nutrient loading from both fertilizer and manure.

N fertilizer was taxed in Sweden for many years but

there was little change in the rate of N application to

crops. In the Netherlands, a system of nutrient

accounting of inputs and outputs limits the nutrient

balance of farms to reduce nutrient movement into

groundwater and streams [65]. A promising method

is to define sensitive zones, based on infiltration rate or

proximity to streams, where fertilizers are banned, lim-

ited, or taxed [66].

Intensive research continues on the nitrogen cascade,

a phrase that recognizes a chain of intended and

unintended consequences when reactive N moves on

land and in the air andwater. An example of coordinated

research in western Europe is given by Sutton et al. [67].
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Greenhouse Gas and Ammonia Emissions

Nitrous oxide (N2O) and N2 are released from soil into

the atmosphere by the processes of nitrification [68]

and denitrification [69]. N2O absorbs long-wave radi-

ation and remains in the atmosphere for a long time so

its greenhouse effect is much greater than that of CO2.

The International Panel on Climate Change estimates

the emission of N2O from agriculture as a percentage of

the N fertilizer applied. This approach takes no account

of nitrification and denitrification of non-fertilizer

sources, mainly from mineralization of organic N.

Since fertilizers provide about half of the N used for

food production, the contribution of the organic N to

N2O emission is probably underestimated. The most

promising strategy to reduce N2O loss are to minimize

waterlogging, since denitrification proceeds most rap-

idly in anaerobic conditions.

Gaseous loss of NH3 is greatest when ammonium

is on or near the surface of an alkaline soil, or in

the floodwater of rice. Windy conditions at the soil

surface also contribute to rapid loss. In the worst con-

ditions, the loss of fertilizer N can be up to 10–15%

per day [15], but the loss can be reduced or eliminated

by injecting ammonia-based fertilizers below the

soil surface, or, if topdressing is unavoidable, by apply-

ing fertilizer before forecast rain, so that the

granules are dissolved and transported below the soil

surface.

Soil Acidification

Ammonia-based fertilizers, including urea, acidify the

soil when protons are released during nitrification. Soil

pH falls more rapidly in light-textured and poorly

buffered soils than in heavy-textured and highly buff-

ered soils, but the process continues irrespective of soil

type. The consequence of acidification is reduced plant

growth, not because of the protons, but because of

increasing concentrations of aluminum and manga-

nese in the soil solution that accompany reduced pH.

The most common cure is to apply lime, which repre-

sents a deferred and indirect cost of N fertilizers and an

environmental cost since the reaction of lime on acid

soil releases CO2. A less common response is to apply

nonacidifying fertilizers such as those containing

nitrate, but these are more expensive than ammonia-

based products.
Does N Fertilizer Deplete Soil Organic Matter

(SOM)?

Until recently, there was a general belief that N fertilizer

had little or no effect on SOM but this was challenged

from analysis of soil data from the Morrow Plots,

a long-term experiment at the University of Illinois in

Urbana. Khan et al. [70] analyzed soil C and Mulvaney

et al. [71] analyzed soil N from these plots and came to

the startling conclusion that adding N fertilizer

decreased SOM, apparently because the N fertilizer

stimulated soil respiration. If true, this conclusion

would prove that the modern N fertilizer industry is

unsustainable.

Reid [72] and Powlson et al. [73] criticized these

interpretations of the Morrow data. Their criticism was

that the experiment had been confounded because the

plot that received a large N dose from 1965 to 2005 had

previously (1904–1966) received large annual doses of

manure that had built up SOM to very high levels. After

the manuring finished on that plot in 1967, the SOM

decreased simply because it was above the equilibrium

level for the environment, and not because of

N fertilizer. This is a strong argument because there is

ample evidence that soil maintains a high level of SOM

only if there is a constant input of organic matter to

offset soil respiration, and this material contains C, N,

P, and S at ratios close to that of SOM. Kirkby et al. [74]

surveyed data on SOM content and estimated that the

average C:N:P:S ratio of humus was 1000:80:20:14.

After manuring stops, the SOM decreases for many

decades until it returns to the equilibrium for the envi-

ronment [73]. The decrease in SOM in the Morrow

plots can be explained more by the oxidation of

manure than the effect of N fertilizer. The specific

criticisms by Reid [72] and Powlson [73] about the

confounded treatments have not been challenged after

3 years of debate on the subject [75] so it appears that

the concern about N fertilizer depressing SOM was

a false alarm.

Nutrient Transfer from Farmland to Natural

Terrestrial Environments

It has long been known that nutrients move from

farmland to natural environments on land, as well as

to freshwater and oceans, as described above. Pathways

for nutrient transfer are water, gas, dust, and wild
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animals [76]. Movement by water is likely to remain in

the stream system so is relatively unimportant for

transfer to terrestrial environments. The only nutrient

moved as gas is ammonia, and the main agricultural

source of which is housed animals rather than emis-

sions from fertilizer, although the original source of the

nutrients is mostly fertilizer.

Nutrient movement in dust has not been

widely discussed in the agricultural literature but is

of more interest for earth science. Nutrients move in

dust when wind lifts clay particles, which normally

contain a large proportion of organic matter [77].

When the wind abates, the particles may land

on another agricultural field where the nutrient trans-

fer is relatively unimportant, and in natural environ-

ment where the nutrients may cause environmental

damage.

The other source of nutrient transfer is through

animals. Where farmland is adjacent to natural vegeta-

tion, it is common to see wild animals grazing on crops

and pastures during the morning and evening and

retreating into the cover of bush during the day. Exam-

ples are deer in Europe and North America, kangaroos

in Australia, and birds almost everywhere. The obvious

attraction to animals of the margin between farm and

bushland is access highly nutritious feed on the farms

and cover in the natural vegetation. Nutrient transfer

occurs through urine and dung deposited in the

bushland. A consequence of nutrient enrichment of

natural vegetation from all sources is eutrophication

of the landscape, analogous to eutrophication of water

[78], with weedy annual plants competing with native

perennials. Nutrient transfer over short distances could

place limits on the development of mosaic farming

systems where farming and natural vegetation are

distributed through a landscape according to land

capability.
Human Health

Heavy metals can enter the human food chain from

fertilizer. Cadmium (Cd) is the most toxic and

is a contaminant in many phosphatic fertilizers [79].

When Cd is applied to a field it accumulates first

in crops, grazing animals, and then in the tissue of

people who consume the products. The most promis-

ing way of reducing Cd levels in fertilizer is by
manufacturing phosphatic fertilizer from sources of

rock phosphate that contain low levels of Cd [80].

Another supposed health hazard from fertilizer was

nitrate, but the concern turned out to be a false alarm.

From the 1940s until the 1990s, nitrate was believed to

cause blue-baby syndrome (methemoglobinemia)

because some cases of this disease that were associated

with groundwater containing high nitrate levels, and

this was the main reason for an official limit of 50 mg/L

of nitrate in drinking water. Evidence reviewed by

Addiscott [20] showed that nitrate at this concentra-

tion was harmless and that the original basis for this

limit was faulty because water containing high nitrate

concentrations also contained bacterial contamination,

which was the real culprit for methemoglobinemia.

There are however beneficial effects of fertilizers on

human health through micronutrients that are essen-

tial for human health. The best example is Zn, which is

widely deficient in the human diet. The World Health

Organization concluded that human Zn deficiency was

one of the most serious causes of poor health [81]. Low

levels and low bioavailability of Zn in human food are

the cause. Increased use of zinc fertilizer would be

a boon to human health, particularly to people who

rely on a vegetarian diet, since plant products contain

less Zn than meat. In view of the difficulty in correcting

Zn deficiency in crops, supplementation of human

food with Zn may be more effective [45].
Resource Availability

World food supply relies on increasing amounts of

nonrenewable resources to provide fertilizers. In the

case of N, the resource involved is energy, and about

1% of the world’s supply of fossil fuels is consumed in

its production. Production of all the other nutrients

depends on mining as well as relatively small amounts

of energy used in manufacture and transport.

The energy cost of producing N fertilizer has

decreased as technology improved. For example, the

amount of natural gas needed to synthesize ammonia

in the most efficient plants halved in the last 40 years of

the twentieth century, and by 2000 was within about

25% of the highest possible efficiency [2]. With

diminishing scope for improved efficiency and exhaus-

tion of natural gas, it is likely that the real cost of

N fertilizer will rise.
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The nutrient at greatest risk of exhaustion is

P. Cordell et al. [82] estimated that “peak phosphorus”

had been reached and that reserves would be exhausted

by 2030. This conclusion is based on the extrapolation

of sigmoid curves of production, similar to those used

to predict the exhaustion of crude oil reserves. Alter-

native approaches reviewed by Cornish [83] comes up

with estimates of reserves lasting at least until 2100,

based on current rates of extraction and the amounts

and quality or known reserves compiled by the US

Geological Survey. Whether the reserves will last for

30 or 100 years, there is increasing concern that P will

be the most limiting nutrient in the long term. The

most promising ways of prolonging supplies is to

reduce overuse of P fertilizer and find ways to minimize

phosphate fixation in soils. If exhaustion of P is as

imminent as the worst predictions, it will be necessary

to find ways of recycling at the important points of loss,

which are in food preparation and in human urine.

Recycling options are discussed by the Global Phos-

phorus Research Initiative [84].

Reserves of high-quality K fertilizers are likely to

outlast those of P and probably N [83]. One concern

about K supplies is that they are concentrated in the

hands of relatively few producers who could be in

a position to corner the market. Another concern is

that the largest reserves of K fertilizer in Canada

and Russia are remote from the regions of greatest

K deficiency in Asia.
Future Directions

Existing science and technology shows that crops can

respond reliably and profitably to fertilizers when used

cautiously. This involves applying fertilizer so that

the combined supply from fertilizer and the soil is

sufficient for, but does not exceed, crop requirement.

This principle has not penetrated far into farming

systems, and fertilizer management varies from gener-

ally inadequate applications in sub-Saharan Africa to

excess use of N in East Asia. Many farms in Europe

and North America have passed the period of excess

N use. However the efficiency of fertilizer use is still

generally low and improvement will require incremen-

tal research on farms to refine methods to apply fertil-

izer efficiently and in ways that are compatible with

farming systems. As farming systems change, as they
inevitably will, fertilizer management will have to

change also. The most promising methods are to

arrange fertilizer rate, time of application, spacing

and depth of placement to synchronize supply with

crop demand, and to adjust these parameters in rela-

tion to zones in the field and region. The methods will

have to be cost effective, so it will be important to

continue to develop methods to manage low-cost fer-

tilizers appropriately rather than resorting to high-cost

additives, whichmay have to be supported by subsidies.

Science should also critically evaluate and comment on

“alternative” fertilizer products and systems that make

outrageous claims and will lead to reduced food secu-

rity if widely used.

More fundamental science should be directed

to liberating the large amounts of unavailable soil

nutrients, while recognizing that release of these

bound nutrients will only delay the need for additional

fertilizer. The largest environmental improvements

related to nutrient overuse are likely to come from

research to increase fertilizer efficiency on farms. The

delay between conduct of farm-related research and its

benefits on a regional scale can be many decades [85],

so well-resourced field research needs to bemaintained.

Acknowledgments

Tony Good provided insights into fertilizer technology

and John Passioura and Mark Peoples made helpful

suggestions about the article.

Bibliography

Primary Literature

1. Stewart WM, Dibb DW, Johnston AE, Smyth TJ (1995) The

contribution of commercial fertilizer nutrients to food produc-

tion. Agron J 97:1–6

2. Smil V (2001) Enriching the earth. Fritz Haber, Carl Bosch, and the

transformation of world food production. MIT Press, Cambridge

3. www.fao.org/waicent/portal/statistics_en.asp

4. Bumb BL (1995) World nitrogen supply and demand: an over-

view. In: Bacon PE (ed) Nitrogen fertilization in the environ-

ment. Marcel Dekker, New York, pp 1–40

5. Dobermann A, Fairhurst T (2000) Rice: nutrient disorders and

nutrient management. PPI and IRRI, Singapore/Los Baños

6. Bar-Tal A, Yermiyahu U, Beraud J, Keinan M, Rosenberg R,

Zohar D, Rosen V, Fine P (2004) Nitrogen, phosphorus, and

potassium uptake by wheat and their distribution in soil fol-

lowing successive annual compost applications. J Environ

Qual 33:1855–1865

http://www.fao.org/waicent/portal/statistics_en.asp


805Fertilizer Science and Technology
7. Bown SR (2007) A most damnable invention. Dynamite, nitrates

and the making of the modern world. Penguin, London

8. Tisdale SL, Nelson WL, Beaton JD, Havlin JL (1993) Soil fertility

and fertilizers. Macmillan, New York

9. World Bank (2008) Agriculture for development. World Bank,

Washington, DC

10. Sanchez PA (2002) Soil fertility and hunger in Africa. Science

295:2019–2020

11. Angus JF, Fazekas de St. Groth C, Tasic RC (1990) Between-

farm variability in yield response to inputs of fertilizers and

herbicide applied to rainfed lowland rice. Agric Ecosyst Envi-

ron 39:219–234

12. Angus JF, Marquez DA, Tasic RC (2004) Diagnosing

variable nutrient deficiencies in rainfed lowland rice using

strip trials. In: Fourth international crop science congress,

Brisbane. http://www.cropscience.org.au/icsc2004/poster/4/

1/2/678_angusjf.htm

13. www.icis.com

14. Freney JR (1997) Strategies to reduce gaseous emissions of

nitrogen from irrigated agriculture. Nutr Cycl Agroecosyst

48:155–160

15. Peoples MB, Freney JR, Mosier AR (1995) Minimizing gaseous

losses of nitrogen. In: Bacon PE (ed) Nitrogen fertilization in

the environment. Marcel Dekker, New York, pp 565–602

16. Martens DA, Bremner JM (1997) Inhibitory effects of fungicides

on hydrolysis of urea and nitrification of urea nitrogen in soil.

Pesticide Sci 49:344–352

17. Chen D, Freney JR, Rochester I, Constable GA, Mosier AR,

Chalk PM (2007) Evaluation of a polyolefin coated urea (Meis-

ter) as a fertilizer for irrigated cotton. Nutr Cycl Agroecosyst

81:245–254

18. Angus JF (2001) Nitrogen supply and demand in Australian

agriculture. Aust J Exp Agric 41:277–288

19. Cottrell R (1987) The sacred cow: the folly of Europe’s food

mountains. Grafton, London

20. Addiscott TM (2005) Nitrate, agriculture and the environment.

CABI, Wallingford

21. Mengel K, Kirkby EA (2001) Principles of plant nutrition.

Kluwer, Dordrecht

22. Cakmak I, Yilmaz A, Kalayci M, Ekiz H, Torun B, Erenoglu B,

Braun HJ (1996) Zinc deficiency as a critical problem in wheat

production in central Anatolia. Plant Soil 180:165–172

23. Alloway BJ (2004) Zinc in soils and plant nutrition. Interna-

tional Zinc Association, Brussels, http://www.zinc-crops.org/

library_general_zni_publications.html

24. Russell CA, Dunn BW, Batten GD, Williams RL, Angus JF

(2006) Soil tests to predict the response of rice to fertiliser

nitrogen. Field Crops Res 9:286–301

25. Webster R, Oliver MA (2007) Geostatistics for environmental

scientists. Wiley, Chichester

26. Myers RJK (1984) A simple model for estimating the nitrogen

fertilizer requirement of a cereal crop. Fertilizer Res 5:95–108

27. Angus JF (1995) Modelling N fertilization requirements for

crops and pastures. In: Bacon PE (ed) Nitrogen fertilization

and the environment. Marcel Dekker, New York, pp 109–127
28. Sinclair TR, Park WI (1993) Inadequacy of the Liebig limiting-

factor paradigm for explaining varying crop yields. Agron

J 85:742–746

29. van Herwaarden AF, Farquhar GD, Angus JF, Richards RA,

Howe GN (1998) ‘Haying-off’, the negative grain yield

response of dryland wheat to nitrogen fertiliser. I. Biomass,

grain yield and water use. Aust J Agric Res 49:1067–1081

30. Ellen J, Spiertz JHJ (1980) Effects of rate and timing of nitrogen

dressings on grain yield formation of winter wheat

(T. aestivum L.). Fertilizer Res 1:177–190

31. Angus JF, Fischer RA (1991) Grain and protein responses to

nitrogen applied to wheat growing on a red earth. Aust J Agric

Res 42:735–746

32. De Datta SK (1987) Advances in soil fertility research and

nitrogen management for lowland rice. In: Efficiency of nitro-

gen fertilizers for rice. International Rice Research Institute, Los

Baños, pp 27–41

33. Fujisaka S (1993) Were farmers wrong in rejecting

a recommendation? The case of nitrogen at transplanting for

irrigated rice. Agric Syst 43:271–286

34. Peng S, Cassman KG (1998) Upper thresholds of nitrogen

uptake rates and associated N fertilizer efficiencies in irrigated

rice. Agron J 90:178–185

35. Mi G, Tang L, Zhang F (2000) Is nitrogen uptake after anthesis

in wheat regulated by sink size? Field Crops Res 68:183–190

36. Good AG, Johnson SJ, De PauwM, Carroll RT, Savidov N, Vidmar

J, Lu Z, Taylor G, Stroeher V (2007) Engineering nitrogen use

efficiency with alanine aminotransferase. Can J Bot 85:252–262

37. Ju X, Liu X, Zhang F, Roelcke M (2004) Nitrogen fertilization,

soil nitrate accumulation, and policy recommendations in

several agricultural regions of China. Ambio 33:300–305

38. Mitsch WJ, Day JW Jr, Gillliam JW, Groffman PM, Hey DL,

Wang N (2001) Reducing nitrogen loading to the Gulf of

Mexico from the Mississippi River Basin: strategies to counter

a persistent ecological problem. Bioscience 51:373–388

39. van der Ploeg JD (1994) Styles of farming: an introductory note

on concepts and methodology. In: van der Ploeg JD, Long

A (eds) Born fromwithin: practices and perspectives of endog-

enous rural development. van Gorcum, Assen, pp 7–30

40. Fischer RA, Byerlee D, Edmeades GO (2009) Can technology

deliver on the yield challenge to 2050? FAO, Rome, ftp://ftp.

fao.org/docrep/fao/012/ak977e/ak977e00.pdf

41. van Raij B, Quaggio JA, da Silva NM (1986) Extraction of

phosphorus, potassium, calcium, and magnesium from soils

by an ion-exchange resin procedure. Commun Soil Sci Plant

Anal 17:547–566

42. Holloway RE, Bertrand I, Frischke AJ, Brace DM,McLaughlinMJ,

Shepperd W (2001) Improving fertilizer efficiency on calcare-

ous and alkaline soils with fluid sources of P, N and Zn. Plant

Soil 236:209–219

43. Cornish PS (1987) Effects of direct drilling on the phosphorus

uptake and fertilizer requirements of wheat. Aust J Agric Res

38:775–790
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Glossary

Coding sequence The part of a gene which determines

the sequence of the protein product

Domain A region of a protein which forms a distinct

3-D structure, and will often form this structure

even when separated from the rest of the protein

Genetic engineering Introduction of a specific DNA

sequence into an organism by artificial means

Insect orders Lepidoptera=butterflies and moths;

diptera=flies; coleoptera=beetles; hemiptera/

homoptera=sucking insects such as aphids

Mutagenesis Alteration to a DNA sequence, often

resulting in alteration to the sequence of a protein

which the DNA specifies

Oligomerization Formation of polymers containing

a relatively low number of repeating units
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Proteolysis Introduction of breaks in the chain of

amino acids making up a protein by a proteinase

Transgenic Organism into which a gene has been

introduced by genetic engineering technology
Definition of the Subject

Genetic engineering of crops for insect resistance is the

introduction of specific DNA sequences into crop

plants to enhance their resistance to insect pests. The

DNA sequences used usually encode proteins with

insecticidal activity, so that in plants which contain

introduced DNA, an insecticidal protein is present.

However, other strategies to improve plant defenses

against insects have been explored. Genetically

engineered crops that are protected against major

insect pests by production of insecticidal proteins

from a soil bacterium, Bacillus thuringiensis, have

become widely used in global agriculture since their

introduction in 1996.
Introduction

Twenty years have elapsed since the first publications

describing transgenic plants, which showed enhanced

resistance to insect herbivores, as a result of the expres-

sion of a foreign gene encoding Bacillus thuringiensis

(Bt) toxin [1–3]. In the intervening years, crops

expressing these toxins have become widely used in

global agriculture, and have led to reductions in pesti-

cide usage and lower production costs [4] At the same

time, the predictions made by lobby groups supporting

“organic” crop production, that irreversible environ-

mental damage would be caused by genetically

engineered (GE) crops resistant to insect pests, have

not been realized [5]. Despite all the controversy that

GE crops have caused in many countries, it is difficult

to dispute that the use of this technology to combat

insect pests has had a positive impact on global

agriculture.

This entry has two aims: first, to provide a summary

of how and why Bt toxins have become the insect

resistance genes of choice for commercial GE crop

applications, and to anticipate some further develop-

ments of this technology; second, to consider some of

the other approaches to engineering insect resistance in
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plants, and to assess their potential for future develop-

ment in the development of sustainable agriculture.
Insecticidal Proteins from Bacillus thuringiensis

The presence of insecticidal toxins in the soil bacterium

Bacillus thuringiensis (Bt) has enabled both the bacteria

themselves, and genes derived from them, to be

exploited as plant protectants. The toxicity is almost

invariably based on proteins produced during sporula-

tion of the bacteria, which form crystalline deposits

associated with the spores. The insecticidal Bt proteins

are encoded by genes present on plasmids, and the

presence of these plasmids is the main feature which

distinguishes Bt from other spore-forming bacilli [6].

Preparations of Bt spores have been used since the

1920s as a conventional, spray insecticide (and, as

a “natural” product, are approved for use in organic

agriculture), but their efficacy in the field is limited by

inactivation and low persistence.

The ecological niche occupied by Bt appears to be

simple to define. The life cycle starts with a spore and

associated crystalline protein body which may be present

in the soil. On being eaten by an insect, the protein

deposit associated with the spore is dissolved and

digested, converting the crystalline protoxin to an active

toxin. The insect is then killed, and the carcass provides

nutrients for the growing bacteria, which multiply rap-

idly. When the insect carcass is exhausted, the bacteria

sporulate; the spores are dispersed, and the cycle

recommences. However, this cycle is clearly too simplis-

tic, as the target insects for Bt toxins are only rarely soil

dwellers, and the dose of spores required to kill an

insect larva is too large for dispersed spores to have

much effect. Although Bt is widely distributed, levels of

the bacterium in soils are generally too low to have any

effect on insects, and spraying plants with spores does

not result in persistent protection as a result of the

establishment of a high bacterial population. The spe-

cies has been described as an opportunistic pathogen,

which has evolved the sporulation mechanism as

a “backup” system to ensure its survival under unfa-

vorable conditions [7]. Bt is naturally present in the

phylloplane, as well as in soil, and has been detected on

cabbage foliage [8], and in vegetative form on clover [9]

at low levels, without any insecticidal effect. However,

the insecticidal characteristic must be of benefit to the
bacterium, since most of the insecticidal proteins are

encoded by plasmids, and the plasmids are maintained

in the Bt population as a whole, despite the obvious

metabolic costs of producing large quantities of spore-

associated proteins. Not only are toxin-encoding plas-

mids maintained, but there is also a huge reservoir of

diversity in the toxins themselves, and much effort has

been put into screening bacterial isolates for strains of

Bt with novel pesticidal activities [10].

Bt toxins are now classified on the basis of amino

acid sequence similarity (an earlier classification system

based on pesticidal activity has been superseded), in

a systematic hierarchical system [11]. For the purposes

of this contribution, only the major distinctions need

be considered. There are four types of insecticidal pro-

teins produced by Bt :

1. Proteins associated with Bt spores, usually as crys-

talline deposits; three domain structure; single

toxins; designated by the symbol Cry

2. Proteins associated with Bt spores, usually as crys-

talline deposits; binary toxins and other similar

proteins, including truncated versions of three-

domain toxins; also designated by the symbol Cry

3. Proteins associated with Bt spores, usually as crys-

talline deposits; single domain structure; cytolytic;

single toxins; designated by the symbol Cyt

4. Proteins expressed vegetatively by Bt; single chain

and binary toxins; designated by the symbol Vip

Each type of toxin is subdivided (on the basis of

sequence similarity) into families (number; same

number �45% sequence identity) and then further

subdivided using capital letters (same letter �78%

sequence identity), small letters (same letter �95%

sequence identity) and numbers successively. The

resulting system yields designations for specific toxins

such as Cry1Aa. A single Bt strain can produce spores

which contain only a single toxin, or a complex mix-

ture, such as the Bt subspecies israelensis, whose spores

contain Cry4Aa, Cry4Ba, Cry10Aa, Cry11Aa, Cyt1Aa,

and Cyt2Ba toxins [12].

All four types of proteins have been proposed for

use as crop protection agents, although Cyt toxins have

not as yet been used in commercial insect-resistant

transgenic plants, and three-domain Cry toxins are by

far the most commonly used type. Cry and Cyt toxins

belong to the class of proteins referred to as bacterial
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pore-forming toxins, and show structural similarity to

the a-helical and b-barrel groups of toxins, respectively
(where a-helical and b-barrel refer to the structures of

the membrane-spanning parts of the toxin; reviewed by

Parker and Feil [13]).These pore-forming toxins show

common features of activity; they are produced as

water-soluble proteins, and interact with specific recep-

tors on cell surfaces, often after proteolytic activation

by host proteinases. Binding to cell surfaces triggers

a conformational change leading to oligomerization,

which allows insertion into the cell membrane through

promotion of a fluid, partially denatured structure.

Insertion of the toxin into the membrane can either

cause cell death directly, or result in effects on intracel-

lular metabolism which lead to cell death.
How Do Bt Toxins Work?

Three-Domain Cry Toxins

The mechanism of action of the “conventional” three-

domain Cry toxins is now well understood, and can be

divided into four stages:
Protoxin Activated t

Ingestion
Proteolysis

Foregut MalpMidgut

Genetic Engineering of Crops for Insect Resistance. Figure

Action of Bt toxins on the insect gut epithelium. Death of inse

death) and proliferation of gut microflora
1. Solubilization of the protoxin, and proteolytic acti-

vation by proteinases in the insect gut to produce

active toxin

2. Interaction of the toxin with one or more receptors

on cell surfaces in the insect gut epithelium

3. Oligomerization of the toxin

4. Insertion of the oligomerized toxin into cell mem-

branes, leading to the formation of open pores, and

cell death (see Fig. 1)

Following the pioneering work of Ellar’s group [14]

tertiary structures of six different three-domain Cry

toxins are known – Cry1Aa [15], Cry2Aa [16],

Cry3Aa [14], Cry3Bb [17], Cry4Aa [18], and Cry4Ba

[19]; whereas most structures are for the active form,

the structure of Cry2Aa includes the N-terminal pro-

region. These toxins all show a high degree of structural

similarity, and thus the formulation of a general model

for their mode of action is justified. The three domains

present in the active forms of these proteins are desig-

nated I, II, and III, and are normally contained in

a single polypeptide of approximately 600 amino acid

residues (in some cases proteolytic cleavages are
oxin Toxin binds to brush border 
membrane of microvilli of midgut 
epithelial cells; insertion of toxin 
into membrane forms an open pore 
leading to collapse of ionic 
gradients across cell membrane and
leakage of components

Hindgut

a

b

c

ighian tubules

1

ct results from disintegration of gut epithelium (due to cell
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present within the active three-domain structure as

a result of protoxin activation, resulting in multiple

polypeptides making up the toxin, but the overall

three-domain structure is conserved.). While conser-

vation of structure and sequence is observed in the

active forms of three-domain toxins, many toxins are

synthesized with C-terminal extensions, which are var-

iable in sequence between Bt strains, and in length

between Cry families. The presence of C-terminal

extensions leads to a large degree of heterogeneity in

the size of the protoxins present in bacterial spores,

with sizes ranging from approximately 600 amino

acids (similar to the active toxin) to approximately

1,200 amino acids. These C-terminal extensions are

not required for toxin function, and are removed dur-

ing toxin activation, although their removal is not

sufficient for toxicity to be shown. They are thought

to play a role in the formation of crystalline inclusions

in the bacterium during the spore-forming process.

The three domains of the active toxin are clearly

distinguished in their structures.

1. Domain I, approx. 260 aa, contains seven a-helices,
of which six are amphipathic and one hydrophobic.

This structure is typical of pore-forming toxins,

with the hydrophobic and amphipathic helices

being responsible for membrane insertion and

pore formation. The hydrophilic sides of the

amphipathic helices form the surface lining the

pore, so that polar species such as ions are able to

cross the membrane.

2. Domain II, approx. 170 aa, forms a “b-prism”

structure, with three b-sheets, and exposed loops

on its surface.

3. Domain III, approx. 160 aa, has a compact structure

with two anti-parallel b-sheets in a “jellyroll” for-

mation, and is structurally similar to carbohydrate-

binding domains such as the cellulose-binding

domain in cellulases [20]. A general model for

three-domain toxins is shown in Fig. 2.
The Proteolytic Activation Process Ingestion of the

Cry protoxins by the insect leads to solubilization of

the proteins, and exposure to digestive proteinases in

the insect gut. Although removal of the C-terminal

protoxin region occurs at this stage, the essential step

in protoxin activation is the proteolytic cleavage and
removal of an N-terminal peptide, which varies from

approx. 25–60 amino acids in different Cry proteins.

A non-activatable Cry1Acmutant toxin could not form

pores in insect membrane vesicles derived from gut

epithelial cells [21], and it is thought that the

N-terminal peptide “masks” a region of the toxin

involved with interaction with receptors [16]. The acti-

vated toxin is fairly resistant to further proteolytic

cleavage, which enables it to survive long enough in

the gut to reach its site of action, the gut epithelial

surface (Fig. 1).

This summary overlooks a number of factors

which contribute to toxicity. First, the location of the

proteolysis may be important, since many insects,

such as diptera (flies), carry out digestion in the fore-

gut, which is chitin-lined and does not contain epi-

thelial surfaces, or even outside the insect altogether,

by secreted saliva or regurgitated gut contents. Under

these circumstances, the toxin will need to be more

resistant to proteolysis, or more effective, since the

time between activation and reaching the site of action

will be longer. Secondly, gut conditions vary signifi-

cantly between insects from different orders, or even

within orders; in general, larvae of lepidoptera (moths

and butterflies) have a highly alkaline midgut environ-

ment (pH 10–11 in many major crop pests), whereas

larvae of coleoptera (beetles) have an acidic gut

environment (pH approx. 5 for many species). These

differences in conditions will affect both the activation

and survival of the protein, although they may be less

relevant to steps taking place at the gut surface, where

there is a separation from the gut lumen by the

peritrophic membrane (a macroscopic porous chi-

tin-based structure) and by lipids sloughed off from

the gut surface. Finally, the nature of the digestive

enzymes present in the insect gut differs considerably

between different orders; whereas most insects use

serine proteinases with an alkaline pH optimum as

their major endoproteinases, many coleopteran larvae

use cathepsin-type cysteine proteinases with an acidic

pH optimum (similar to lysosomal proteinases).

On the other hand, protoxin activation does not

appear to be very sequence specific. Many lepidop-

teran-specific Cry proteins can be activated in vitro

by mild treatment of the protoxin with bovine trypsin,

yielding products that appear to be similar to

those formed in vivo. This suggests that it is the
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Model structure for three-domain Bt toxins. Ribbon diagram showing backbone structure of Bt toxin Cry1Aa (PDB 1ciy;

[15]); structure of active toxin shown. The three domains are color coded: domain I, silver; domain II, orange, domain III,

green. Features as shown on diagram
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three-dimensional structure of the protoxin that

determines where proteolysis takes place, unless forc-

ing conditions are used.

Interactions with Receptors Proteins to which Cry

proteins bind in the insect gut are termed “receptors,”

although the specificity of interaction is determined

by the Cry protein itself, and the ligands to which

it binds do not show the properties of receptors

as normally understood. Binding takes place on

the microvillar membranes of the cells forming the

midgut epithelium, and involves interactions with rel-

atively abundant proteins, either attached to the cell

membrane by glycosylphosphatidyl-inositol (GPI)-

anchors, or integral to the membrane with large extra-

cellular domains. The overall process is summarized

in Fig. 3.

Methods for identifying receptors to which Cry

proteins bind have largely been based on
immunoblotting of proteins prepared from brush bor-

der membrane vesicles (BBMV). This method is not

a good mimic of conditions in vivo, and may result in

interactions with lower affinity, or which are dependent

on protein conformations maintained by membranes,

not being observed. Nevertheless, the major binding

partners for Cry proteins which have been identified

show binding when assayed as purified proteins, and as

components of BBMVs, with binding constants in the

range 1–100 nM.

The initial identification of membrane-anchored

aminopeptidase N [23] and an integral membrane

cadherin-like protein designated Bt-R1 [24] as Cry1A

toxin receptors in lepidopteran insects has been

supplemented more recently by identification of

a 270 kDa glycoprotein [25] and alkaline phosphatase

(membrane anchored; [26]) as additional potential

receptors. Alkaline phosphatase appears to be the

major receptor in mosquitoes [27]. A recent proteomic
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analysis has identified further potential receptors, such

as V-ATP synthase subunit 1 [28]. However, this anal-

ysis also showed binding to actin, which could not be

present at the cell surface, showing that results from

blotting experiments need to be interpreted critically.

Functional roles as “receptors” for aminopeptidase

N and cadherin Bt-R1 in Cry protein toxicity are

supported by numerous studies. Strains of lepidop-

teran insects resistant to Cry1 toxins have been identi-

fied which showmutations in the gene encoding Bt-R1,

leading to the production of a truncated cadherin

lacking the extracellular domains [29, 30]. The corre-

lation with loss of function of cadherin with loss of

susceptibility to Cry toxins suggests that binding to the

extracellular domains of cadherin is a necessary step for

toxicity. Binding of Cry1A toxin to the cadherin extra-

cellular domains has been demonstrated in vitro, and

the binding regions have been identified in some

detail [31]. Both gain-of-function and loss-of-function

assays have been used to provide further evidence for

involvement of cadherin in toxicity; when transiently

expressed in mammalian cells that were not normally

susceptible to Cry toxin, Bt-R1 genes from silkworm

conferred sensitivity to Cry1A toxins [32]; whereas

suppression of cadherin expression by RNA interfer-

ence in tobacco hornworm (Manduca sexta) decreased

sensitivity to Cry1Ab toxin [33]. In the case of amino-

peptidase N, similar correlations between resistance to

Bt toxin and lack of expression of specific isoforms of

the protein have been observed [34], but more direct

evidence has come from downregulation of aminopep-

tidase by RNA interference using double-stranded

RNA. This technique has been carried out in lepidop-

teran larvae, giving decreased sensitivity to Cry1C

toxin [35], and in lepidopteran cell cultures, giving

decreased sensitivity to Cry1Ac [36]. A gain of function

experiment in which transgenic fruit flies (Drosophila)

expressing lepidopteran aminopeptidase N became

sensitive to the lepidopteran-specific toxin Cry1Ac

[37] showed elegantly and convincingly that this receptor

plays a key role in toxicity. Binding to aminopeptidase

N involves interaction of Cry toxins with the carbohy-

drate side-chains of the protein [38, 39], with specificity

toward GalNAc residues being shown (this sugar

can inhibit binding; [40]). Binding to carbohydrate

facilitates subsequent protein–protein interactions,

which are thought to be necessary for toxicity [41].
Functional evidence for alkaline phosphatase acting as

a Cry toxin receptor has again been provided by cor-

relative observations, in that insect lines resistant to

Cry1Ac toxins have lower alkaline phosphatase levels

than susceptible lines [26]. Interactions with protein-

bound carbohydrate also seem to be involved in the

binding of Cry toxins to alkaline phosphatase.

The roles of the different domains of Cry proteins

in the interaction with receptors are clearly distin-

guished. Despite the presence of the N-terminal

propeptide which must be removed for activity,

domain I plays little or no role in the interaction with

receptors, whereas domain II is responsible for most

protein–protein interactions (see Fig. 2), and domain

III is responsible for binding to carbohydrates. This

division of roles is consistent with the observation

that a single toxin can interact with more than one

type of “receptor”; for example, Cry1Ac interacts with

both Bt-R1 and aminopeptidase N [22]. The protein–

protein interactions mediated by domain II have been

localized to variable loop regions on the surface of the

domain, whereas the carbohydrate-binding region of

domain III is a typical binding site cleft, which is

spatially well-separated from the domain II loops.

Oligomerization Oligomerization is a common fea-

ture in bacterial pore-forming toxins, and Cry proteins

appear to conform to the model, with the formation of

oligomeric structures (probably tetramers) observed

for toxins from the Cry1 and Cry3 families. Mutants

of the Cry1Ab protein that have impaired oligomeriza-

tion ability, but bind to the receptor, show much

reduced toxicity or no toxicity toward lepidopteran

larvae [42]. Similarly, monomeric Cry proteins have

much lower intrinsic pore-forming abilities on syn-

thetic membranes than oligomerized preparations

[43]. Oligomerization is promoted by binding to a

receptor; in the case of Cry1Ab protein binding to the

cadherin Bt-R1 receptor, this process involves an addi-

tional proteolytic cleavage at the N-terminal end of the

protein, in domain I [44]. The proteolytic cleavage,

carried out by host enzymes, may aid the oligomeriza-

tion process. The importance of oligomerization

in promoting toxicity has been shown by two comple-

mentary studies. First, a peptide corresponding to the

region of cadherin to which Cry1A binds has been

shown to act as a synergist, increasing the toxicity of
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Cry1A toward lepidopteran larvae [45], presumably as

a result of the binding between the peptide and Cry1A

promoting oligomerization of the toxin prior to inter-

action with the gut epithelium. Secondly, mutants of

Cry1Ab toxin have been produced which contain dele-

tions corresponding to the proteolysis in helix 1 of

domain I which occurs on binding to cadherin. These

mutated toxins form oligomers in the absence of

cadherin binding, and are effective against insects that

have cadherin expression suppressed, or which have

a cadherin mutation which leads to resistance to

unmodified toxin [33]. These results have led to

a current view that cadherin is the primary receptor

for Cry toxins, since it is necessary to promote oligo-

merization, with other molecules taking the role of

“secondary receptors” [33].

Insertion into the Cell Membrane The oligomeric

Cry protein must partially unfold in order for the pore-

forming domains (domain I) to insert into the mem-

brane. In the case of bacterial pore-forming toxins

active against mammalian cells, this partial denatur-

ation process is stimulated by acidic pH at the cell

surface [13]. A similar mechanism could occur with

Cry proteins active against lepidopteran insects,

although the gut pH is very alkaline; the partial dena-

turation could still be triggered by a decrease in pH at

the cell surface. The pH optimum for aminopeptidase

N in lepidopteran larvae (8.0; [46]) is at least 2 pHunits

less than bulk gut content pH (>10), suggesting that

a decrease in pH occurs near the cell surface. The

involvement of lipid rafts, microdomains which are

less fluid than the membrane as a whole, in pore for-

mation has been suggested [47]. However, membrane-

anchored proteins are selectively associated with these

lipid rafts, and it is not clear whether lipid rafts are

necessary for pore formation, or whether their involve-

ment is a result of the presence of receptors. The

trans-membrane cadherin-like Bt-R1receptor is not

associated with lipid rafts.

A current model for pore formation by Cry1A

toxins suggests that interaction with two receptors is

necessary; an initial binding step with the cadherin-like

Bt-R1 receptor leads to toxin oligomerization, followed

by interaction of the oligomer with the aminopeptidase

N receptor and insertion into the membrane [22, 48].

While this model is plausible, the details of the
mechanism of toxicity must differ for different toxins,

and a “two-receptor” model should not be assumed to

be generally applicable. The gain of function experi-

ments described above show that only one receptor is

necessary for toxicity to be shown, and only a few

lepidopteran-specific Cry toxins have been shown to

interact with cadherin-like proteins [49]. If the major

determinant of Cry protein toxicity is the assembly of

oligomeric complexes at the surface of cells in the gut

epithelium, then this requirement can be met in diverse

ways, involving different “receptor” proteins to localize

the toxin and promote oligomerization (although the

interaction is always likely to involve the most abun-

dant proteins at the cell surface). A “global” diversity of

interactions is not inconsistent with specificity when

interactions between specific toxins and hosts are

considered.

Once the insertion of Cry toxin into the cell mem-

brane leads to pore formation, the gut epithelial cell

is unable to maintain its internal solute balance, as

the open pore allows free exchange of ions and other

small molecules between the gut lumen and the cyto-

plasm. The cytoplasm of gut cells has markedly differ-

ent concentrations of ions (including H+) than the gut

lumen; this difference in concentrations is used to drive

active transport processes, such as amino acid trans-

port [50]. Free movement of ions thus causes massive

disruption to cell physiology, leading to death.

The leakage of cell contents also causes proliferation

of gut microflora, so that dying insects show massive

bacterial infection of collapsing gut tissue. Cry proteins

may also produce toxic effects through interference

with signaling pathways. Binding of Cry1Ab to the

transmembrane Bt-R1 receptor has been shown to acti-

vate a G-protein-mediated intracellular signaling path-

way, resulting in the formation of cAMP by adenylyl

cyclase, and activation of protein kinase A [51].

This process led to cytological changes typical of

Bt toxin activity.
Binary Cry and Vip Toxins

The binary Cry toxins are exemplified by toxins active

against corn rootworm [52]. These toxins are only

active as a combination of two proteins, designated as

families Cry34 (14 kDa protein) and Cry35 (44 kDa

protein). The two proteins are the product of a single
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operon in the commonly used Bt strains. The binary

toxin acts on the insect gut epithelium, and leads to

swelling and vesicle production from epithelial cells,

resulting in the disappearance of microvilli, and exten-

sive disruption of the epithelium. However, it is not

clear whether these symptoms are solely a result of

open pore formation, or whether other modes of tox-

icity, such as ADP-ribosylation (see below) are occur-

ring. No structural information on these proteins is

available at present. There is evidence that the 44 kDa

toxin protein Cry35 is evolutionarily related to an

insecticidal toxin from Bacillus sphaericus [53]. The

B. sphaericus toxins have received some attention due

to their toxicity toward mosquitoes and other dipteran

insects. They also bind to membrane-anchored recep-

tors (a-glucosidase, in the case of the mosquito Culex

pipiens [54]) and cause disruption of the gut epithe-

lium [55]. However, their detailedmechanism of action

is not known. Like Cry34/35, the B. sphaericus proteins

are binary toxins, although in this case one component

does show limited activity in the absence of the other.

The designation of the corn rootworm binary Bt toxin

by the symbol Cry obscures the fact that these toxins

have little in common with the three-domain toxins,

besides being found in crystalline deposits in Bt, and

being insecticidal as a result of acting on the insect gut

epithelium.

The Bt insecticidal Vip1/2 proteins (active against

corn rootworm) are also binary toxins with similarity

to the B. sphaericus toxins [56]. The mechanism of

action of Vip1/2 toxins involves ADP-ribosylation

by the active component, which disrupts actin poly-

merization in cellular microfilaments, similar to other

bacterial ADP-ribosylating toxins such as botulinum

toxin [57]. The inhibition of actin polymerization

leads to massive disruption of cellular functions. The

Vip1Ac binding component of the binary toxin inter-

acts with membranes to form oligomeric channels,

allowing the active component to gain access to the

cell cytoplasm [58].

A further class of Vip proteins, Vip3, (active against

lepidoptera) has been identified; these protein are sin-

gle chain toxins which lyse insect gut cells by pore

formation in membranes, and have no sequence simi-

larity to Vip1/2 [59, 60]. Vip3 binds to brush border

membrane vesicles prepared from target insect gut

epithelial cells, but does not bind to the same receptors
as Cry1 and Cry2 proteins [61]. Binding to 80 and

100 kDa membrane proteins is observed in ligand

binding experiments [62], but these receptors have

not been characterized. These proteins are promising

candidates for further development; chimeric toxins

containing regions from different Vip3 toxins have

been produced and show extended ranges of toxicity

toward lepidopteran pests [63].
Cyt Toxins

The cytolytic Cyt toxins, also found in crystalline inclu-

sions in some Bt strains, are single polypeptides,

of approx. 250 amino acids; the N-terminal region

contains a-helices which wrap around a C-terminal

b-sheet core in the three-dimensional structure [64].

Pore formation results from insertion of the b-sheet
region into membranes [65]. Unlike the three-domain

Cry toxins, this membrane insertion is not receptor-

mediated [66]; the Cyt toxins insert directly into mem-

branes, and are thus cytolytic to a wide range of

cells. Like the three-domain Cry toxins, Cyt toxins

are synthesized as inactive protoxins which are acti-

vated by proteolysis. Activation involves removal of

propeptides from both the N- and C-termini of the

protoxin; in the case of Cyt2Aa, 32 aa are removed from

the N-terminus and 15 aa from the C-terminus to

generate active toxin [67]. This process does not

require specific proteinases.

The combination of Cry and Cyt toxins found in

crystalline inclusions in some Bt strains, specifically in

the strains of Bt subsp. israelensis active against mos-

quito larvae, is highly effective as a toxin due to syner-

gistic interactions between its components. Not only

are the three domain Cry protein components in these

crystals more effective toxins in the presence of Cyt

proteins, but the Cyt proteins also prevent resistance

to Cry proteins from developing when insects are

exposed to purified protein preparations under labo-

ratory conditions [68]. This synergistic effect could

result from the two types of toxin producing comple-

mentary disruption of the insect gut epithelial cell

membranes, but evidence has been presented that Cry

and Cyt toxins can interact directly. Specifically,

Cry11Aa and Cyt1Aa bind strongly to each other,

both in solution and in a membrane-bound state, and

binding of Cry11Aa to mosquito gut epithelial cell
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membranes was enhanced by pretreating the mem-

branes with Cyt1Aa [69]. The interaction with Cyt1Aa

takes place through the loop region in Cry11Aa

involved in protein–protein interactions with its

“normal” receptor (membrane GPI-anchored alkaline

phosphatase). Insertion of Cyt1Aa into gut cell mem-

branes, which is not dependent on receptor mediation,

thus generates additional “receptors” for Cry11Aa,

increasing its toxicity, and preventing resistance devel-

oping by mutation of the insect-encoded “receptor.”

Expression of Genes Encoding Bt Insecticidal

Proteins in Transgenic Plants

Expression of Three-Domain Cry Toxins from

Transgenes in the Nuclear Genome

Almost all the insect-resistant transgenic crops cur-

rently in use express three-domain Cry proteins from

Bt as their protective agent. The initial laboratory-

based experiments expressed Cry1 toxins in plants to

give protection against lepidopteran larvae, and this

has remained the main focus of Bt gene utilization up

to the present day. However, the three-domain Cry

proteins pose a number of problems in terms of expres-

sion in plants. The technology involved in achieving

sufficient levels of accumulation of these proteins to

give adequate levels of protection was initially challeng-

ing, but developed rapidly, so that within 5 years of the

initial reports of engineered resistance, the methodol-

ogy for gene manipulation was essentially complete.

The slower pace of transfer of this technology into

major crop species observed subsequently has had

much more to do with technical difficulties in plant

transformation (particularly regenerating viable

plants), than with any problems at the level of gene

constructs. The minimum level of Cry protein expres-

sion in leaf tissue to give high levels of mortality of

sensitive lepidopteran larvae under laboratory condi-

tions is approximately 0.05% of total protein, but to

give effective field protection against species which are

less sensitive to Bt toxins, and to manage resistance to

the toxin in pests (see later), levels of expression an

order of magnitude higher (i.e., 0.5% of total protein)

are desirable.

Engineering genes encoding three-domain Cry

proteins for expression in transgenic plants has

been extensively described (the review by Mazier
et al. [70], gives a particularly comprehensive survey),

but a short summary of the main considerations which

had to be taken into account is relevant here. These

were:

1. How much of the protein coding sequence should

be expressed in plants?

2. Which promoters should be used to drive expres-

sion of the Cry protein coding sequence in

plants?

3. How should the coding sequence be altered to avoid

poor expression?
Protein Coding Sequence The C-terminal part of

protoxins for three-domain Cry proteins is variable,

and absent in some toxins. Its role in directing the

formation of crystalline inclusions in Bt sporulation

is not required when the proteins are expressed in

plants (and might result in disruption of cells unless

the protoxin was exported into intracellular spaces). All

constructs which result in insecticidal activity have

omitted this part of the molecule from the coding

sequence expressed in plants. The initial research sug-

gests that a complete protoxin accumulates in plant

tissue at levels 10–50-fold less than a protoxin trun-

cated so the C-terminal region is absent [3]. Since

removal of the C-terminal region of the protoxin does

not result in active toxin being produced, retention of

the N-terminal activation peptide ensures that the ini-

tial protein product in transgenic plant tissue is not

active, and proteolytic activation takes place as normal

within the gut of insect herbivores. The coding

sequence utilized thus corresponds to the three-

domain structure shown in Fig. 2, plus the additional

N-terminal propeptide.

Promoters The problems experienced in achieving

levels of expression of Cry proteins high enough to

confer effective protection meant that the initial use

of promoter sequences which only gave low levels

of expression, such as those from Agrobacterium

tumefaciens Ti plasmids, was rapidly superseded by

strongly expressed promoters, most of which were

based on the Cauliflower Mosaic Virus 35S RNA pro-

moter (CaMV 35S). Constitutive expression of the Cry

protein in all plant tissues does not appear to cause

significant problems either in a yield penalty, or
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deleterious effects due to the accumulated protein.

However, tissue-specific promoters have also been

used, such as the ribulose-bisphosphate carboxylase

small subunit promoter (e.g., [71]) or the phospho-

enolpyruvate carboxylase promoter (e.g., [72]), both of

which are specific for green tissue. The CaMV 35S

promoter was initially considered to be specific for

dicots, but further experience showed that it could

also be functional in monocots, and, with suitable

modification, could be used to direct Cry protein

expression (e.g., [73]). However, many researchers

have preferred to use promoters derived from consti-

tutively expressed monocot genes in Cry protein

expression constructs for use in cereal transformation

(e.g., the maize ubiquitin-1 promoter; [74]). Root-

expressed promoters have been used in constructs

designed to protect cereals against corn rootworm [75].

Considerable research has also been undertaken on

the use of promoters whose expression is only induced

under specific conditions. The use of wound-induced

promoters to direct Cry protein expression has the

apparent advantage that production of Cry proteins in

transgenic plants is, for the most part, only induced on

attack by insect pests. Any potential deleterious effects

on phenotype caused by production of the toxin in

transgenic plants would therefore be minimized, and

toxin residues in plant tissues would be reduced.

A wound-inducible maize proteinase inhibitor gene

promoter has been used to direct expression of Cry1B

in transgenic rice, and has been shown to give effective

protection against insect attack (against striped stem

borer; [76]). However, the protection afforded by

transgene constructs containing wound-inducible

promoters is lower than when constitutive promoters

are used, both in the laboratory and in the field [77].

While achievement of expression levels of Bt toxins

sufficient to confer protection in transgenic plants is

now considered routine, considerable technical prob-

lems may still need to be overcome when specific crop

species are considered (e.g., soybean; [78]). These

include the construction of the synthetic coding

sequence for the toxin, choice of an appropriate pro-

moter for the expression construct, developing proto-

cols for efficient transformation and regeneration of

the plant species, and production of homozygous prog-

eny lines containing the transgene.
Engineering the Coding Sequence to Optimize

Expression The initial experiments in which Cry

toxins were produced in transgenic plants showed

that only low levels of Cry protein were accumulated,

generally of the order of 0.01% of total protein, or less.

Levels of Cry proteins were at least one order of mag-

nitude lower than when plant proteins were expressed

using similar promoters in expression constructs, lead-

ing to the deduction that the Cry protein coding

sequence contained features which decreased protein

production as a result of posttranscriptional events.

Cry protein coding sequences are generally A-T

rich compared to plants (coding%GC in Bacillus

thuringiensis, 36%; in Arabidopsis thaliana, 45%; in

Oryza sativa, 55%; Codon Usage Database, http://

www.kazusa.or.jp/codon/) and codon usages thus dif-

fer significantly. Cry protein genes were reengineered,

modifying the nucleotide sequence without altering the

encoded amino acid sequence, to change the codon

usage to one more appropriate for plants, resulting in

either partially or wholly synthetic genes (reviewed by

Mazier et al. [70]). Codon optimization for both dicots

and monocots has been carried out. Codon-optimized

synthetic genes show accumulation levels of Cry pro-

teins of up to 1% of total protein in leaf tissue, which is

adequate for complete protection of plants against pest

insects [79].

The basis for poor expression of Cry proteins in

transgenic plants has received comparatively little

attention. Evidence suggests that the major problem

is not codon usage, but instability of RNA tran-

scripts [80, 81]. Expression of unmodified Cry protein

coding sequences leads to accumulation of short,

polyadenylated transcripts resulting from incorrect rec-

ognition of polyadenylation addition signal sequences

within the protein coding sequence [82]. Specific mod-

ification of A-T-rich regions within the coding

sequence of Cry1Ac toxin putatively responsible for

transcription termination and polyadenylation (both

AATAAA signal addition sequences and ATTTA

upstream motifs) has been shown to lead to increased

protein expression in transgenic tobacco [83]. Chang-

ing codon usage to increase GC content has eliminated

these A-T-rich regions in synthetic Cry protein genes,

which therefore can produce high levels of stable

mRNA.

http://www.kazusa.or.jp/codon/
http://www.kazusa.or.jp/codon/
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Expression of Three-Domain Cry Toxins from

Transgenes in the Chloroplast Genome

The bacterial origin of the chloroplast is reflected in

differences in both the genome composition and orga-

nization, and the biochemistry of transcription and

translation within the organelle, compared to the

nuclear genome and transcription and translation in

the nucleus and cytoplasm. The bacterial origin of the

genes encoding Cry proteins suggests that expression

in the plastid, from transgene constructs introduced

into the plastid genome, might result in high levels of

protein production. This prediction was confirmed in

1995 with a report showing that incorporation of

a construct containing a complete coding sequence

for the Cry1Ac protoxin protein and the plastid rRNA

operon promoter into the genome of tobacco chloro-

plasts led to accumulation of Cry1Ac protoxin (approx.

130 kDa – i.e., with the C-terminal crystal-forming

region intact) in tobacco leaves to levels of 3–5% of

total protein [84]. The high level of Cry protein

accumulation meant that transformed plants were

effectively protected against attack by several major

lepidopteran pests, even beet armyworm (Spodoptera

exigua), a species relatively insensitive to Bt toxins.

Despite this highly promising initial report,

expression of Cry proteins via plastid transforma-

tion has not been widely adopted, and is not used in

the current commercial crops. Reasons for this are

difficult to pinpoint; there are significant technical

problems in achieving stable transformation of plas-

tids, since all of the copies of the plastid genome in

the cell (up to 10,000) must be transformed [85],

and plastid transformation has been problematic in

species other than tobacco [86]. Nevertheless, methods

exist to overcome these problems [87]. Cry1, Cry2, and

Cry9 proteins have been expressed in plastids of

tobacco [88–91], and Cry1Ab has been expressed in

soybean plastids [92], all giving high levels of protec-

tion against lepidopteran pests to the resulting plants.

Overexpression of the Cry2Aa2 operon is particularly

effective in giving broad-spectrum protection against

a range of pests.

Commercial introduction of transgenic insect-

resistant crops based on plastid transformation is

almost certainly feasible, but may as yet be restricted
by economic considerations, or concern over long-term

stability of the transgene phenotype. The maternal

inheritance of plastid-encoded characteristics shown

by most plants, which means that pollen cannot dis-

perse the transgene to non-transgenic plant stocks, is

a further advantage to themethod, which could be used

to overcome objections to coexistence of transgenic

and “organic” agricultural practices by environmental

pressure groups.

Expression of Other Genes Encoding Insecticidal Bt

Toxins

Gene constructs for expression of other Bt toxins

follow the same principles as those outlined above

for three-domain Cry toxins. For example, corn

expressing the binary Cry34/35 toxin (for protection

against corn rootworm) was transformed with a con-

struct containing a constitutive promoter (maize

ubiquitin-1) and synthetic coding sequences for the

44 and 14 kDa polypeptides [52], giving expression

levels of up to 0.9% and 0.2% respectively of total

soluble proteins in plant tissues. Details of the con-

structs used for expressing these, and other Bt toxins,

are apparently not reported in the scientific literature.

Taking Transgenic Plants Expressing Bt Toxins

into the Field

Dealing with Pest Resistance to Bt Toxins

The development of successful strategies for commer-

cial deployment of “first generation” insect-resistant

crops expressing a single three-domain Cry toxin has

focused on a single major potential problem, the devel-

opment of resistance to the insecticidal compound by

the targeted pest species. Development of resistance to

exogenously applied chemical pesticides has occurred

in over 500 insect species [93], and field resistance to

Bt sprays has been observed in the lepidopteran pest

diamondback moth (Plutella xylostella). Resistance to

Bt toxins can be produced in the laboratory within

a small number of generations of many pests, showing

that resistance alleles are present in pest populations at

a nonnegligible level, although resistance to high doses

of specific toxins is only shown in individuals homo-

zygous for the resistance allele. This topic has been ably
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reviewed in the context of the commercialization of

Bt crops by [94]. The most common mechanism of

resistance to Cry toxins in insects is mutation in

a toxin receptor, leading to a failure to bind sufficient

levels of toxin for lethal effects to be shown; however,

the involvement of more than one “receptor” in current

models for three-domain Cry toxin mechanisms of

toxicity (see above) implies that multiple genetic loci

for resistance in the pest are possible. Other mecha-

nisms, such as altered proteolysis of toxins, have been

proposed to account for the resistance to multiple

toxins which can be produced in the laboratory.

The practical solution to prevent the development

of resistance in pest populations, the “high-dose/ref-

uge” strategy, has been extensively reviewed elsewhere

[94]. In its simplest form, this strategy couples trans-

genic plants that are expressing sufficient levels of

a specific toxin to kill all pest insects which are homo-

zygous negative, or heterozygous, for a resistance allele,

with a reservoir of untransformed plants which main-

tain a population of pests which have a normal fre-

quency of resistance alleles. It assumes that the

frequency of occurrence of resistance alleles is low

(<10�3). Surviving pests on the transgenic plants will

be almost all homozygous positives for the resistance

alleles, but will be few in number due to the low

frequency of occurrence of these alleles. The non-

transformed plants will produce a large number of

pest insects, most of which are homozygous negative

for resistance alleles. Provided that transgenic and

untransformed plants are not spatially separated, mat-

ing between resistant insects selected on transgenic

plants will be a rare event, and most progeny will be

homozygous negative or heterozygous for resistance

alleles, and thus susceptible to the insecticidal activity

of the transgenic plants. In this way, both the pest

population is suppressed, and any increase in the fre-

quency of resistance alleles in the population is mini-

mized by the continuous “diluting out” effect.

This approach has been almost wholly successful in

controlling pest resistance to Bt toxins in agricultural

use of transgenic crops over 10 years. That it has

been so successful may be a result of factors other

than those originally considered, since the assumption

that Bt toxin resistance alleles occur at a very low

frequency in natural populations has been called into

question. Although some insect populations show
resistance allele frequencies in the 10�3 to 10�2 range

(e.g., tobacco budworm, Heliothis virescens in USA;

[95]; Sesamia nonagrioides in Spain and Greece; [96]),

estimates for pink bollworm (Pectinophora gossypiella)

in Arizona, USA in 1997 were as high as 0.16 [97]. No

evidence for selection for resistance was observed, since

the frequency of resistance alleles did not increase over

a 3-year monitoring period in which transgenic cotton

expressing Bt toxins was extensively employed. A sub-

sequent follow-up study [98] confirmed that frequen-

cies of resistance alleles in this insect had not increased

over an 8-year monitoring period, with values generally

<10�2, despite almost continuous exposure to Cry1Ac

via transgenic cotton. The possibility that resistance

alleles in the insect carry a significant fitness penalty is

one additional factor that could account for these

observations.

The success of the refuge strategy is dependent on

farmers sacrificing part of their crop (untransformed

plants) to maintain a pest population. This has been

successfully enforced in the industrialized agriculture

of developed countries, but may be more difficult to

ensure when insect-resistant transgenic crops become

available to rural farmers. Although greater agricultural

diversity may play the same role as the refuge strategy

in maintaining a pest population and decreasing selec-

tion pressure, emergence of resistance in pests to Bt

crops has been delayed, not eliminated, and further

strategies to manage it will be necessary.
Pests That Are Not Susceptible to Bt Toxins

As described above, most of the Bt toxins that have

been investigated, and introduced into transgenic

crops, are active against lepidopteran or coleopteran

insect pests. This is partly a result of the practical

requirements of agriculture, since these orders include

most of the major pests. However, there are significant

insect herbivores which remain outside the range of

activity of Bt toxins that have been expressed in trans-

genic plants.

Dipteran pests, such as fruit flies and root flies, are

serious pests in many crops, and Bt toxins active against

diptera have been thoroughly investigated. A major

problem with introducing protection against these

pests into plants is that Bt strains active against dip-

teran insects usually contain a mixture of toxins, often
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including both Cry and Cyt proteins (see above). These

toxins act synergistically, and individual components

are only of low toxicity. Introduction of genes encoding

the mixture of toxins found in a typical dipteran-active

Bt strain into a transgenic plant has yet to be attempted,

although it is not beyond the capacity of existing

technology.

The major order of insect herbivores outside the

range of Bt toxins is Hemiptera, which includes aphids,

plant- and leafhoppers, whitefly, and other sap-suckers

which feed directly on the contents of phloem and/or

xylem vessels, predominantly sucrose and free amino

acids. These insects are important pests and virus vec-

tors. No Bt toxins with activity against them have been

found. The reason for this is not clear; receptors similar

to those in other insect orders are present in these

insects [99], but generally they contain very low levels

of digestive proteolytic activity, as a result of ingesting

nitrogen in the form of amino acids rather than pro-

tein. This lack of digestive proteolytic activity may

interfere with activation of Bt toxins, and prevent

enough activated toxin to have effects on the insect

being present in the gut.
Why Haven’t Plants Evolved Their Own Bt?

Despite the problems encountered in managing resis-

tance of pests to Bt toxins, transgenic plants expressing

these insecticidal proteins have proved their value in

the field. However, the necessity for resistance manage-

ment suggests that this solution to defense of plants

against insect herbivores may not be viable on an evo-

lutionary timescale. Endogenous expression of Bt

toxins is not a “natural” method of defense against

herbivores, since plants do not produce similar insec-

ticidal proteins themselves. This failure on the part of

plants to exploit a viable strategy for protection seems

puzzling, and the obvious explanation, that plants

lack the capacity to produce Bt toxin-like proteins,

is not correct. Since introduction of suitably modified

Bt genes gives adequate levels of protein expression for

protection, there is no reason why plants could not

have evolved a similar capacity. As discussed in the

following section, plants have evolved a diverse array

of defensive mechanisms, but make little use of pro-

teins which are highly toxic to insect herbivores. Possi-

bly, this is due to the relative ease withwhich insects can
develop resistance to protein toxins which exert a very

strong selection pressure on the population; although

alternative hypotheses, such as the balance between

investing plant resources into defense versus growth

not favoring this strategy, or practical difficulties for

a sessile organism in delivering toxins, should also be

considered. Unfortunately, the experiments which

would enable this issue to be investigated, namely, an

evaluation of the “fitness” of Bt-expressing plants in

a natural ecosystem in competition with varieties rely-

ing on endogenous defenses, and the persistence of

Bt genes in a natural population, are unlikely to be

carried out in the near future, due to obvious regula-

tory issues.

Whatever the reason for plants “in the wild” not

using defensive proteins similar to Bt toxins, there is

no reason to suppose that transgenic plants with

engineered insect resistance will not continue to be

useful in the artificial growing conditions of agricul-

ture. Manipulation of crop plants by conventional

breeding has successfully introduced characteristics

such as large seed size, which were not present, and

would not be viable, in their wild progenitors. Charac-

teristics introduced into cultivated plants by plant

genetic engineering do result from a process that is

fundamentally different from selection, but both con-

ventional breeding and genetic engineering are aiming

for the same end results, agriculturally desirable phe-

notypes. Their products should be evaluated by similar

criteria.

Developments to “First-Generation” Crops

Expressing Bt Toxins

Plants Expressing Multiple Toxins (“Pyramiding”)

The specificity of a single Cry toxin toward specific

target pests can be a problem in the field where

a secondary, minor pest species can replace the primary

pest and cause serious damage to crops. An obvious

method to counter this problem is to add or introduce

a second Bt cry gene into the crop to extend the range of

pests against which protection is afforded. The avail-

ability of a wide range of gene constructs encoding Cry

toxins has made this a realistic possibility, with crossing

singly transformed lines, or repeated transformation,

or transformation with a construct containing two

genes as alternative methods for introducing the
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genes into one line. Monsanto’s Bollgard transgenic

cotton was improved by introducing a second Bt gene

as early as 1999. Laboratory trials showed that cotton

plants expressing both Cry1Ac and Cry2Ab proteins

were more toxic to bollworms (Helicoverpa zea) and

two species of armyworms (S. frugiperda and S. exigua)

than cotton expressing Cry1Ac alone, even though

doses in this trial were sublethal [100]. Subsequent

evaluations in greenhouse and field trials [101] con-

firmed the superior insect resistance of plants

expressing both toxins.

A further potential advantage of transgenic plants

expressing two Cry proteins with differing specificities,

that target different receptors in the insect, is in

preventing the appearance of resistance in the pest,

since multiple mutations are required to produce the

loss of sensitivity to the toxins. This hypothesis was

confirmed directly in work reported by [102], in which

transgenic broccoli plants expressing either Cry1Ac, or

Cry1C, or both proteins were produced. Plants were

exposed to a population of diamondback moth

(P. xylostella) which carried Bt resistance genes at

a relatively low frequency in an extended greenhouse

experiment, and results showed that selection over

24 generations led to a significant delay in the appear-

ance of resistance in insects exposed to the pyramided

two-gene plants. The success of these experiments has

led to suggestions that the refuge approach to resistance

management may be redundant for crops expressing

multiple toxins [103]. However, some care is needed in

the selection of genes in relation to potential pests, as

resistance to multiple toxins has been observed in sev-

eral cases. For example, a strain of the lepidopteran

cotton pest H. virescens which has simultaneous resis-

tance to Cry1Ac and Cry2Aa has been identified, in

which the genetic bases of resistance to each toxin are

different [104].

Many subsequent programs which have aimed to

produce insect-resistant crops expressing Bt toxins

have adopted the two-gene approach to broaden and

improve protection against diverse pests, and to pre-

vent resistance developing in insects (e.g., [105]).

Although engineering to produce combinations of dif-

ferent three-domain Cry toxins is the most common

approach, other potential resistance genes have been

included also, such as those encoding Vip proteins

[106], or even proteinase inhibitors (e.g., cowpea
trypsin inhibitor; [107]). The “pyramiding” or

“stacking” of resistance transgenes has been enthusias-

tically adopted by commercial organizations, and the

recent announcement of a transgenic maize variety

containing eight different transgenes by Monsanto

and Dow Agrosciences [108] exemplifies this trend.

This variety contains insect-resistance genes derived

from both companies’ research programs, active

against corn rootworm and lepidopteran pests

(Herculex RW=Cry34Ab1+Cry35Ab1, Herculex I=

Cry1F; YieldGard VT Rootworm/RR2=modified

Cry3Bb1, YieldGard VT PRO=Cry1A.105+Cry2Ab2),

as well as two herbicide tolerance genes (giving resis-

tance against glyphosate and glufosinate-ammonium),

and is intended to be a “one-stop” solution to pest and

weed problems.
Domain Exchange in Three-Domain Cry Toxins

The separate roles played by the different domains in

the process of interaction of three-domain Bt toxins

with their receptors, and their structural independence,

suggested to investigators that hybrid toxins, in which

domains from different naturally occurring toxins were

grafted together, would be likely to be active, and could

show novel specificities in their activity toward insects.

This process can be made to occur in vivo in Bacillus

thuringiensis, using a site-specific recombination vector

[109], or can be carried out in vitro using conventional

molecular biology techniques, followed by expression

in a microbial host. Transfer of domain III between

different Cry1 proteins led to identification of this

domain as conferring primary specificity to different

lepidopteran species, and the generation of hybrids

with broader specificity than naturally occurring toxins

[110]. Subsequent work generated a Cry1Ab-Cry1C

hybrid, which was highly toxic to S. exigua, an insect

resistant to Cry1A toxins [111], and identified Cry1Ca

domain III as sufficient to confer toxicity toward

Spodoptera in a variety of hybrids [112]. In contrast to

the results obtained when exchanging domain III,

exchange of domain I between different Cry1 toxins

did not yield biologically active proteins [113].

A measure of the potential for improvement in

“natural” Bt toxins is shown by experiments reported

by [114], in which a hybrid Cry protein, constructed by

fusing domains I and III from Cry1Ba with domain II



823Genetic Engineering of Crops for Insect Resistance
of Cry1Ia, was expressed in transgenic potato. Plants

expressing the hybrid toxin at levels up to 0.3% of total

soluble protein were produced, and not only showed

resistance to the lepidopteran pest potato tuber moth

(Phthorimaea operculella), but also had a high level of

resistance to Colorado potato beetle. The “parental”

Cry proteins have high toxicity towards lepidopterans,

but only very limited toxicity towards coleopterans

such as the potato beetle. The hybrid has effectively

created a novel toxicity, which is suggested to be

based on interaction with a novel receptor.
Mutagenesis of Three-Domain Cry Toxins

Modification of Bt toxins by site-directed mutagenesis

to increase toxicity towards target pests has been

employed as an alternative to the “domain swap”

approach. Most mutagenesis experiments on Bt toxins

have been carried out to explore structure-function

relationships in these proteins (see above; reviewed by

Dean et al. [115]), but the accumulated knowledge of

which parts of the protein determine specificity of

interactions with receptors in the insect have been

exploited to produce variants with increased activity

toward target pests.

The key role of domain II in three-domain Cry

proteins in mediating interactions with insect receptors

was shown by a mutagenesis experiment in which

altering amino acid residues in the loop regions in

this domain of Cry1Ab increased its toxicity toward

larvae of gypsy moth (Lymantria dispar) by up to

40-fold, with a corresponding increase in binding affin-

ity to brush border membrane vesicles [116]. These

results were based on expression of the recombinant

protein in microbial hosts. A similar strategy was used

to increase the toxicity of Cry3A protein toward target

coleopteran pests [117], and of Cry4Ba toxin [118, 119]

and Cry19Aa toxin [120] toward mosquito larvae. The

level to which rational design of toxins is possible is

shown by the engineering of toxicity toward mosquito

larvae into the lepidopteran-specific toxin Cry1Aa

[121]. Alternatively, a directed evolution system based

on phage display technology for producing toxins with

improved binding to a receptor, and thus increased

toxicity, has been described [122]. Mutagenesis of

domain I has also been attempted, with claims that alter-

ation of alpha helix 7 in Cry1Ac to resemble the
corresponding helix in diphtheria toxin led to increased

toxicity toward cotton bollworm (Helicoverpa armigera)

larvae [123].

The impressive achievements of toxin engineering

at the level of recombinant proteins, have led to the

technology being used for gene constructs designed for

expression in transgenic plants, although toxins with

unmodified amino acid sequences continue to be

widely used (largely as they give adequate protection).

One example where toxin engineering has been suc-

cessfully carried out is the current commercial trans-

genic corn variety with resistance to corn rootworm,

MON863, which expresses a modified version of the

Bt Cry3Bb1 toxin [75]. Unmodified Cry3Bb1 is active

against a number of coleopteran species, including

Colorado potato beetle and corn rootworm [124], but

toxicity toward western corn rootworm (Diabrotica

virgifera virgifera) was not sufficient to give adequate

protection at levels of expression achievable in corn.

Modifications to the amino acid sequence increased the

toxicity of the protein toward corn rootworm approx-

imately eightfold. The nature of the modifications has

not been described in the scientific literature, and is

only available through reference to a series of patents

(see [75]).
Fusions

As a logical extension to the transformation of plants

with separate gene constructs encoding two Cry pro-

teins, some workers have chosen to produce a single

construct containing a single translationally fused cod-

ing sequence encoding both proteins. This approach

has been successfully demonstrated by producing

a Cry1Ab-Cry1B translational fusion protein in trans-

genic maize [125], although there is no apparent

advantage over simpler methods for introducing two

genes. The Cry1Ab-Cry1B fusion protein has also been

expressed in transgenic rice [126], which was fully

resistant to yellow stem borer (Scirpophaga incertulas).

A more interesting possibility is the introduction of

extra functionality into Cry toxins by addition of

sequences from other proteins which could lead to

binding interactions with more potential receptors in

the insect gut, extending the range of toxicity and

hindering development of resistance. In work reported

by Mehlo et al. [127], the galactose-binding lectin
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domain (B-chain) from the ribosome-inactivating pro-

tein ricin was fused C-terminally to domain III of

Cry1Ac, producing a Cry1Ac-ricin B-chain fusion pro-

tein. The fusion protein thus has the ability to bind to

galactose residues in side chains of glycoproteins

or glycolipids in the insect gut epithelium, as well as

N-acetyl galactosamine residues which are bound by

domain III. The fusion protein was expressed in trans-

genic maize and rice plants, and was shown to afford

a high level of protection to larvae of stemborers (Chilo

suppressalis) and leaf armyworm (Spodoptera littoralis),

whereas plants expressing the unmodified Cry1Ac were

susceptible to both insects. The transgenic maize plants

were also resistant to a homopteran plant pest, the

leafhopper Cicadulina mbila, although it is possible

that this was an effect of the lectin domain in the fusion

(see later section Lectins), since Bt toxins are not effec-

tive against homopteran insects.

The engineering of extended binding properties

into three-domain Cry proteins to increase the range

of toxicity toward insect pests is clearly possible, but

needs to be approached with some caution. There is

a risk that the extended range of activity will include

mammalian toxicity, which would negate one of the

major advantages of these insecticidal proteins.
Exploitation of Endogenous Plant Defensive

Mechanisms Against Insect Herbivores

Plants have a range of endogenous mechanisms to

defend themselves against insect herbivores, and use

both static defense mechanisms based on the accumu-

lation of pre-synthesized insecticidal compounds, and

active defense mechanisms in which gene expression is

induced as a result of insect damage (response to

wounding, and responses to insect secretions), leading

to the synthesis of insecticidal compounds [128]. Con-

ventional breeding has sought to exploit endogenous

insecticidal genes within a plant species, but the use of

transgenic technology allows defensive compounds

and mechanisms to be transferred between species, or

allows the control of existing defensive systems to be

altered to improve their effectiveness. The molecular

biology involved in transfer of genes between plant

species is technically straightforward, and does not

involve the kind of reengineering necessary to make

bacterial genes suitable for use in plants. This approach
to increasing insect resistance in transgenic plants has

almost as long a history as engineering for Bt Cry toxin

expression, but to date has not resulted in a commercial

product, or widescale adoption in agriculture. Some of

the reasons for the lack of practical outcomes for this

strategy will be discussed below.
Proteinase Inhibitors

Protein proteinase inhibitors (PIs) are ubiquitous in

plant species. They are major components of both

“static” and “active” defense in that they are accumu-

lated in specific tissues (“static” defense), and are the

major end-product in the induced response to

wounding (“active” defense). They are generally small

proteins, ranging in size from 4 to 25 kDa, with many

different sequence families having been identified.

They form tightly bound complexes with their target

proteinases, which usually involve a “loop” on the

inhibitor fitting into the enzyme active site (Fig. 4),

blocking the site, and inactivating the enzyme. The

observation that most of these inhibitors were active

against digestive serine proteinases from higher ani-

mals, and not endogenous plant proteinases (where

serine proteinases are comparatively rare, and not

involved in protein digestion) suggested that they

were defensive compounds, and bioassays in which

purified PIs were fed in artificial diet confirmed that

an antimetabolic effect was exerted on insect herbivores

which relied on protein digestion for nitrogen supply,

shown as a slower growth rate, retarded development,

and increased mortality (reviewed by Garcia-Olmedo

et al. and Ryan [130, 131]). Besides a direct effect on

digestion of ingested proteins, PIs cause a loss of nitro-

gen to the insect by preventing the reabsorption of

nitrogen used to produce digestive proteinases, which

are normally (self)-degraded in the gut rather than

excreted. The role of these proteins in induced defense

against insects was shown by blocking the normal

wounding response in transgenic tobacco plants by

suppression of expression of the prosystemin gene,

which produces the peptide hormone systemin, using

antisense RNA. The transformed plants were unable to

synthesize wound-induced PIs and were significantly

more susceptible to herbivory by lepidopteran larvae

[132]. The importance of the wounding response to

plant defense in natural ecosystems has been
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Figure 4

Structure of a complex between a typical plant protein

proteinase inhibitor (PI) and a target proteinase (from PDB

2g81; [129]). Structure shown in backbone representation

is the complex between beta-trypsin (top, secondary

structure color-coded in red and blue) and a Bowman-Birk

PI from cowpea (Vigna unguiculata; bottom, gold). This

inhibitor (“CpTI”) has been expressed in transgenic plants

to give partial resistance to lepidopteran larvae. The side

chains responsible for the specificity-defining ion-pair

interaction (dotted ellipse) are shown in ball-and-stick

representation; they are Asp189 (S10) in the substrate

binding pocket of the enzyme, and Lys26 (S1) on the active

site loop of the inhibitor. Other interactions take place

across the contact surface between inhibitor and enzyme

to form a tightly bound complex
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extensively studied by Baldwin’s group (reviewed in

[133]); this outstanding body of work has established

a synthesis of responses in the plant under attack,

responses in neighboring plants, and responses of
natural enemies of insect herbivores, with communi-

cation via volatile signals produced by the plant under

attack.

A seed-expressed Bowman-Birk-type serine pro-

teinase inhibitor from cowpea, which contained two

inhibitory sites active against bovine trypsin (CpTI)

was the first plant PI to be produced in another species

[134], using a gene construct containing a CaMV 35S

promoter. The resulting transgenic tobacco plants

expressed CpTI at up to 1.0% of total soluble protein,

and decreased growth and survival of tobacco bud-

worm (H. virescens) by up to 50%, with similar effects

on other lepidopteran larvae. Subsequent experiments

carried out with wound-induced PIs showed that

these also had similar effects when constitutively

expressed in transgenic plants; for example, the tomato

inhibitor II gene, when expressed in tobacco, was also

shown to confer insect resistance [135], as did potato

PI-II [136]. Both CpTi and PI-II were subsequently

expressed in rice, where partial protection against

stem borers was observed [137, 138]. The constitutive

expression of foreign PIs could be mimicked in trans-

genic tomato plants by constitutive expression of the

prosystemin gene (see above) leading to constitutive

expression of wound-induced tomato PIs [139].

Tobacco plants modified in this manner show partial

resistance to insect herbivores similar to that produced

by expressing foreign PIs [140].

The problem with this strategy for producing

insect-resistant plants soon became obvious; in con-

trast to the expression of Cry proteins, which, when

optimized, routinely gave transgenic plants virtually

complete protection against susceptible pests (mortal-

ity100%, damage minimal) expression of PIs only pro-

duced partial resistance. Investigation of the digestive

biochemistry showed that exposure to PIs in the diets

of lepidopteran and coleopteran herbivores resulted in

the appearance of proteinase activities which were

insensitive to the inhibitor(s) present [141, 142], or

were able to degrade the ingested PIs [143]. These

insects contain large families of genes encoding dietary

proteinases, whose expression could be up- or

downregulated by dietary inhibitors [144]. In effect,

these insect herbivores were preadapted to be partially

resistant to dietary PIs, as a result of similar or identical

compounds being present routinely in their diet.

Although expression of resistance to PIs in herbivorous
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insects has a fitness penalty, shown by reduced growth

on diets to which inhibitors are added, or on plants

which are expressing foreign PIs, or over-expressing

endogenous PIs (see above), this is not sufficient to

cause mortality at a level which affords more than

partial protection. In some cases, low levels of expres-

sion of a foreign PI in transgenic plants can actually

result in improved insect performance, as when

tobacco and Arabidopsis plants expressing mustard

trypsin inhibitor 2 were exposed to larvae of cotton

worm (S. littoralis; [145]).

A number of investigators have attempted to select

PIs for expression in transgenic plants which are opti-

mally active against the dietary proteinases present in

specific insect pests. Attempts to develop inhibitors active

against specific lepidopteran digestive serine proteinases

induced by dietary PIs have not been successful. On the

other hand, not all pest insects rely on serine proteinases

for digestion. Many herbivorous coleopteran larvae uti-

lize cysteine proteinases, rather than serine proteinases, as

their major digestive endoproteinases, and these protein-

ases can be inhibited by cystatins, a family of proteins

present in all kingdoms of organisms. Enzyme assays in

vitro were used to characterize digestive proteinases of a

coleopteran pest, Chrysomela tremulae, as cysteine

proteinases, and to show that a cystatin from rice,

oryzacystatin, was an effective inhibitor. Transgenic

poplar seedlings expressing oryzacystatin were pro-

duced, and leaves from these plants were shown to be

toxic to larvae of the pest [146]. This promising result

does not seem to have been followed up. Expression of

oryzacystatin in transgenic potato only gave partial

protection against larvae of Colorado potato beetle

[147], suggesting preadaptation in this pest, which is

known to employ a diverse range of digestive protein-

ases. In an attempt to use proteinase inhibitors which

insects would not be preadapted to, synthetic multi-

domain cysteine proteinase inhibitors based on domains

found in animal and plant sources (kininogen, stefin,

cystatin C, potato cystatin, and equistatin) were assem-

bled and expressed in transgenic potato; the plants were

deterrent to thrips, and gave partial resistance in green-

house trials, but complete protection was not observed

[148, 149]. Attempts to express the sea anemone cyste-

ine/aspartic proteinase inhibitor equistatin itself in

transgenic potato did not give significant levels of resis-

tance to Colorado potato beetle, due to degradation of
the inhibitor in the plant [150]. Multiple proteinase

inhibitors (potato PI-II and PCI) active against two

families of proteinases, serine proteinases and carboxy-

peptidases, have been expressed in transgenic tomato

plants [151], but still only afforded partial protection

against lepidopteran larvae due to adaptive mecha-

nisms present in the insects.

In conclusion, the expression of suitable PIs in

transgenic plants can give protection against lepidop-

teran and coleopteran pests, but has not been able to

produce results comparable with those achieved by use

of Bt toxins.
Amylase Inhibitors

The widespread occurrence of protein inhibitors of

mammalian amylases in plants has become accepted

as another defensive mechanism against herbivores

(reviewed by Franco et al. [152]). Like proteinase

inhibitors, these are generally small proteins,

resistant to proteolysis, ranging in size from approx.

8–30 kDa. Although they are also active against

insect amylases, it is not clear to what extent these

proteins contribute to insect resistance in most

cases, since the relatively low nitrogen content of

plant tissues compared to insects means that most

herbivorous insects are nitrogen limited, not carbon

limited, and starch digestion is unlikely to be

a limiting factor in growth. However, in the case

of coleopteran herbivores whose larvae attack

seeds specifically, such as seed weevils (bruchids),

there is good evidence for a–amylase inhibitors

from legume seeds being highly insecticidal [153],

and in being causative factors in the resistance of

specific varieties of legumes to bruchids [154]. These

proteins belong to a different sequence family than

the more common types of a–amylase inhibitors

found in cereals, and are similar to legume lectins in

sequence [155].

Like proteinase inhibitors, amylase inhibitors form

tightly bound complexes with their target amylase

(Fig. 5), although the same interaction of a loop on

the inhibitor with the active site of the enzyme is not

possible, since the enzyme substrate is a polysaccharide,

not a polypeptide. The mechanism of toxicity clearly

involves inhibition of starch digestion, since bruchid

larvae exposed to the a–amylase inhibitor from French
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Figure 5

Structure of a complex between a plant protein a-amylase

inhibitor and an insect amylase enzyme (from PDB 1viw;

[156]). Structures shown in backbone representation;

a-amylase from larvae of the coleopteran storage pest

Tenebrio molitor (yellow mealworm beetle) is shown top

right, in red and blue (secondary structure color coding);

the a-amylase inhibitor from Phaseolus vulgaris (French

bean) is shown in gold bottom left. This inhibitor has been

expressed in several transgenic legume species to give

resistance to coleopteran pests. The inhibitor shows the

typical “all b-sheet” structure of the legume lectin family of

proteins. Interaction between the binding loop of the

protein and the starch-binding site of the enzyme occurs

across the contact surface, sterically blocking access by

polysaccharides to the active site
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bean (Phaseolus vulgaris) show induction of amylase

enzymes [157], although other mechanisms of toxicity

may also be present, since these proteins can cause

100% mortality in susceptible insect species at levels

of <1.0% of total protein. Alternatively, these highly

specialized herbivores may lack the adaptive mecha-

nisms to plant defensive proteins shown by species that
feed on a wide range of plant foodstuffs [128]. High

levels of toxicity toward insects have not been observed

in general with amylase inhibitors. For example,

a–amylase inhibitors are not strongly toxic to lepidop-

teran larvae, where the alkaline environment of the gut

may interfere with the formation of inhibitor-enzyme

complexes. The a–amylase inhibitor from French bean

is inactivated by high pH.

The isolation of a lectin-like a–amylase inhibitor

gene from P. vulgaris [155] stimulated research in this

area, and in a ground-breaking series of experiments,

this gene was assembled into a construct with a strong

seed-specific promoter (from the P. vulgaris seed lectin

gene), and expressed in seeds of transgenic garden pea.

The resulting seeds contained up to 3% of the foreign

protein, and were highly resistant to larvae of cowpea

and Azuki bean weevils [158], which do not normally

attack garden peas in the field, but are stored product

pests, and to larvae of the pea weevil Bruchus pisorum

[159], which is a field pest of garden pea. In all cases

larval development from eggs laid on seeds was halted

at a very early stage, and damage to the crop was

minimal. Subsequent experiments showed that trans-

genic azuki beans could also be protected against

bruchid storage pests [160], and that transgenic garden

pea was protected against pea weevil under field con-

ditions [161]. The success of this strategy led to hopes

that the Phaseolus a–amylase inhibitor gene could be

incorporated into a range of crops, particularly other

grain legumes such as lentils, mungbean, groundnuts,

and chickpeas to give protection against a variety of

bruchids. Technical problems with transformation of

some of these crop species have delayed this goal being

achieved, but transgenic chickpeas expressing high

levels of the Phaseolus a–amylase inhibitor have been

successfully produced [162].

Despite the success of this strategy, full agricultural

deployment of transgenic crops expressing the

Phaseolus a–amylase inhibitor gene has not taken

place. Commercial reasons have played a major part

in preventing widescale adoption, but safety concerns

have also arisen. The protein product of the Phaseolus

a–amylase inhibitor gene expressed in pea shows

minor structural differences to the native product

(i.e., expressed in P. vulgaris) as a result of differences

in posttranslational processing (differences in the

extent of glycosylation, and in minor components
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resulting from proteolysis). Whereas consumption of

the native form of the Phaseolus a–amylase inhibitor by

mice did not result in immunological responses, con-

sumption of transgenic peas expressing this protein

led to the presence of circulating antibodies directed

against it, and systemic immunological responses

including inflammatory responses (i.e., allergic

responses) to inhaled or injected protein [163]. In

contrast to some earlier work claiming that consump-

tion of transgenic plant material was harmful, this

study has been published in a fully peer-reviewed jour-

nal and the quality of the research has not been dis-

puted. Further research will be necessary to identify,

and remove, the cause of this increased antigenicity.

An additional potential drawback was revealed by

feeding trials of transgenic peas expressing Phaseolus

a–amylase inhibitor with pigs and chickens. These tri-

als did not show immunological effects on animal

health, but did show that starch utilization by the

animals was significantly decreased due to the presence

of the inhibitor in the transgenic peas when compared

to non-transgenic peas, consistent with the effect of the

protein on higher animal amylases [164, 165]. This

factor would limit the utility of transgenic peas as

animal feed.
Lectins

Lectins, or carbohydrate-binding proteins, occur

throughout the plant kingdom, and in many species are

accumulated in plant tissues as defensive proteins, being

particularly abundant in seeds and other storage tissues,

where they can account for up to 1% or more of total

protein (reviewed by Peumans and van Damme and van

Damme et al. [166, 167]). They are multimeric proteins

containing polypeptides which range from 10 to 35

kDa in size. The insecticidal activity of lectins was

first observed in assays with larvae of coleopteran spe-

cies (e.g., LE QA done [168, 169]), where retardation of

development, and in some cases, mortality, was

observed when lectins were incorporated into diets at

1–5% of total protein. Lectins have only relatively low

antimetabolic effects on lepidopteran larvae when fed

in diet [170], possibly as a result of high gut pH

inactivating the carbohydrate-binding activity. The

mechanism of toxicity of these proteins remains

obscure, but is dependent on carbohydrate binding.
Although transgenic tobacco and potato plants

expressing lectins from garden pea [171] and snowdrop

[172] have been produced by standard transformation

techniques, and have been shown to confer partial

resistance to lepidopteran larvae (>50% reductions in

plant damage, with increased larval mortality and

decreased growth), the availability of better insecticidal

genes specific for these pests has directed this approach

toward different targets. Homopteran plant pests,

which are not affected by known Bt toxins, were

shown to be susceptible to lectin toxicity when the

proteins were delivered via artificial diet [173]. Suscep-

tibility varied between species, and between lectins, but

LC50 values as low as 6 mM have been estimated (for

snowdrop lectin fed to rice brown planthopper

(Nilaparvata lugens); [174]). Expression of the man-

nose-specific snowdrop lectin (Galanthus nivalis agglu-

tinin; GNA) in transgenic rice plants was carried out,

using both a phloem-specific (rice sucrose synthase)

and a constitutive (maize ubiquitin-1) promoter [175].

The resulting plants were partially resistant to rice

brown planthopper, with reductions of up to 50% in

survival of immature insects to adulthood, and reduced

development and fertility of survivors. Results were

confirmed by independent transformations of indica

rice varieties [176]. GNA-expressing rice was also

resistant to other homopteran plant pests, such as

green leafhopper (Nephotettix virescens; [177]) and

whitebacked planthopper (Sogatella furcifera; [178]).

Plants expressing both GNA and Cry1Ac were

protected against both brown planthopper and striped

stem borers (C. suppressalis), but no synergistic effects

between the two insecticidal proteins was observed

[179]. Further progress on this research has been lim-

ited, due to concerns about possible adverse conse-

quences to higher animals of ingesting snowdrop

lectin. While earlier data must be regarded as unreliable,

a recent study found that no adverse effects of

consumption of transgenic rice expressing GNA by rats,

although significant differences in some parameters to

a control group were observed [180]. GNA expression

has also been engineered into potato [181] and maize

[182], to give partial resistance to peach–potato aphid

(Myzus persicae) and corn leaf aphid (Rhopalosiphum

maidis), respectively. However, these insects are insen-

sitive to lectin toxicity, and only marginal effects on

fecundity were observed.
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Introduction of foreign lectin genes into plants has

become established as a potential method for engineer-

ing insect resistance, although with the lectins tested at

best only partial protection against homopteran pests is

conferred, and some species are relatively insensitive to

the effects of lectins. As is the case with PIs, it is likely

that plant pests are preadapted to the presence of

lectins as defensive compounds, and are able to tolerate

the toxic effects to varying degrees, although responses

induced in insects by ingested lectins have not been

characterized. Attempts have been made to select

lectins which are the most effective toxins against target

insect pests; a mannose-specific lectin expressed specif-

ically in garlic leaves (ASA-L) was observed to show

a high level of toxicity toward homopteran pests [183].

A gene encoding this lectin has been engineered into

a variety of transgenic plant species, including tobacco

[184] and Indian mustard [185], in both cases produc-

ing partial resistance to aphid species, with reduced

survival and fecundity. Expression of this lectin in trans-

genic rice using constitutive [186] or phloem-specific

promoters [187] gave protection against homopteran

pests comparable to, or slightly better than, earlier

transformations using gene constructs encoding GNA.

The transgenic rice plants expressing ASA-L were

shown to decrease transmission of Rice Tungro Virus

by its insect vector (green leafhopper), presumably by

causing decreased feeding by the pest [188].

Despite these encouraging results, widescale adop-

tion of transgenic crops expressing lectins will probably

not occur unless a major commercial company is

able to gain exclusive marketing rights, and invests in

pushing the transgenic varieties through the regulatory

process. This is unlikely to happen, as the technology is

not readily protectable by patenting.
Oxidative Enzymes

Induction of polyphenol oxidase (PPO) synthesis is

one of the end-results of the plant wounding response

[189], and it would seem reasonable to suppose that

increased levels of this enzyme would lead to enhanced

resistance to insect attack. PPO activity leads to tissue

browning, which has been correlated with enhanced

insect resistance. The oxidative cross-linking of tannins

to proteins catalyzed by PPO decreases protein digest-

ibility, and limits nitrogen availability [190]. However,
there is little or no evidence that PPO levels are

correlated with insect resistance (e.g., [191]). High-

level, constitutive over expression of a poplar PPO

gene in transgenic poplar seedlings led to levels of

PPO up to 50x higher than normal in plant tissues

[192], but these plants had only marginal effects on

larvae of the lepidopteran insect pest forest tent cater-

pillar (Malacosoma disstria). No feeding deterrence was

observed, and there was no effect on larval growth or

survival except under conditions where larval survival

was poor on controls. PPO activity was detected in

insect gut and frass, so the negative results were not

due to enzyme inactivation. The conclusion that her-

bivorous insects are preadapted to be able to deal with

PPO activity, as a result of exposure to the wounding

response on an evolutionary timescale (in a similar

manner to preadaptation to PIs – see above) is difficult

to avoid.

Peroxidase activity is also induced when plants are

stressed, or attacked by pathogens, as part of a lignifi-

cation response, and several attempts have been made

to over-express peroxidases in transgenic plants to

enhance insect resistance, despite a lack of clear-cut

evidence that peroxidase activity in plant tissues is

toxic to insect herbivores. Initial results using tobacco

as the host plant, with over-expression of tobacco

anionic peroxidase, showed only marginal effects

[193], although limited broad-range protection against

a variety of pests was observed in the field [194]. The

limited protection afforded by this technique argues

against further development.
Other Plant Proteins

Ribosome inactivating proteins (RIPs) and chitinases

have also been viewed as defensive proteins in plants,

although it is not clear that they are part of defense

against insect herbivores. Both types of proteins have

been expressed in transgenic plants, with variable

results in conferring insect resistance. Expression of

a maize RIP in transgenic tobacco resulted in very low

levels of protection against corn earworm (H. zea),

which were barely statistically significant [195]. Plant

chitinases in general show low toxicity toward insects,

but a poplar chitinase, designated WIN6, was selected

on the basis that its expression was induced by insect

attack. Expression of WIN6 in trangenic tomato plants
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led to partial protection against larvae of Colorado

potato beetle, with retardation of larval development

observed [196]. Expression of the chitin-degrading

enzyme N-acetylhexosaminidase from Arabidopsis in

various transgenic plant tissues also gave some protec-

tive effects against lepidopteran larvae [197], but it is

difficult to see what advantages over other strategies

this approach could give. Orally ingested insect

chitinases are strongly toxic to lepidopteran larvae

(e.g., [198]). However, expression in transgenic plants

gave only partial protection against insect herbivores

[199], or, in one case, increased susceptibility to attack

[200]. Expression of chitinase A from baculovirus

AcMNPV in transgenic tobacco gave similar results,

with only small effects on lepidopteran larvae and

aphids [201].
Engineering Secondary Metabolism for Plant

Defense

Compounds synthesized as the end-products of sec-

ondary metabolism play major roles in both constitu-

tive and induced defense against insect herbivores in

many plant species (reviewed by Wittstock and

Gershenon [202]). The idea that these compounds

could be used as insecticides has been a part of agricul-

ture for thousands of years, and has been exploited

successfully by synthetic chemistry in the production

of classes of insecticides such as pyrethroids, based on

terpenoid esters produced by flowers of pyrethrums

(Chrysanthemums). Although the concept of synthe-

sizing a foreign, insecticidal secondary metabolite in

a transgenic plant developed concurrently with plant

transformation technology, the biosynthesis of most

secondary compounds was poorly understood, and

the necessity of cloning and introducing a series

of genes expressing biosynthetic enzymes to produce

a secondary metabolite was considered beyond the

techniques available at the time. Anticipation of prob-

lems in ensuring controlled co-expression of a series of

biosynthetic genes has proved to be over-pessimistic,

and plants containing multiple expressing transgenes

have been produced without difficulty.

The explosion of knowledge brought about by

large-scale cDNA sequencing programs and the

Arabidopsis genome program has resulted in a much

better understanding of secondary metabolism, with
many biosynthetic pathways now reasonably well

understood, and clones encoding biosynthetic enzymes

available. The first successful demonstration that a

foreign secondary compound could confer insect resis-

tance in a transgenic plant [203] exploited a biosyn-

thetic pathway for cyanogenic glycosides. The cereal

Sorghum bicolor produces a cyanogenic glycoside,

dhurrin, by a biosynthetic pathway starting from the

amino acid tyrosine, a product of primary metabolism.

Two oxidation reactions catalyzed by cytochrome P450

oxidases generate p-hydroxymandelonitrile, which is

then glycosylated by a UDP-glycosyltransferase to

form dhurrin. The three sorghum enzymes responsible

were cloned and assembled into expression constructs

using constitutive (CaMV 35S) promoters [204], and

Arabidopsis plants were successively transformed with

a construct containing both P450 oxidase sequences,

and the glycosyl transferase sequence. All the enzymes

were localized correctly (to endoplasmic reticulum

membranes) and functioned properly. Surprisingly, lit-

tle disruption to endogenous metabolismwas observed

in the transgenic plants expressing medium levels of

dhurrin, and accumulation of pathway intermediates

was not observed. The implication is that the plastic

nature of plant metabolism can accommodate and

regulate activity in new biosynthetic pathways that are

introduced. The resulting plants included individuals

producing levels of dhurrin similar to sorghum plants

in leaf tissue (up to 4 mg/g fresh weight) and produced

hydrogen cyanide on tissue damage (due to the hydro-

lysis of dhurrin by an endogenousArabidopsis enzyme).

The dhurrin-expressing plants showed enhanced resis-

tance to attack by the flea beetle Phyllotreta nemorum,

a specialist feeder on crucifers; adult beetles avoided

feeding on dhurrin-expressing leaves when offered

a choice, and larvae under no-choice conditions either

failed to initiate feeding, or on initiating feeding

showed a significant level of mortality. These initial

results clearly imply that production of high levels of

dhurrin in transgenic Arabidopsis caused phenotypic

abnormalities, but subsequent refining of the technol-

ogy allowed accumulation of dhurrin at up to 4%

dry weight in Arabidopsis tissues without deleterious

effects on plant growth [205]; expression levels of the

UPD-glycosyl transferase must be high enough to

prevent accumulation of the p-hydroxymandelonitrile

intermediate.
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Although these results represent science of the

highest quality, this method is of marginal usefulness

for crop protection as it stands, due to the dhurrin end

product being toxic to higher organisms, due to the

production of hydrogen cyanide when it is hydrolyzed.

Worse, many insect herbivores, particularly those

which have a polyphagous feeding habit, can detoxify

cyanide [206]. However, the feasibility of engineering

secondary metabolism in crop plants has now been

established. Expression of the cassava cyanogenic gly-

cosides, linamarin and lotaustralin (derived from

valine and isoleucine respectively), has also been

achieved in Arabidopsis [207], and grape vine root

cultures have been engineered to produce dhurrin

[208], although in this case no protection against root

aphids was observed. Other types of secondary metab-

olites have also been exploited; production of the alka-

loid caffeine from its precursor xanthosine in tobacco

was achieved by the introduction of three genes

encoding N-methyl transferases [209]. The resulting

plants contained up to 5 mg/g fresh weight caffeine in

leaves, and showed a strong feeding deterrent effect

toward a generalist lepidopteran herbivore, Spodoptera

litura. An alternative approach to modifying secondary

metabolism was taken by [210], who introduced a gene

encoding b-glucosidase from Aspergillus niger into

tobacco plants, and demonstrated that transgenic

plants expressing the enzyme had insecticidal activity

toward whiteflies (Bemisia spp.) and dipterans (flies),

putatively due to hydrolysis of unidentified glycosides

in the plant (although the greater density of secretory

trichomes observed in transgenic plants may also have

been significant). Further developments in this area can

be expected.

Besides engineering, secondary metabolism to pro-

duce defensive compounds normally present in other

plant species, the biosynthetic capacity of plants can be

used to produce a variety of volatile secondary com-

pounds used for communication. Better understanding

of the terpenoid biosynthesis pathways has led to the

production of a number of transgenic plants with

altered volatile composition (reviewed by Aharoni

et al. [211]). Suppression of expression of a cytochrome

P450 oxidase gene expressed in trichomes by RNAi

led to transgenic tobacco plants which deterred

aphid colonization [212], due to the final step in pro-

duction of the diterpenoid cembratriene-diol being
blocked, resulting in accumulation of the precursor,

cembratriene-ol. These compounds are both volatile

and components of trichome secretions. Transgenic

Arabidopsis plants constitutively over-expressing

a dual linalool/nerolidol synthase in plastids produced

significant amounts of linalool, both as a free alcohol

(volatile) and as glycosylated derivatives, and were

repellent to aphids (M. persicae) when tested in a choice

experiment [213]. Modifications to isoprenoid synthe-

sis in Arabidopsis have also been shown to attract pred-

atory mites, which could protect plants by destroying

pests [214]. This strategy of attracting natural enemies

to pests has also been exemplified by transforming

Arabidopsis with the maize terpene synthase gene

TPS10, which is responsible for producing sesquiter-

pene volatiles emitted by maize. The resulting plants

emitted the volatiles normally produced in maize and

attracted parasitoid wasps which attack maize pests

[215]. A different approach to utilizing terpene pro-

duction in transgenic plants exploits the activity of the

sesquiterpene (E)-b-farnesene as an alarm pheromone

in aphids, which causes cessation of feeding and

avoidance, as well as acting as an attractant for aphid

predators and parasitoids [216]. Arabidopsis was

transformed with an (E)-b-farnesene synthase gene

from mint, under control of a constitutive promoter

(CaMV 35S); resulting plants produced (E)-b-farnesene
as a volatile. The transgenic plants showed significant

levels of aphid deterrence in choice experiments, and

were attractive to the aphid parasitoid Diaeretiella

rapae. Experiments which engineer the volatiles emit-

ted by plants are an exciting area of research at present,

which has established the role that volatiles emitted by

plants play in the interactions between plants, herbi-

vores, and natural enemies at the tritrophic level. This

technology has yet to show that it is a practical method

for crop protection in the field, but practical applica-

tions look likely to follow.
Some Novel Approaches

Many other approaches to engineering insect resistance

in transgenic plants have been proposed, and progressed

to varying degrees. The following section gives an over-

view of some of the most promising of these approaches,

which have been taken forward to the stage of demon-

strating feasibility by producing insect-resistant plants.
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Of necessity, many other interesting ideas have had to be

omitted, such as transformation of plants with transcrip-

tion factors which alter gene expression [217, 218], or

the use of transgenic plants expressing potentially toxic

proteins from insects [219] or insect peptide hormones

[220]. Despite the lack of commercial deployment of

any of the insect-resistant transgenic plant other than

those expressing proteins derived from Bt, this field of

research is active and new approaches will continue to

be put forward and evaluated.
Photorhabdus luminescens Insecticidal Proteins

Photorhabdus luminescens is an enterobacterial symbi-

ont of entomophagous (insecticidal) nematodes of

Heterorhabditis species, used for small-scale biological

control of insect pests. The bacteria are present in the

nematode gut, and when nematodes enter an insect

host, bacterial cells are released into the insect circula-

tory system. The bacterial cells release toxins which

cause cell death, leading to a lethal septicemia, provid-

ing a substrate for both bacteria and nematodes to grow

on [221, 222]. The toxins are present as high-molecular-

weight (Mr approx. 10
6) complexes, which are toxic

when injected or fed to insects from four major orders

of agricultural pests. The complex has been separated

into four components, encoded by genetic loci tca, tcb,

tcc, and tcd; the products of tca and tcd are toxic

individually when fed to lepidopteran larvae. The

mechanism of action of the toxins remains unresolved.

Subsequent investigation has shown that Photorhabdus

contains a large number of potentially insecticidal

components, some of which are only toxic by injection,

whereas others are orally toxic (reviewed by ffrench-

Constant [223]); a variety of mechanisms of toxicity,

including promotion of apoptosis, seems to be exploited

by the bacterium. This presence of a reservoir of redun-

dant insecticidal activities, reminiscent of the situation in

Bacillus thuringiensis, led to Photorhabdus being put

forward as a successor to Bt as a source of insecticidal

genes for expression in transgenic plants.

In order to be able to exploit insecticidal genes,

investigators have sought to isolate single toxic proteins

from Photorhabdus. Two proteins, designated toxin

A and toxin B, were isolated from culture supernatant

and shown to be orally toxic [224]. They exist as high-

molecular-weight complexes (approx. 860 kDa) in
solution, and each consist of two polypeptides,

201 and 63 kDa molecular weight. The mature poly-

peptides are produced from single precursor protoxin

polypeptides of 283 kDa by proteolysis by endogenous

bacterial proteinases. The 283 kDa protoxin A is the

product of a gene designated tcdA in Photorhabdus,

which has been cloned and assembled into expression

constructs for use in transgenic plants. Expression

levels of mRNA and protein were improved by adding

50 and 30 UTR sequences from a tobacco osmotin

gene, but the coding sequence was not reengineered.

Expression in transgenic Arabidopsis gave plants that

contained intact protoxin, with a range of expression

levels [225]; expression of toxin A at levels above

0.07% of total soluble protein in leaves gave almost

complete protection against larvae of the lepidop-

teran tobacco hornworm (M. sexta). The toxin is

not species specific, and leaf extracts were also

toxic to the coleopteran corn rootworm (Diabrotica

undecimpunctata). Commercial development of this

technique is highly likely.

Entomophagous nematodes of Steinernema species

also contain mutualistic bacteria, of Xenorhabdus spe-

cies, which produce insecticidal toxins. These proteins

could also be exploited to produce insect resistance in

transgenic plants, but have not yet received as much

attention as Photorhabdus toxins [223].
Cholesterol Oxidase

The identification of a protein from Streptomyces that

was highly insecticidal to larvae of the coleopteran pest

cotton boll weevil (Anthonomus grandis) resulted from

a screening program assaying culture filtrates of differ-

ent bacterial species [226]. The protein, which was

toxic at levels comparable to a Bt three-domain Cry

protein, was identified as a cholesterol oxidase. It was

able to lyse the midgut epithelium in the insect. The

mechanism of action involves the activity of the

enzyme, since no activity is seen in lepidopteran larvae

where the gut pH is high, and the enzyme has

low activity, but may also involve effects on mem-

brane-bound alkaline phosphatase [227]. Oxidation

of membrane sterols such as cholesterol in the insect

gut epithelium can destabilize membranes, leading to

cell lysis as observed. However, expression of this pro-

tein in transgenic plants could prove problematic, since
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it is equally capable of oxidizing sterols in plant cell

membranes. The encoding gene for the cholesterol

oxidase was isolated, and assembled into expression

constructs containing either the complete coding

sequence, the mature protein coding sequence, or

the coding sequence fused to a chloroplast targeting

peptide from the Arabidopsis ribulose bisphosphate

carboxylase (RuBisCO) small subunit gene [228].

No codon optimization was carried out. Transgenic

tobacco plants were produced by transformation of

the nuclear genome, and all constructs were shown to

result in synthesis and accumulation of active enzyme.

The constructs which omitted the chloroplast targeting

peptide caused protein to accumulate in the cytoplasm,

and these plants were developmentally abnormal, pos-

sibly as a result of interference with plant sterol hor-

mone signaling pathways. Plants in which the enzyme

was localized in chloroplasts were phenotypically nor-

mal. Leaf tissue from all transgenic plants was toxic to

boll weevil larvae when fed as a component of an

artificial diet.

This work does not seem to have been progressed

beyond the stage of a demonstration of concept, and

no further references to it are present in the scientific

literature. This gene would seem a good candidate

for introduction into the chloroplast genome to

engineer insect resistance, although potential effects

on chloroplast membrane systems would remain

a drawback.
Avidin as an Insecticidal Protein

Exploitation of the biotin-binding properties of

the avian egg white protein avidin (and its bacterial

functional homologue, streptavidin) in a variety of

biochemical techniques has obscured its role as a

defensive protein, which is toxic to bacteria. The

antibacterial activity is based on its essentially irrevers-

ible binding of biotin, leading to this essential enzyme

cofactor being unavailable. The insecticidal activity of

avidin was recognized in 1993, when assays carried out

in artificial diet showed toxicity to coleopteran and

lepidopteran larvae at levels as low as 10 ppm in diet

(estimated as of the order of 0.01% of total protein),

although the level necessary to show toxicity was up to

100x higher for other pest species. The toxic effect was

eliminated by addition of biotin to diets, suggesting
that the mechanism of avidin insecticidal activity

is also through biotin sequestration. Both growth

reduction and mortality were observed, and the

suggestion was made that gene constructs expressing

avidin could provide protection against insect pests

in transgenic plants [229]. Subsequent assays con-

firmed that susceptibility to avidin as an insecticide

varies widely between different insect species, and

that biotin carried over in the egg between genera-

tions had a significant effect on subsequent avidin

toxicity [230].

Initial reports of expression of avidin in transgenic

maize were focused on producing the protein as a

high-value product [231]. An expression construct

containing a codon-optimized avidin coding sequence

with an N-terminally fused signal peptide from barley

a-amylase, driven by the maize ubiquitin-1 promoter,

resulted in expression levels of avidin of>2.0% of total

protein in seed. Seed from these plants was subse-

quently bioassayed for resistance to larvae of three

different coleopteran storage pests, including red

flour beetle (Tribolium castaneum), with 100% mortal-

ity at avidin levels above 100 ppm of seed (approx.

0.1% of total protein). However, not all pests were

as susceptible; larvae of the larger grain borer,

Prostephanus truncatus, were effectively insensitive to

avidin, whether added to artificial diet or expressed in

transgenic plant material. The engineered maize was

nontoxic to mice over 21 days [232]. Subsequent

reports confirmed the insecticidal effects of avidin

expressed in transgenic plants: these include protection

of tobacco against noctuid lepidopterans [233], using

vacuolar targeting sequences from potato proteinase

inhibitors to direct avidin accumulation in the vacuole

at levels up to 1.5% of total leaf protein [234]; protec-

tion of apple against lepidopteran pests [235]; and

protection of rice against coleopteran stored grain

pests, using a similar approach to that used for

maize [236]. Targeting of the foreign protein to

vacuolar or similar compartments is important;

expression of streptavidin in tomato using plant

and bacterial signal peptides and strong promoters

led to developmental abnormalities in the plants,

which could be corrected by topical application of

biotin, suggesting that sequestration of cellular bio-

tin is equally detrimental for plants as well as

insects [237].
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Despite many promising results, this technology

appears to have failed to gain any acceptance for agri-

cultural crops, as illustrated by a recent study in which

seed meal from transgenic avidin-expressing maize was

tested as an insecticide for topical application to stored

maize [238]. Studies have shown that avidin can

increase the protection afforded by Bt expression in

transgenic plants against insect pests which have lim-

ited susceptibility to the toxin (e.g., potato expressing

Cry3A; [239]), but it is clear that little further develop-

ment in this area is taking place.
RNA Interference Using Double-Stranded RNA

Downregulation of gene expression by double-

stranded RNA (dsRNA) corresponding to part or all

of a specific gene transcript has been used as a research

technique in insect genetics since 1998. Themethod has

been based on delivery of synthetic dsRNA produced in

vitro by injection into insect cells or tissues, which is

clearly not practical for applications in crop protection.

However, recent results have shown that dsRNA can be

introduced into insects as a component of artificial

diet, and is effective in downregulating genes normally

expressed in gut tissue. This technique has been used to

downregulate the production of a gut carboxylesterase

in larvae of the lepidopteran Epiphyas postvittana (light

brown apple moth; [240]), leading to suppression of

mRNA in the insect. More significantly, two recent

papers show that dsRNA can be delivered to insect

pests by expression in plant material, and that this

can lead to an insecticidal effect when pests are exposed

to plants. Transgenic tobacco and Arabidopsis plant

material expressing dsRNA directed against a cotton

bollworm detoxification enzyme (cytochrome P450

gene CYP6AE14) for gossypol suppressed expression

of the gene, and caused the insect to become more

sensitive to gossypol in the diet, leading to reduced

performance compared to controls [241]. A similar

technique was used to suppress expression of a V-type

ATPase in larvae of the coleopteran Diabrotica virgifera

virgifera (Western corn rootworm); transgenic corn

plants producing dsRNA directed against this gene

showed protection against feeding damage by the insect

[242]. The feasibility of using dsRNA in crop protec-

tion strategies has thus been demonstrated. This

approach holds great promise for future development,
as it allows a wide range of potential targets for

suppression of gene expression in the insect to be

exploited.
Insect-Resistant Genetically Engineered Crops

and Sustainability

The success of Bt-expressing crops in the field has been

a direct result of taking “sustainability” into account in

their introduction, particularly with respect to manag-

ing the emergence of pest resistance to the toxins

through the refuge strategy, as described earlier. Even

organizations hostile to Genetic Engineering technol-

ogy, such as organic growers in the USA, have reported

that Bt cotton and corn have reduced insecticide usage

significantly (by up to 0.2 kg/ha/year), showing that

these crops are compatible with the goals of “sustain-

able” agriculture [243].

The “sustainability” of transgenic insect-resistant

crops has also been examined in terms of potential

effects on the wider ecosystem in which the plants are

grown. Numerous studies have been carried out to

effects on predators and parasites at the third trophic

level, and on nontarget insects and other invertebrates.

Some initial reports which did report negative effects

were based on dubious assumptions, or used experi-

mental designs which had little relevance to field con-

ditions (e.g., the supposed threat to monarch

butterflies posed by transgenic Bt corn; reviewed by

Gatehouse et al. [244]). Nevertheless, it must be the

case that if a pest population is decreased as a result of

endogenous resistance in crops, then there will be

a “knock on” effect to the wider ecosystem, and partic-

ularly to predators and parasites of the pest species,

when the resistant crop is compared to a nonresistant

one that is not treated with pesticide. However, this is

not a realistic comparison, since in agricultural practice

a crop that does not have endogenous resistance is

treated with exogenous insecticides. The use of the

refuge strategy allows significant pest populations

to be present, and thus can support both beneficial

insects which attack the pest, and a wider ecosystem,

which would be destroyed by exogenous insecticide

application.

Looking to the future, wider use of insect-resistant

transgenic crops could contribute positively to “sustain-

ability” in agriculture in general, by further decreasing
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insecticide usage and thereby decreasing energy inputs.

However, the “sustainability” of the insect-resistant crops

themselves is going to come under increasing pressure, as

less controlled deployment of insect-resistant plants

evades the present compulsory use of the refuge strategy,

and use of crop varieties with multiple Bt toxins renders

the refuge strategy apparently less necessary to prevent

pest resistance to Bt toxins developing. Field resistance

to Bt crops has been observed recently (reviewed

by Tabashnik et al. [245]), but is manageable using

existing practices, or modifications of them. The sus-

tainability of relying on one mechanism of crop pro-

tection can be questioned, especially as plants in

general have evolved mixed defense strategies [246].

In the longer term, a wider range of strategies for

producing insect-resistant plants is going to be neces-

sary, not only to deal with the potential for nonspecific

resistance to Bt toxins, but to extend the range of crop

pests that can be targeted, and further reduce the appli-

cation of pesticides.
Future Directions

After 20 years, insect-resistant transgenic crops have

been a greater success in some ways than the early

experiments suggested, but have failed to meet all the

hopes that were initially raised. The success is self-

evident when the widescale adoption of the technology

in certain crops such as cotton and maize is considered,

and documented evidence of reductions in damage to

human health and the environment as a result of

decreases in the use of exogenously applied pesticides.

The failure does not lie in any technical shortcomings

in the science, although improvements and new strat-

egies are always possible; it lies in a failure to dissemi-

nate the technology as widely as should have been the

case, so that it remains largely in the hands of commer-

cial organizations, and is limited to the major crops.

Is it an unrealistic hope to anticipate that after another

20 years, amateur gardeners in developed countries will

be able to choose to buy seed to grow genetically

engineered cabbages, which will be resistant to cabbage

white butterfly larvae, in their allotments and gardens?

Or that rural farmers in developing countries will have

free access to engineered rice varieties, suitable for their

growth conditions, that are resistant to pests such as

stemborers? Both these aims have been scientifically
achievable for at least the last 10 years, and it is surely

about time that a more rational approach, which cuts

through both the largely futile debate about the rights

and wrongs of plant genetic engineering, and the pro-

tectionism of agrochemical companies, was taken to

address the looming problem of producing enough

crops to meet humanity’s needs.
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Bravo A (2007) Engineering modified Bt toxins to counter

insect resistance. Science 318:1640–1642

34. Herrero S, Gechev T, Bakker PL, Moar WJ, de Maagd RA (2005)

Bacillus thuringiensis Cry1Ca-resistant Spodoptera exigua lacks

expression of one of four aminopeptidase N genes. BMC

Genomics 6:96

35. Rajagopal R, Sivakumar S, Agrawal N, Malhotra P,

Bhatnagar RK (2002) Silencing of midgut aminopeptidase N

of Spodoptera litura by double-stranded RNA establishes its

role as Bacillus thuringiensis toxin receptor. J Biol Chem 277:

46849–46851

36. Sivakumar S, Rajagopal R, Venkatesh GR, Srivastava A,

Bhatnagar RK (2007) Knockdown of aminopeptidase-N from

Helicoverpa armigera larvae and in transfected Sf21 cells by

RNA interference reveals its functional interactionwith Bacillus

thuringiensis insecticidal protein Cry1Ac. J Biol Chem

282:7312–7319

37. Gill M, Ellar D (2002) TransgenicDrosophila reveals a functional

in vivo receptor for the Bacillus thuringiensis toxin Cry1Ac1.

Insect Mol Biol 11:619–625

38. Burton SL, Ellar DJ, Li J, Derbyshire DJ (1999) N-

acetylgalactosamine on the putative insect receptor amino-

peptidase N is recognised by a site on the domain III lectin-like

fold of a Bacillus thuringiensis insecticidal toxin. J Mol Biol

287:1011–1022

39. Knight PJK, Carroll J, Ellar DJ (2004) Analysis of glycan struc-

tures on the 120 kDa aminopeptidase N ofManduca sexta and

their interactionswith Bacillus thuringiensis CrylAc toxin. Insect

Biochem Mol Biol 34:101–112

40. de Maagd RA, Bakker PL, Masson L, Adang MJ, Sangadala S,

Stiekema W, Bosch D (1999) Domain III of the Bacillus

thuringiensis delta-endotoxin Cry1Ac is involved in binding



837Genetic Engineering of Crops for Insect Resistance
toManduca sexta brush border membranes and to its purified

aminopeptidase N. Mol Microbiol 31:463–471

41. Jenkins JL, Lee MK, Valaitis AP, Curtiss A, Dean DH (2000) Biva-

lent sequential binding model of a Bacillus thuringiensis toxin

to gypsy moth aminopeptidase N receptor. J Biol Chem 275:

14423–14431

42. Jimenez-Juarez N, Munoz-Garay C, Gomez I, Saab-Rincon G,

Damian-Almazo JY, Gill SS, Soberon M, Bravo A (2007) Bacillus

thuringiensis Cry1Ab mutants affecting oligomer formation

are non-toxic to Manduca sexta larvae. J Biol Chem

282:21222–21229

43. Rausell C, Garcı́a-Robles I, Sánchez J, Muñoz-Garay C, Martı́nez-
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Zhuang M, Gill SS, Soberón M (2004) Oligomerization triggers

differential binding of a pore-forming toxin to a different

receptor leading to efficient interaction with membrane

microdomains. Biochem Biophys Acta 1667:38–46

49. Pigott CR, Ellar DJ (2007) Role of receptors in Bacillus

thuringiensis crystal toxin activity. Microbiol Mol Biol Rev

71:255–281

50. Sacchi VF, Wolfsberger MG (1996) Amino acid absorption. In:

Lehane MJ, Billingsley PF (eds) Biology of the insect midgut.

Chapman and Hall, London, pp 265–292

51. Zhang X, Candas M, Griko NB, Taussig R, Bulla LA Jr (2006)

A mechanism of cell death involving an adenylyl cyclase/PKA

signaling pathway is induced by the Cry1Ab toxin of Bacillus

thuringiensis. Proc Natl Acad Sci USA 103:9897–9902

52. Moellenbeck DJ, Peters ML, Bing JW, Rouse JR, Higgins LS,

Sims L, Nevshemal T, Marshall L, Ellis RT, Bystrak PG, Lang BA,

Stewart JL, Kouba K, Sondag V, Gustafson V, Nour K, Xu DP,

Swenson J, Zhang J, Czapla T, SchwabG, Jayne S, Stockhoff BA,

Narva K, Schnepf HE, Stelman SJ, Poutre C, Koziel M, Duck N

(2001) Insecticidal proteins from Bacillus thuringiensis protect

corn from corn rootworms. Nat Biotechnol 19:668–672
53. Ellis RT, Stockhoff BA, Stamp L, Schnepf HE, Schwab GE,

Knuth M, Russell J, Cardineau GA, Narva KE (2002) Novel

Bacillus thuringiensis binary insecticidal crystal proteins active

on western corn rootworm, Diabrotica virgifera virgifera

LeConte. Appl Environ Microbiol 68:1137–1145

54. Darboux I, Nielsen-LeRoux C, Charles JF, Pauron D (2001) The

receptor of Bacillus sphaericus binary toxin in Culex pipiens

(Diptera: Culicidae) midgut: molecular cloning and expression.

Insect Biochem Mol Biol 31:981–990

55. Charles JF, NielsenLeRoux C, Delecluse A (1996) Bacillus

sphaericus toxins: molecular biology and mode of action.

Annu Rev Entomol 41:451–472

56. Warren GW (1997) Vegetative insecticidal proteins: novel pro-

teins for control of corn pests. In: Carozzi NB, Koziel MG (eds)

Advances in insect control: the role of transgenic plants. Taylor

& Francis, London, UK, pp 109–121

57. Barth H, Aktories K, Popoff MR, Stiles BG (2004) Binary bacterial

toxins: Biochemistry, biology, and applications of common

Clostridium and Bacillus proteins. Microbiol Mol Biol Rev

68:373–402

58. Leuber M, Orlik F, Schiffler B, Sickmann A, Benz R (2006) Veg-

etative insecticidal protein (Vip1Ac) of Bacillus thuringiensis

HD201: Evidence for oligomer and channel formation.

Biochemistry 45:283–288

59. Estruch JJ, Warren GW, Mullins MA, Nye GJ, Craig JA,

Koziel MG (1996) Vip3A, a novel Bacillus thuringiensis

vegetative insecticidal protein with a wide spectrum of activ-

ities against lepidopteran insects. Proc Natl Acad Sci USA

93:5389–5394

60. Yu CG, Mullins MA, Warren GW, Koziel MG, Estruch JJ (1997)

The Bacillus thuringiensis vegetative insecticidal protein Vip3A

lyses midgut epithelium cells of susceptible insects. Appl

Environ Microbiol 63:532–536

61. Lee MK, Miles P, Chen JS (2006) Brush border membrane

binding properties of Bacillus thuringiensis Vip3A toxin to

Heliothis virescens and Helicoverpa zea midguts. Biochem

Biophys Res Commun 339:1043–1047

62. Lee MK, Walters FS, Hart H, Palekar N, Chen JS (2003) Mode of

action of the Bacillus thuringiensis vegetative insecticidal pro-

tein Vip3A differs from that of Cry1Ab delta-endotoxin. Appl

Environ Microbiol 69:4648–4657

63. Fang J, Xu X,Wang P, Zhao J-Z, Shelton AM, Cheng J, FengM-G,

Shen Z (2007) Characterization of chimeric Bacillus thuringiensis

Vip3 toxins. Appl Environ Microbiol 73:956–961

64. Li J, Pandelakis AK, Ellar DJ (1996) Structure of the

mosquitocidal d-endotoxin CytB from Bacillus thuringiensis

sp. kyushuensis and implications for membrane pore forma-

tion. J Mol Biol 257:129–152

65. Du J, Knowles BH, Li J, Ellar DJ (1999) Biochemical

characterization of Bacillus thuringiensis cytolytic toxins

in association with a phospholipid bilayer. Biochem

J 338:185–193

66. Promdonkoy B, Ellar DJ (2003) Investigation of the pore-

forming mechanism of a cytolytic d-endotoxin from Bacillus

thuringiensis. Biochem J 374:255–259



838 Genetic Engineering of Crops for Insect Resistance
67. Koni PA, Ellar DJ (1994) Biochemical characterization of

Bacillus thuringiensis cytolytic d-endotoxins. Microbiology

140:1869–1880

68. Wirth MC, Georghiou GP, Federeci BA (1997) CytA enables

CryIV endotoxins of Bacillus thuringiensis to overcome

high levels of CryIV resistance in the mosquito, Culex

quinquefasciatus. Proc Natl Acad Sci USA 94:10536–10540
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Glossary

GE Genotype by environment interaction is differential

genotypic expression across environments that may

cause that a genotype selected among the best in one

location to perform poorly in another. GE weakens

association between phenotype and genotype, reduc-

ing genetic progress in breeding programs. In statis-

tical terms, GE describes a situation in which the

simultaneous effect of two classification variables

(genotype and environment) on a continuous depen-

dent third one, such as yield, does not follow an

additive model.

MET A multi-environment trial is a series of trials

sampling the target environmental range in which

a particular set of genotypes is evaluated.

QTL A quantitative trait locus is a region in the

genome associated with a particular quantitative

phenotypic trait, such as crop yield, resource-use-

efficiency, phenology, or height. QTL analysis is

a statistical method that links phenotypic data (spe-

cific trait measurements on a series of individuals)

and genotypic data (usually in the form of molec-

ular markers taken on the same individual) in order

to explain the genetic basis of complex traits. QTL
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
number and the variation they explain on the phe-

notypic trait give clues about the genetic control of

that trait, for example, if plant height is controlled

by many genes of small effect, or by a few genes of

large effect.

QTLxE QTL by environment interaction is differential

QTL effect across environments that may cause that

a favorable QTL in one environment may become

irrelevant, or even unfavorable, in another.

Specific and wide adaptation A genotype is consid-

ered stable if it yields well relative to the productive

potential of the environments in which is grown.

If such concept of stability is shown for a wide

agroecological array of environments, a genotype

is considered to have general, wide, or broad

adaptation. If stability is confined to a limited

range, a genotype is said to have specific or narrow

adaptation.
Definition

One of the first decisions farmers have to take is the

selection of the variety to be grown in their fields based

on expectation of economic returns, generally, in the

form of the highest attainable yield. This is a critical

choice that strongly determines the sustainability of the

agricultural system.However, this is by nomeans trivial

as it is very hard to identify the “best” variety across

a diverse set of environments subjected to complex

biotic and abiotic factors and interactions generally

causing significant changes in varietal rank. Therefore,

a major objective in plant breeding programs is

to determine the potential adaptation of advanced

breeding lines across a range of agroecological condi-

tions. William S. Gosset (who signed as “Student [1]”

in a landmark publication introducing the t distribution)

wrote at the onset of modern breeding that the ultimate

purpose of field experimentation was to determine what

varieties pay farmers best. He thought that the design

of experiments should aim, not only at determining the

average yield, but also at identifying varieties whose yield,

being within those of high average value, were relatively

less responsive to variation in soil and climate.

Breeding programs normally aim to release

cultivars to be successfully grown over a rather large

cropping area, varying in soil quality attributes and in
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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average climate, and across several growing seasons,

with interannual variations in climatic conditions.

The target environment is defined as the set of soil �
climatic conditions in which the released cultivars will

be grown and to which the cultivars must be adapted.

Therefore, a key step in applied plant breeding is

the identification of advanced genotypes broadly or

narrowly adapted across a wide range of target

environments. Breeders focus in the first segregating

generations on direct phenotypic selection of

highly heritable traits, such as plant architecture and

phenology to concentrate in later stages on complex

quantitative traits like yield and end-use quality.

Marker-assisted selection aims at complementing this

phenotypic selection with direct marker screening for,

mostly, oligogenic-controlled traits. The traditional

approach to estimate the genotypic value in the context

of breeding, varietal registration, and recommendation

is deployment of extensive field evaluation schemes in

a series of sites in which the assessed genotypes could be

potentially grown. These collections of trials are gener-

ally denominated multi-environment trials (METs) in

which a set of genotypes is evaluated in a series of trials

that sample the target environmental range. Data from

METs are typically summarized in the form of geno-

type by environment tables of means. Simple inspec-

tion of such tables of means will often reveal the

presence of genotype by environment interaction

(GE) or differences in performance of genotypes

that are trial dependent. They also allow for the iden-

tification of those genotypes that are partially or gen-

erally adapted to the environmental range, showing

specific or narrow versus general or wide adaptation,

respectively.

The traditional outcome of METs is the identifica-

tion of “which” cultivar and “where” has performed

well. These studies are empirical, based on simple sta-

tistical characterizations of genotypic responses across

environments and do not provide any physiological

insight into the basis of the genotypic response to

environmental changes. However, as one wants to

move forward toward a predictive breeding scenario,

the challenge beyond “which” and “where” is “why”

narrow or wide adaptation happens, in terms of

a thorough understanding of both the environment,

the physiological behavior of the different cultivars

and, eventually, of the genes responsible for adaptation.
Identifying the “why” is not only a matter of satisfying

curiosity: It would potentially allow more precise

breeding through the direct manipulation of the

genes responsible for the different adaptation patterns.
Introduction

Statistical analyses that detect and describe GE have

been comprehensively reviewed [2–14]. Means across

environments in METs are only adequate estimates of

varietal performance in the absence of GE. When GE is

significant, average values across environments may

hide subsets of environments where genotypes differ

markedly in relative performance.

As for any other statistical two-factor model, there

are different types of interactions which originate from

departure from additivity. In Fig. 1, the average for each

of two genotypes, G1 and G2, for the dependent vari-

able of interest, for example yield, is shown for three

environments. Figure 1a represents the situation in

which differences were detected only between environ-

ments. Figure 1b shows an additive model in which

differences for both main effects, genotypes and envi-

ronments, were observed but no GE. Figure 1c shows

a quantitative or non-crossover interaction; in this

scenario, genotypes with superior means can be

recommended for all environments. In plant breeding,

the most important GE is of the crossover or qualitative

type (Fig. 1d), which implies changes in the rankings of

genotypes across environments). In this case, variety

G2 may be recommended for environment E1 but not

for E2 and E3.

When there are genotypic differences among the vari-

eties tested and the target environments include different

soils and variable climate, METanalyses more often than

not detect crossover GE (only MET with limited geno-

typic and/or narrow environmental diversity might

reveal negligible or nonsignificant interaction). Thus,

identification of superior genotypes is complicated by

qualitative GE and largely depends on extensive field

testing conducted over years at different locations. There-

fore, there is a strong need to deploy powerful statistical

models for MET data taking into account GE and their

breeding implications.

Crossover interactions represent a double-edged

sword [10].Whereas they make breeding, testing, selec-

tion, and varietal recommendationmore difficult, if the
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underlying ecophysiological grounds of GE are known,

identification of genotypes better adapted to certain

specific niche conditions, allowing for increased

genetic gains, is possible. If the traits conferring adap-

tation to these specific environments and/or the genes

that control them are revealed, direct implementation

in breeding may be feasible either by choosing parents

for a new cross possessing the adaptive attributes or by

directly selecting for the presence of such attributes in

the progenies (through direct measurement of the

attributes or through genotypic selection, see below).

METs are often carried out over a number of sites

and years that are considered to be representative of the

target environments. Standard analyses of variance par-

tition the GE term into genotype by locations (GL),

genotype by years (GY), and genotype by locations

by years (GLY) interactions. The relative size of these

terms allow for a statistical assessment of the spatial

and temporal components of adaptation. If GL
dominates over the other components, then specific

adaptation is exploitable by identifying subsets of

homogeneous locations for variety release and recom-

mendation. Where GY and GLY terms dominate, as

most often happens, no simplification involving spatial

subdivision of growing regions is possible. In this con-

text, specific recommendations may be only possible

after counting with robust models trustworthily

predicting the main climatic conditions of the growing

season in advance to sowing.

Recent efforts have searched for the genetic factors

underlying GE and, thus, to describe adaptation pat-

terns. Quantitative trait loci (QTLs) responsible for

individual complex traits (see, e.g., [15]), such as

yield and adaptation have been reported in several

populations for most crop species. QTL related to

adaptation show different effects in different environ-

ments. The magnitude of individual QTL effects

(expressed as the amount of GE variation explained
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by a particular QTL) varied among populations and

across environments. Therefore, implementation of

marker-assisted selection strategies for these QTLs

in applied breeding programs remains a challenge.

Modern GE studies have introduced external environ-

mental, physiological, and/or genetic information to

develop statistical models whose parameters relate bet-

ter to physiological knowledge [16, 17], and therefore

offer better possibilities for implementation of QTL

selection methodologies in breeding programs.
Breeding Implications

Historically most of the genetic progress in the last

decades at the global level, particularly in cereals,

has been attained through increases of yield potential

and disease resistance. Genetic gains in yield under

non-limited growing conditions, i.e., improving yield

potential, have often brought about parallel gains in

yield under a wide range of more realistic, largely

stressful, growing conditions [18–20]; because physio-

logical traits behind improved yield potential may

often be constitutive and provide yield advantage over

a range of conditions [21]. Thus, improving simulta-

neously for yield potential (which is directly linked

to both attainable and on-farm yields; [22]) and

for disease resistance has conferred not only clear

progress under high-yielding conditions but also wide

adaptation.

Thus, it is critical to further improve yield potential

[23]. Lessons from the past allow to optimistically

trusting that relatively simple traits might be found

that affect yield potential and wide adaptation simul-

taneously (e.g., [24]). For instance, the incorporation

of simple key traits such as reduced height might have

such a great impact that may be the basis of a Green

Revolution due to its capacity of increasing yield both

under potential and most non-potential conditions.

Genetically reducing the capacity of the stems to grow

through introgression of semidwarfing genes deter-

mined firstly an increased partitioning of biomass

accumulated during stem elongation to the growing

spikes [25, 26]; then the additional availability of

resources in the growing spikes allowed floret develop-

ment to proceed normally in more floret primordia

consequently increasing the number of grains [27]

and therefore parallel improvements in yield, as cereals
are most frequently sink-limited during grain filling

even under nonoptimal environments [28, 29]. How-

ever, as further reducing height would not keep

improving yields [30], it is critical identifying alterna-

tive traits that being rather simple were still putatively

related to yield across a wide range of conditions.

Difficulties in identifying such traits is reflected in the

fact that despite continuous breeding efforts in the last

decade, current genetic progress in yield potential fall

short of both those attained before (see [31] and refer-

ences therein) and that required to match expected

increases in demand [23]. Future improvements in

yield potential would largely depend upon the identi-

fication of alternative traits that being relatively simple

are putatively related to yield in a wide range of condi-

tions representing the target environments of the

breeding program. In this context, a thorough exami-

nation of GE will be critical both for identifying traits

in a top-down approach dissecting yield into physio-

logically sound traits across conditions representing the

target environments, and for determining the stability

of the relationship between the identified trait(s) and

yield.

In an even more general context, GE has important

implications in applied breeding programs [5]. Based

on the magnitude and nature of GE, breeders have to

decide whether to aim for wide or for specific adapta-

tion. This decision determines the choice of locations

for selection, the allocation of limited resources in

advanced line testing, and the assessment of the poten-

tial trade-off between empirical, molecular, and phys-

iological screening of parents and advanced lines.

Related to wide adaptation is the question of breeding

sites: Can selection under optimum high-input envi-

ronments identify genotypes adapted to more stressed

environments? Salvatore Ceccarelli and Stefania Grando

at ICARDA have produced a significant number of con-

tributions on the issue of wide versus specific adaptation

in barley (see [32] and their own references therein for

a review). They have strongly advocated the exploita-

tion of specific adaptation for optimum use of

resources particularly in marginal environments, argu-

ing that selection for high yield potential has not

increased yield under low-input conditions. However,

success of the CIMMYTwheat program aiming at wide

adaptation is based on a completely different approach.

Rather than focusing on any specific environmental
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conditions, continuous selection cycles, referred to as

shuttle breeding, are carried out in alternative and

extremely diverse high yield potential environments

differing in altitude, latitude, photoperiod, tempera-

ture, rainfall, soil type, and disease spectrum. As

a result, CIMMYT wheat genotypes have shown high

yield potential and wide adaptation across large

geographical regions, perhaps with the exception of

very marginal; in fact, poor adaptation of CIMMYT

genotypes to specific environments often reflected

susceptibility to specific plant diseases.

Field experimentation aims at covering a represen-

tative sample of environmental variation. However, the

need for adequate resource allocation raises the ques-

tion of whether multilocation testing in a limited num-

ber of years can adequately sample the array of

environmental conditions where a variety can be

grown. If the MET analysis of variance identifies GY as

the most significant term, testing for many crop cycles

should be preferred. However, this is not suitable given

the increasing pressure to develop new cultivars. There-

fore, breeders often substitute temporal for spatial

environmental variation, assuming that GL is similar

in nature to GY and that GLY is absent. Resource

allocation for varietal experimentation schemes

depends on the relative magnitude of the variance

components for the genotype and GE interaction

terms. Given the small number of years available for

testing, and the frequently dominant effect of GY and

GLY interactions, there is little point in a very extensive

series of trials in a given year with a high proportion of

genotypes retained throughout. Integrated mixed

model analyses for the selected genotypes across the

breeding stages can counterweigh for the limited num-

ber of years in the later stages of field testing.

A series of papers have suggested the use of refer-

ence and probe genotypes to characterize environmen-

tal variation and assess GE repeatability [33]. By

defining a common reference set of genotypes consis-

tently grown across locations and years, a breeder could

define a long-term target environment and weight

results from each location in a given year in accordance

with its across-year representativeness. Probe geno-

types with differential response to known biotic and

abiotic conditions could also be used to characterize

environments. However, practical application of these

two principles is not common. Genetic gains
for unidentified biotic and abiotic stresses by direct

selection on extensive MET are possible. A more

sound approach could be the growing of genotypes in

a few key environments with well-characterized levels

of the target stress. Manipulation of the breeding envi-

ronment and selection of key parents for crossing

should result in improved genetic gains. However, this

second approach requires a clear understanding of the

major stress as well as the facilities to reproduce it.

A germplasm strategy is also needed for breeding

for wide and specific adaptation. For most crops,

there is an important gap between elite and

unimproved gene pools as most breeders focus on

germplasm reflecting decades of intensive crossing,

selection, and recombination [34]. However as genetic

gains attained by conventional breeding decrease, more

emphasis should be given to the use of new genetic

variability both through pre-breeding or through con-

struction of new parent for crosses, incorporating

desired traits from local land races and related wild

species, or from other unrelated organism through

transgenesis.

The first studies on GE were based on standard

variety trials across a series of environments. That

allowed identification of the wide or narrow adaptation

of the checked cultivars, but little could be said on the

genetic basis of adaptation. Extensive field testing of

biparental crosses (e.g., [35]), either in the form of

doubled haploids, or recombinant inbred lines

populations, allows for the assessment of the genetic

control of plant adaptation based on standard linkage

and QTL analyses, but their use is limited by the level of

polymorphisms between parents. In contrast, diverse

genotypic panels accumulating multiple recombina-

tion events provide ample genetic variation for associ-

ation studies. However, their main limitation is the

high incidence of false-positive associations due to the

difficulty to distinguish between true and pseudo link-

age between molecular markers and traits of interest,

due to population substructure and correlated selec-

tion [36]. More recently, other more complex crossing

systems have been proposed to exploit the advantages

of both linkage analysis and association mapping. This

is the case, for example, of the so-called MAGIC

(multiparent advanced generation intercross) [37],

the nested association mapping (NAM) design based

on a huge set of recombinant inbred lines derived from
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a large number of founder genotypes [38, 39], and

AMPRIL (a multiparent recombinant inbred line pop-

ulation) [40].

The use of physiological criteria in analytical breed-

ing is critical for success [41–44]. Breeders develop

a deep knowledge of their target environments and of

the agroecological adaptation of their genetic materials.

However, whereas intensive work is continuously been

carried out by crop physiologists in the area of yield

potential and adaptation, not many breeders regularly

incorporate new physiological criteria in their main-

stream-breeding program. In any case, physiological

assessment of adaptation is needed to complement

breeders’ impressions particularly in the first and last

stages of a breeding program: selection of parents

and assessment of adaptation of new advanced lines.

Similarly, despite exciting progress in molecular

marker-assisted selection, applied breeding still

depends heavily on direct phenotypic selection of

advanced genotypes.

In the rest of this entry, two different aspects will

be presented: First, an example of the physiological

implications of GE through the study of a trait, time

to flowering, that has a clear effect on adaptation;

second, a series of increasingly complex statistical

models to characterize genotypic adaptation, to iden-

tify genotypes showing wide or specific adaptation

and to dissect the genetic complexity behind this

integrative trait. Although these sections may look

quite disconnected, a thorough knowledge of crop

physiology and/or their genetic control could allow

construction of more powerful integrated statistical

models incorporating as genetic covariables this infor-

mation in order to improve the understanding of the

nature of GE. Conversely, the statistical models

can identify certain genotypes which, if well charac-

terized, could allow for empirical identification of key

adaptative traits.
Traits Determining Adaptation

The number of physiological traits with a potential

effect in determining yield and adaptation is extraor-

dinarily large. In an excellent Crop Physiology manual

recently edited by Sadras and Calderini [45], many

traits are reviewed and organized according to different

criteria from capture and efficiency in the use of
resources to crop development and plant architecture.

Many trade-off exists between traits that, if ignored,

will slow down genetic progress for both potential and

actual farmer yields. Araus et al. [43] have also

reviewed a number of potentially useful physiological

criteria for breeding, particularly, in the framework of

C3 cereals under Mediterranean conditions. Crop

physiology as a whole is beyond the objectives of this

entry. Therefore, the focus is on the single most impor-

tant crop trait determining plant adaptation, time to

flowering, as an example of a key trait to describe the

underlying mechanisms and implications for GE.
Time to Flowering

Crop phenology – life cycle as influenced by seasonal

variations in climate – has been widely recognized as

the most important single factor determining adapta-

tion and thereby crop performance. In determinate

species, it allows for matching crop development with

availability of resources, avoiding abiotic stresses due to

climatic conditions such as late spring frosts and ter-

minal drought. To maximize attainable yield, the most

“critical phases” for yield determination have to be

match with the most favorable (or least unfavorable)

growing conditions. In some cases (Northern Hemi-

sphere), the obvious way to achieve this is sowing cold-

tolerant genotypes early enough to have full growth in

early spring, but in the warmer Southern Hemisphere

similar maximum yields can be achieved sowing in

winter with significantly shorter phases, provided the

critical phases are ideally timed [46–49]. Crop phenol-

ogy is, thus, not only a key adaptative trait, but it may

also affect yield potential, since different structures are

produced throughout the crop cycle, and some of them

may be more important than others in determining

yield potential [50]. If the pattern of water deficit in

the target region is relatively predictable, manipulation

of genes responsible for crop phenology is the most

sustainable approach to increase attainable yield and

plant adaptation.

The importance of flowering time has been shown,

for example, with the fast and diverse shifts in heading

time, or in vernalization and photoperiod responses,

due to natural selection: When the same bulk popula-

tion is grown under contrasting environments [51];

when comparing different sowing dates [52]; when
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studying the contrasting developmental patterns of

genotypes adapted to particular regions [53–55]; or in

retrospective studies showing changes in heading date

over time due to breeding, particularly in areas where

the crop was introduced more recently (e.g., bread

wheat in Australia; [48]; durum wheat in certain

regions of Spain; [56]). Therefore, crop phenology is

an important source of GE for yield when testing geno-

types from regions differing in climatic conditions

[57, 58].

The three major factors determining flowering time

are differential responses to photoperiod and vernali-

zation and intrinsic earliness or earliness per se [50].

Further evidence from recent studies in wheat [59–61]

support the idea that earliness per se genes represent

basically genotypic differences in the response to non-

vernalizing temperatures [62, 63]. The wide genotypic

differences for these factors are considered as respon-

sible for the spread of winter cereals, worldwide to

a wide range of latitudes and altitudes [49, 64].
Genetic Factors Controlling Time to Flowering

At the gene or marker level, the importance of

flowering time in crop performance is shown, for

example, through the geographical distribution of

alleles of major genes such as photoperiod (Ppd) and

vernalization (VRN) responsive genes [49, 64, 65]. The

co-location of QTLs for heading with QTLs for yield

(e.g., [35, 66–69]), whichmay help to define an optimal

window for heading or combination of alleles in the

tested environments [70]. Moreover, in some of these

studies, QTLs with strong effects on heading collocated

with some of the QTLs for yield that exhibited stron-

gest QTL by environment interactions [35, 69–71].

Recent studies have shown, through factorial regression,

that a great part of the effect of these QTLs for heading

(underlying QTLxE for yield) can be explained by the

different sensitivity of the alleles to environmental con-

ditions such as temperature during different parts of the

crop cycle [11, 72].

In the last decade, candidate genes have been iden-

tified for major loci controlling flowering time in barley

and wheat: The photoperiod responsive gene Ppd-H1

in barley and its wheat homologues Ppd-D1, Ppd-B1,

and Ppd-A1 are PRR-like genes [73, 74]. In both spe-

cies, the photoperiod-responsive allele accelerates
flowering under long-day conditions, but in barley,

the greatest differences between sensitive and insensi-

tive alleles are found under long-day conditions or high

latitudes, while in wheat, under short day conditions or

low latitudes [49, 64, 75, 76]. HvFT3 is the candidate

gene for another gene related to photoperiod in barley,

Ppd-H2, whose active allele is expressed and accelerates

flowering only under short photoperiod or low lati-

tudes [75, 77]. The vernalization genes VRN-H1 and its

homologues VRN-A1, VRN-B1, and VRN-D1 in wheat

are MADS-box transcription factors similar to

APETALA1 in Arabidopsis [78–80]. HvZCCT and

TaZCCT are the candidate genes for VRN-H2 and its

wheat homologue VRN-Am2, respectively [81, 82].

The alleles at these loci and their interactions determine

the sensitivity to vernalization (e.g., [82, 83]). Finally

VRN-H3 and its homologues VRN-A3, VRN-B3, and

VRN-D3 are FT-like genes, which also interact with

PPD and VRN genes [77, 84, 85]. Other reported

genes that determine differences in heading time are

the “earliness per se” loci (eps) identified in barley by

Laurie et al. [75], the series of “early maturing” (Eam)

loci [86–89], and the gene HvAP2 [90]. However,

except for the latter, no candidate genes have been

found yet for them and their role is much less clear.

Figure 2 shows the location of the mentioned loci

for barley, as well as for some other genes which are

homologues to flowering genes in rice and Arabidopsis

but whose effect on heading is unknown in barley. In

wheat, other less characterized loci have also been

identified, as the gene Eps-2B on 2BS [91, 92]; Eps-

Am on 1AL sensitive to temperature [59, 60]; VRN-D4

close to the centromere in 5D [93], and other earliness

per se genes on 5AL [94]. Additionally other loci have

been found to have an effect on heading time in differ-

ent regions than the loci mentioned above, although

most of them with smaller effects: by the use of aneu-

ploids in wheat [49, 95] or through QTLmapping both

in barley (e.g., [35, 66–69]) and wheat (e.g., [92, 96–

98]). These studies would confirm that heading time is

under a strong but complex genetic control [49, 95].

Although particular VRN and PPD alleles may be more

frequent in some geographical areas, variation has been

found between genotypes within regions, so it is pos-

sible finding different combinations of VRN and PPD

alleles in successful genotypes well adapted to particu-

lar regions, which would reinforce the idea that several
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Genotype by Environment Interaction and Adaptation. Figure 3

Genome scan for heading date for the Steptoe�Morex doubled haploid population grown in fall and late winter sowing

in Spain in 2009. Top:�log10 (p values) for the test on QTL+QTL.E effects are shown. The red horizontal line indicates the 5%

genome-wide significance threshold. Bottom: Upper most line in green gives all genomic positions for which null

hypothesis of no QTL+QTL.E is rejected. For the fall and late winter sowing environment, all positions for which there is

environment-specific QTL expression are indicated with colors: blue showing that the allele from Steptoe delays heading,

while red/brown shows that the Morex allele delays heading
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other genes may be important in the control of

flowering time [64]. As sensitivity to vernalization

expresses at earlier stages of development than that to

photoperiod, the fact that different combinations of

VRN and PPD alleles may confer a similar time to

heading or anthesis may also open room for fine-

tuning developmental partitioning of a certain time

to flowering into different lengths of vegetative and

reproductive phases, which might be relevant in

improving adaptation (see below).

A very simple quantitative genetic analysis of head-

ing date (HD) for the Steptoe � Morex doubled
haploid barley population [35] sown in fall and late

winter in 2009 in Spain can be deduced from Fig. 3

which also illustrates alternative types of QTLxE inter-

actions. In the top part of the figure there is, for a MET

situation, a whole genome scan according to

a composite interval mapping strategy [99] as

implemented by Biometris, Wageningen University

and Research Center, in GenStat (version 13th,

[100]). All markers in the seven barley chromosomes

are represented in sequential order on the X-axis. On

the Y-axis is the p value, expressed on a minus loga-

rithmic scale, for the successive regression models,
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including not just the marker or position of interest,

but additional markers that act as cofactors. With

�log10 (p value) increasing, the evidence for a QTL at

that position becomes larger. The bottom part of the

figure shows firstly, in green, a one-dimensional sum-

mary of the profile in the upper panel, that is, all

positions for which the joint null hypothesis of no

QTL main effect and QTLxE interaction was rejected.

Below the overall test for QTL effects across environ-

ments, for each individual environment, in this case

defined by fall and late winter planting, an approximate

test for environment-specific QTL effects is given in

yellow-brown-red (QTL allele second parent increases

trait) or light blue-dark blue (QTL allele first parent

increases trait). Two major QTLs seem to determine

heading date for the genotypes in these two trials, both

on the short arm of Chromosome 2H, corresponding

to two known genes, Ppd-H1 and Eam6, on Fig. 2.

A very strong qualitative or crossover interaction

QTLxE interaction is shown for Ppd-H1; the Morex

allele (yellow-red) in the late winter sowing (under

long-day photoperiod) delays heading, whereas the

Steptoe allele at this locus (blue) delays heading

under short days on the fall sowing. Non-crossover

interaction is shown for Eam6. The presence of the

Steptoe allele always delays heading, but more under

fall sowing (darker blue effect) than under late winter

sowing. Other minor QTLs are shown in chromosomes

1H and 4H.
Genetic Factors Controlling Duration of Subphases

of Time to Flowering

The effect of these genes or QTLsmay vary not only due

to different conditions in temperature and photope-

riod, or to epistatic interactions with other genes or

QTLs, but also they may have different effects on the

different phases of the crop cycle. This may be interest-

ing for improving both adaptability and yield potential.

Studying the genetic control of different pre-heading

phases could bring about a better understanding of

crop development patterns and more tools to fine-

tuning it. For example, some adaptative characters,

such as the avoidance of late frosts in spring, could be

better assessed by knowing the duration of the phase

from sowing to terminal spikelet rather than total time

to anthesis (e.g., [101]). Moreover extending the
duration of stem elongation, without modifying total

time to anthesis, which is a key trait for adaptability as

shown above, has been proposed as a trait to further

increase yield potential [102, 103]. This has been pro-

posed because the stem elongation phase is critical for

yield determination, as the number of fertile florets at

anthesis, which determines the final number of grains,

is set during this phase [104, 105].

Several authors have shown that there is partially

independent variability between different pre-heading

phases (variability in pre-heading phases between geno-

types with similar time to heading), both in wheat

[106–108] and barley [109–114]. Other authors have

shown that responses to vernalization, photoperiod, and

temperature can each differ greatly among genotypes and

between phases [50, 62, 115, 116]. In some studies using

chromosome substitution lines, near isogenic lines

and/or single chromosome recombinant lines, hexa-

ploid wheat Ppd-D1 and Ppd-B1 alleles had different

effects on the duration of pre-heading phases and on

their response to photoperiod, although results seemed

to depend on the genetic background and the environ-

mental conditions of each experiment (see results and

review by [117]). Recently Lewis et al. [61] found that

alleles of a cultivar and a wild line of Triticum

monoccocum for Eps-Am had different effects on the

leaf initiation and the spikelet initiation phases (due to

different sensitivity to temperature), but not on stem

elongation, while they had little effect on total time to

heading. On the other hand, many of the QTLs respon-

sible for a different genetic control between pre-heading

phases had little or no effect on total time to heading, so

they may be more difficult to detect when assessing only

heading time [111, 118]. Some of these differences in

the length of pre- and post-heading phases were

maintained under different conditions of photoperiod

and temperature [119].
Statistical Approaches for GE Characterization

Means across environments are adequate indicators of

genotypic performance only in the absence of crossover

GE. When present, the use of means across environ-

ments ignores the differential reaction of genotypes to

environmental changes. In an analysis of variance,

introduction of the GE interaction term, (GE)ij for

i = 1 to g genotypes and j = 1 to e environments, creates
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as many parameters as there are GE combinations,

making predictions of phenotypic responses for envi-

ronments that were not in the set of trial environments

impossible. Most approaches for the study of GE inter-

action and adaptation depart from ANOVA models

with GE interaction terms and are therefore purely

empirical descriptions of phenotypic performances of

a set of genotypes across a fixed sample of environ-

ments. However, if the physiological or environmental

underlying causes determining GE interaction can

be determined, identification of genotypes better

adapted to certain specific environmental conditions

would be possible and, thus, larger genetic gains

would be achievable. Furthermore, if the traits con-

ferring adaptation and their genetic control are

revealed, direct implementation in breeding may be

feasible.

This entry reviews three types of statistical

approaches used in GE interaction for breeding and

variety development: (1) regression on the environ-

mental mean, best known as Finlay–Wilkinson regres-

sion, or joint regression analysis; (2) linear-bilinear

models, like AMMI and GGE; and (3) factorial regres-

sion models (see specific references for these methods

below). These methods differ not only on the informa-

tion they provide, but also in their predictive ability for

breeding. A discussion of these three types of models

from a common statistical perspective can be found in

[120, 121]. The approaches aim at substituting the

(GE)ij term by a linear or bilinear approximation

using fewer parameters (Table 1). The replacement of

double-indexed ANOVA GE interaction parameters by

single-indexed regression and bilinear parameters

introduces predictive properties.
Regression on the Mean

The most widely used and abused statistical method in

breeding programs for characterizing GE has been the

regression-on-the-mean analysis first proposed by

Yates and Cochran [122] and made popular by Finlay

and Wilkinson [123] (FW), and also named joint

regression analysis. This method summarizes pheno-

typic responses to environmental changes as straight

lines differing in both intercept (related to genotypic

main effect) and slope (which estimates environmental

sensitivity); GE interaction is revealed by differences in
the slopes of individual genotypes. These straight lines

are produced upon regressing individual genotypic

means per environment on average site performance

across all genotypes in that environment, where the

regression is done across the full set of environments.

The rationale behind FW is that in the absence of

explicit environmental information, a good estimate of

the agronomical value of any environment may be

given by the average phenotypic performance of all

genotypes in that environment. This method has an

important conceptual drawback. Two environments

may have a similar low average yield for two completely

different agroecological reasons, for example, presence

of a disease and an episode of a late spring frost just

before flowering. This model assumes the genotypic

sensitivity to these two stresses to be approximately

the same when the different stresses produce the same

environmental means. Therefore, the use of the

model is best restricted to those rare cases in which

environmental differences are driven by just a single

major biotic or abiotic factor; in these cases, the

linear regression on the mean model may reflect

linear differences in relation to the predominant

stress factor. However, if environmental differences

are due to a major stress, why not using, rather than

the average phenotypic value at every environment,

a direct estimate of the genotypic sensitivity to this

stress as in the factorial regression method described

below?

Regression-on-the-mean models are conceptually

simple: The differential genotypic responses are sum-

marized by their slopes, but it is very important to

point out that their value and use should depend on

the proportion of GE sum of squares that can be

described by the differential environmental sensitivities

of the genotypes. Figure 4 presents an example for

which the Finlay and Wilkinson model should have

never been used; however, it has been presented in

this entry as similar reports are still too often seen in

many publications. It summarizes a small MET

consisting of seven barley varieties (Var_1 to Var_7)

grown at ten Spanish environments according to model

III in Table 1. In the part of this figure, there are the

simple linear regression models for the seven varieties.

If nothing else is shown, it can be wrongly assumed that

there are substantial differences among genotypic

slopes. This is also shown on the top table that includes



Genotype by Environment Interaction and Adaptation. Table 1 Overview of statistical models for GE analyses from

two-way genotype by environment table of means derived from MET

General
model Specific model Model Data required

Statistical models for
E(Yij) � m Key information provideda

Reference
models

Additive I Phenotypic
datab

Gi + Ej + eij Average cultivar yields

Full interaction II Phenotypic data Gi + Ej + (GE)ij Departures from additivity for each
environment

Regression
on the
mean

Finlay and
Wilkinson

III Phenotypic data Gi + Ej + biEj + eij Cultivar sensitivity (in form of slopes)
to changes in environmental
productivity

Bilinear
models

AMMI IV Phenotypic data
Gi + Ej +

PK
k¼1

akibkj + eij
Joint adaptation patterns of
genotypes to environments

GGE V Phenotypic data
Ej +

PK
k¼1

a0kib
0
kj + eij

Identification of the “winning
genotype” for each uniform subset
of environments

Factorial
regression
models

Factorial
regression
model

VI Phenotypic and
environmental
data

Gi + Ej + bizj + eij Cultivar sensitivities (bi) to changes in
any environmental variable z

Genotypic
factorial
regression
model: QTL.E
model

VII Phenotypic and
genotypic
(marker
information)
data

xir + Ej + xirj + eij Marker (x) potentially associated
to QTL and to QTL.E and the
corresponding QTL (r) and the
QTL.E (rj) effects

c

Integrated
factorial
regression
model

VIII Phenotypic,
genotypic, and
environmental
data

xir + Ej + xi(lzj) + eij QTL sensitivity to changes in
environmental variable zd

aSee text for a more detailed discussion of each model
bPhenotypic response of the i = 1. . .g genotype at the j = 1. . .e environment
cIn the presence of QTL.E, rj adjusts the average QTL expression across environments, r, to a more appropriate level for the individual

environment j. This model can be easily extended to xs markers throughout all the genome
dl is a constant that determines the extent to which a unit change in z, an environmental covariable, influences the effect of a QTL allele

substitution. This model can be easily extended to xs markers and zt environmental variables
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regression estimates. When independent simple linear

regression analyses are fitted for the seven genotypes,

the slopes varied from 0.88 to 1.14 and the individual

straight lines were very significant (R2 from 84% to

98%; p values from 1.8 � 10�04 to 7.1 � 10�08).

However, these R2s do not mean anything in the GE

context. They simply confirm that the genotypic yield

increases with the mean environmental yield, which is

obvious in the way that this model is built. Based on

these estimates, it can be wrongly stated, for example,

that Var_3 (slope equal to 1.14) apparently benefits
more to improvements in the overall productivity of

the environment than Var_6 (1.01) and particularly

than Var_2 (0.88) which, with the lowest sensibility,

does worst than expected. However, this model is

completely inadequate for this MET and the previous

estimates are useless and misleading and should have

never been determined. The standard errors of the

slopes, which can be used to assess the significance of

the differences among slopes, ranges from 0.06 to 0.14,

with an average standard error of the difference equal

to 0.16. They are too large for detecting significant
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Genotype by Environment Interaction and Adaptation. Figure 4

Inappropriate use of the Finlay and Wilkinson analysis for a MET consisting of seven barley genotypes grown in ten

environments in Spain

858 Genotype by Environment Interaction and Adaptation
differences between genotypic slopes. Furthermore,

joint regression analysis of variance table (bottom

part of Fig. 4) shows that the observed differences

among the genotypic slopes (Heterogeneity of slopes)

only explains 7.1% of the GE sum of squares, which is

not statistically significant (p value = 0.721).
Bilinear Models (AMMI and GGE)

The usefulness of the integration of ecophysiological and

statistical tools in the interpretation of GE interaction is

examined based upon the joint application of two mul-

tiplicative models for interaction: the additive main

effects and multiplicative interaction (AMMI) model

[6], and the factorial regression model [120, 124].

Both provide information and insight beyond the clas-

sical analysis of variance of two-way genotype by envi-

ronment tables. AMMI represents an empirical
approach (based on yield itself) to analyze GE interac-

tion. Factorial regression attempts to describe interac-

tion by including external genetic, phenotypic, and

environmental information (e.g., morphophysiological

traits, climatic data, etc.) on the levels of the genotypic

and environmental factors. It implies a more analytical

approach to the understanding of GE.

The Finlay andWilkinson model belongs to a wider

class of statistical models named linear-bilinear which

estimate genotypic sensitivities to one or more envi-

ronmental characterizations that are just linear func-

tions of the phenotypic data [124–127]. However, the

additive main effects and multiplicative interaction

(AMMI) model [128–131] and the GGE models

[132, 133] represent more powerful, and thus, useful

examples of linear-bilinear models in plant breeding.

These two model classes generate for every genotype

and for every environment a series of K scores, which
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summarize the differential sensitivity of the genotypes

to the prevalent, and typically unknown, stresses pre-

sent in the analyzed MET.

The AMMI model successively partitions the (GE)ij
interaction term from the basic ANOVA reference

model into a series of K multiplicative terms or prod-

ucts of the form akibkj, where, for the kth term, aki refers

to the genotypic sensitivity of genotype i to an hypo-

thetical environmental variable bk, which has value bkj
in environment j (Table 1, model IV). Alternatively, bkj
refers also to the environmental potentiality of envi-

ronment j to an hypothetical genotypic variable ak,

which takes value aki for genotype i. The K hypothetical

environmental (genotypic) variables have the property

of discriminating maximally between genotypes (envi-

ronments). The number of multiplicative terms to be

retained for an appropriate estimate of the GE interac-

tion, K, can be estimated in various ways, see, for

example, Gollob [130], Gauch [6], and Cornelius

[134]. From a practical point of view, the AMMI

model is fitted in two steps. First, an additive ANOVA

model is fitted containing the main effects for G and

E and then the residuals from the additive model are

used to construct the GE interaction matrix. This inter-

action matrix is then subjected to a singular value

decomposition that generates the above-introduced

genotypic and environmental scores [128, 130, 131].

Key outputs of the AMMI analysis are the geno-

typic and environmental scores for the K retained

axes, along with the proportions of the interaction

sum of squares explained by the multiplicative

terms. The output of the K = 2 AMMI model,

retaining just the first two interaction axes (IPCA1

and IPCA2), can be directly visualized by means of

a biplot [5, 128, 135]. If both axes together explain

most of the GE interaction, interpretation of the

biplot is very simple and potentially extremely useful

for understanding GE interaction. The ith genotype is

placed in the biplot according to the (a1i, a2i) genotypic

scores; similarly, the jth environment is defined by

its two IPCA environmental scores (b1j, b2j). Distance

of a genotype or environment to the origin is

proportional to the GE interaction generated by

that genotype or environment, respectively. Geno-

types placed close together show similar adaptation

patterns. Close environments generate similar GE

interactions.
The actual interaction of genotype i in environ-

ment j can be estimated by the projection of the geno-

type position (a1i, a2i) on the jth environmental vector

that goes from the origin (0,0) to (b1j, b2j), that is

the line that goes through the origin with slope equal

to b2j/b1j. The distance between the genotype projec-

tion on the line to the origin also provides information

about the absolute magnitude of the interaction of

genotype i in environment j. Genotype i will be well

adapted to environment j, that is, positive interaction,

if the projection is in the direction of the environmental

vector and negative otherwise. The sign of the interac-

tion of the genotype i in environment j can be esti-

mated by the cosine between the ith genotypic and the

jth environmental vector. It will be positive if both

vectors form acute (close to 0�) angles, negative if

the angle is obtuse (close to 180�), and nonexistent

(no interaction) if they form a right angle (close

to 90�). In a similar way, two environments whose

vectors form an acute angle generate a similar type of

GE interaction across genotypes, the environments

have positive genetic correlation. If the two environ-

mental vectors form an angle close to 180�, whichever
genotype is well adapted in one environment will be

poorly adapted to the other, the environments have

a negative environmental interaction. Finally if both

environmental vectors form a right angle, the geno-

typic behavior at one environment will be indepen-

dent of the behavior at the other site, the genetic

correlation is zero.

The upper part of Fig. 5 shows an AMMI biplot

generated by a set of seven genotypes grown at ten

environments. The genotypes are shown by circles

and they represent a barley variety Beka, three derived

single nonallelic mutants, M01, M02, M03, and the

three binary mutant combinations, M12, M13, M23.

The environments are shown in the biplot by squares

which represent location by year combinations across

Spain. Production of these mutants and analysis of

these data was presented elsewhere [136, 137]. In this

MET, the GE interaction is well described by the AMMI

K = 2 model, as both axes explain together more than

90% of the GE sum of squares. The average yield of

each environment and genotype is shown proportional

to the area of its corresponding symbol. Within each

symbol there is a, generally small, darker sector that

represents the proportion of its sum of squares not
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AMMI and GGE biplots for a MET consisting of seven barley genotypes grown at ten environments in Spain (Data taken

from [105]). See text for a detailed description of genotypes and environments
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explained by this model. In this case all environments

are well represented except for G27 y G18, which gen-

erate GE interactions not correctly described by the

AMMI K = 2 model. Beka is placed close to the origin

and, thus, it is the genotype that interacts least with the

ten environments; on the contrary, M12 and M03 are
the two genotypes that interact most with the environ-

ments. G17 and S16 are the two environments which

showed the largest GE interaction, that is, whose geno-

typic yields depart most from their averages. PA8, near

the origin, produced yields close to the average across

all environments.
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The relative position of both genotypes and envi-

ronments can provide some clarification on the nature

of the GE interactions in this MET. The first IPCA

seems to be associated with differential behavior of

genotypes carrying the first mutation, M01, M12, and

M13, with positive scores in comparison to the other

genotypes. These mutants are particularly poorly

adapted to Granada (G in the biplot, especially G17).

The second axis, which is quantitatively less important,

seems associated with mutant 2 (M02, M12 y M23),

which shows negative scores on this axis, whereas

the other genotypes have positive scores; the specific

adaptation of this mutant to the environments is

not as clear.

The angle formed by any two environmental vectors

is related to the relative similarity among environ-

ments, say, the genetic correlation, as determined by

the genotypic yields. In this case, the relative yields of

the genotypes in Toledo (TO8 y TO9) seem very similar

to Soria (SO8). They all form acute angles with cosine

and correlation close to 1. T09, with a smaller size

square, had lower yields that the others. By comparing

the angle of these three environmental vectors with the

vector determined by G28 (very obtuse angle closed to

180� and cosine and correlation close to �1), it can be

deduced that those genotypes that behave relatively

well in G28 perform poorly in the other three sites

and vice versa. The analysis of the genotypic projection

on environmental vectors gives clues about specific

adaptation patterns. For example for G17, M03 showed

a good adaptation to this environment, whereas M12

was particularly poorly adapted there. This AMMI

analysis was done on theMET data used for the analysis

in Fig. 4. Whereas the Finlay and Wilkinson method

was able to explain only 7% of the GE sum of squares,

the AMMImodel for K = 2 retained 90% of the GE sum

of squares. Furthermore, as described in the previous

paragraphs, the known structure of the seven genotypes

developed through artificial mutagenesis, suggested

a model with a plausible genetic meaning.

The environmental and genetic scores are simple

statistical estimates derived from MET phenotypic

data, without any direct physiological meaning. How-

ever, these empirical estimates can be associated to

physiological processes by correlating the environmen-

tal scores to explicit environmental measurements,

such as soil or meteorological variables; these
correlations can often provide meaningful agroecolog-

ical information about the nature of GE interactions

[11, 14, 138–140].

Another member of the linear-bilinear model class

is the GGE model [132, 133], in which single value

decomposition is done on the sum of the G and GE

components by just subtracting the environmental

means (environmental centered) on the two-way table

of means (Table 1, model V) rather than on GE inter-

actions alone, as done in AMMI. A GGE biplot for

K = 2 provides additional information of potential

interest to breeders, as it allows for the direct identifi-

cation of the “winning” genotype in any potentially

uniform subset of environments. To do so, the most

extreme genotypic scores are connected delimiting an

irregular polygon enclosing all other genotypes, that is,

a convex hull is constructed. In the previous example

(Fig. 5, bottom) this is an irregular quadrilateral

defined by M12, M02, M03 y M01. Next, lines perpen-

dicular to each side of the polygon/convex hull are

drawn (thicker lines in Fig. 5, bottom) up to the

boundaries of the biplot. In this way sectors are created,

called mega environments, which contain environ-

ments that behave relatively uniform with respect to

the genotypes. The “winning genotype” in amega envi-

ronment is the genotype that is placed at the vertex of

the polygon inside that mega environment. For exam-

ple, M12 is the best-adapted genotype in the mega

environment defined by S15 and, particularly, S16.

Mutant M03 is the most productive genotype in G18

and G28. Of course, this interpretation is subjected to

the condition that most of G+GE variability is retained

in the first two GGE axes.
Factorial Regression Models

Factorial regression models were developed to incor-

porate additional explicit environmental information

(variable z in Table 1 model VI) into a model [120, 121]

for GE interaction and estimate the genotypic sensitiv-

ity of each of g genotypes (bi in Table 1 model VI) to

these independent variables (regressors, covariables).

The regression on the mean or FW analyses reported

before may be seen as a specific case of factorial regres-

sion, in which the average yield in each environment is

used as an explicit environmental characterization. In

the general form, any explicit agroecological variable
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individually recorded for each environment could be

used as independent explanatory variable. Average

yield can be a reflection of a certain meteorological

variable, such as available soil water. In this situation,

this variable recorded for each environment could be

used as explanatory independent variable to describe

GE interaction (variable z in model VI Table 1). The

genotypic slopes will have a more direct physiological

meaning when they estimate, for example, sensitivity to

changes in available soil water, which is an approxima-

tion to water use efficiency. In a triticale MET, GE

interaction for grain yield was regressed on soil pH

and the genotypic slopes directly assessed the sensitiv-

ities to changes in soil pH [141]. Extension to multiple

environmental variables and complex response curves

is conceptually simple and easily computable using

standard statistical packages. As for any multiple

regression models, a central question is the choice of

variables for description of GE interaction. Continuous

monitoring of the environment generates huge num-

bers of environmental covariables, which will compli-

cate identification of the most relevant ones. Purely

statistical selection procedures often lead to physiolog-

ically incomprehensible models. Therefore, agroeco-

logical insights of genotypes and environments

should augment and prevail over purely statistical con-

siderations. A helpful prescreening of environmental

covariables can sometimes be done by correlating

covariables to scores derived from AMMI or GGE

analyses [11].

Factorial Regression Models Incorporating Explicit

Genotypic Information Genotypic covariables can

also be used to partition the G and GE terms. Molecular

markers such as DNA polymorphisms for anonymous

sequences or for functional genes are the most

useful and readily available genetic covariables. For

a codominant marker in a diploid species with poten-

tial genotypes AA, Aa, and aa, the number of A alleles

(2, 1, and 0 to represent genotypes AA, Aa, and aa,

respectively) could be used as a genetic covariable, x, in

a factorial regression model (Table 1, model VII). If

multiple markers across the whole genome are sequen-

tially used, factorial regression has the ability to detect,

locate, and estimate QTL main effects and QTL by

environment interactions. For marker positions adja-

cent to a QTL, the r slope in model VII (Table 1)
estimates directly the effect of a QTL allele substitution.

Similarly, the (GE)ij interaction can be further

partitioned into a term for differential QTL expression

across environments, rj, and a residual GE interaction.

For a full genome scan, factorial regression models can

be fitted on grid of genomic positions, on markers and

in between markers, when necessary. Virtual markers,

in between observed markers, can be easily generated

from flanking marker information (see [142]). Facto-

rial regression models which include genetic

covariables can be potentially used for any set of geno-

types for which genetic predictors can be constructed,

from standard biparental offspring populations and

unrelated diverse association panels, to more compli-

cated intercross systems, such as MAGIC [37], NAM

[38, 39], and AMPRIL [40] described before. The QTL.

E interaction model shown in model VII (Table 1) is

based on application of a simple marker regression

to our data. To construct multiple QTL models,

a composite interval mapping approach can be

followed by incorporating cofactors, or markers that

correct for QTL elsewhere, on the genome.

Factorial Regression Models Incorporating Explicit

Environmental and Genotypic Information The

final goal of any MET is to understand the nature of

GE interaction in terms of differential sensitivity of the

different QTLs or genes to external environmental vari-

ables. This is also possible by means of factorial regres-

sion models [11, 13, 72, 92]. Differential QTL

expression for environments, rj, can be regressed on

any environmental covariable, z, to relate the differen-

tial QTL expression directly to key environmental vari-

ables responsible for GE. This is done by substituting

the QTL.E term, xirj, with a linear regression xi(lzj)
and a residual term. l is a constant that determines the

extent to which a unit change in z, the environmental

covariable, influences the effect of a QTL allele substi-

tution. The statistical model used is listed as model

VIII in Table 1 which can be easily extended to

multiple markers (xsi) and various environmental

variables (ztj).

Van Eeuwijk et al. [143, 144] and Boer et al. [99]

provide examples of differential QTL expression

in maize data to environmental variables; by

incorporating marker information and environ-

mental covariables describing the environment,
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Differential sensitivities of three major QTLs to temperature, recorded at three different growing periods for the Steptoe�
Morex doubled haploid population (Data taken from the North American Barley Genome Project). Twelve sites with

environmental characterizations were available. Three different models were used: a straight-line regression model,

a second-degree polynomial, and a “broken-stick” factorial regression model
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these models allow for prediction of differential

genotypic sensitivities to environmental changes.

An example of the output of these fully integrated

genotypic and environmental models is shown in

Fig. 6, which shows an analysis for the “Steptoe �
Morex” double haploid population data from the

North American Barley Genome Project, grown at

12 sites and with environmental covariables at hand.

Three main QTLs were responsible of GE interaction

[71]. Differential QTL effects across environments

could be associated to three different environmental

variables related to temperature taken at three dif-

ferent growth periods and according to three alter-

native models: a simple linear regression model,

a second degree response, and a “broken-stick”

model (Fig. 6). Furthermore, two out of three QTL.E

interactions showed a “crossover” type interaction:

The sign of the QTL effect changed according to the

value of the environmental external variable. This

figure clearly illustrates the importance of QTL.E

interaction for complex traits such as grain yield in

barley.
The Mixed Model Framework: Modeling Variance-

Covariance Structures

Table 1 shows different alternatives for modeling the

expected responses of a genotype to environmental

changes, without any specific concern about the implicit

assumptions of the analyses of variance. Standard linear

models take for granted that error terms are independent
and have constant variance. However for MET, these

assumptions are overly simplistic as variances within

environments and correlations between environments

tend to be heterogeneous. For the sake of brevity and

simplicity, how the mixed model framework also allows

for modeling of the variance-covariance component of

the data has not been described. However, the optimal

statistical modeling for MET data should focus first in

finding an adequate variance-covariance model for the

random terms and then, as discussed above, search for

a parsimoniousmodel for the expected responses. Choice

of variance-covariance model can have strong implica-

tions. In the case of QTL modeling, QTL may errone-

ously be declared significant or nonsignificant because

of over or under estimation of effect sizes and standard

errors [72, 145]. The mixed model framework, which

combines modeling of means and variances, provides

a more appropriate modeling environment for GE and

QTL.E interactions offering flexibility with regard to

assumptions on heterogeneity of variances and on

correlations across environments [17].
Computer Software for GE Analyses

Annicchiarico [3] lists a series of user-friendly com-

puter software available for many GE analyses.

CROPSTAT is a freely available package developed by

the International Rice Research Institute [146] that

has specific modules for FW and AMMI analysis.

MATMODEL available in a free version [147] also pro-

vides AMMI and joint regression modeling and it
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is particularly useful for handling missing data.

INFOGEN [148] within the INFOSTAT system [149]

also includes most described tools for the analysis of

MET. At the same time, there are also dedicated com-

mercial softwares, such as GGE BIPLOT [132], useful

for joint regression, AMMI, and GGE. Obviously, all

general statistical packages can easily be programmed

to fit all linear-bilinear models described in this entry in

a fixed model context, whereas some like GenStat,

ASREML, and SAS also allow fitting mixed bilinear

models. SAS instructions for many GE analyses are

presented in Kang [100]. GenStat [150] includes spe-

cific procedures for FW, AMMI, and GGE analyses.

Version 13 of GenStat (2010) also includes dedicated

menus for QTL and QTL.E analyses for segregating

crosses and for association analyses. GenStat has

a policy of free licensing of older versions to institu-

tions in developing countries and for educational pur-

poses in the form of the GenStat Discovery version.
Future Directions

Plant breeding research experiences fast changes.

Nowadays, at the genomic side, sequencing and single-

nucleotide polymorphism (SNP) technology is becom-

ing increasingly cheap for not only model species, but

also for crop species. Besides information at the DNA

level, genomic information at RNA, protein, andmetab-

olite level starts to become common. As a consequence,

huge amounts of data start to become available for

characterizing genotypes at various genomic levels.

Similar developments can be observed for monitoring

the environment. Environmental characterizations can

be stored over the growing season for all environmental

factors that are believed to be relevant.

In the past, genotypic and environmental informa-

tion was the bottleneck; however, the current focus has

shifted to access to the right plant material and their

correct phenotyping. High-throughput phenotyping

techniques are being developed that facilitate monitor-

ing of individual plants at arbitrary small intervals

over the growing season. However, high-throughput

phenotyping schemes taken in individual cell/tissue/

organ/single plant level may not mean anything at the

crop level. Up-scaling from processes taking place in

a fraction of a second and in a fraction of space to

relevant crop traits (produced in a hectare through
several months) has consistently failed in the past and

remains a challenge. Crop physiology can play a key

role in understanding multi-trait interactions for up-

scaling from gene to crop.

The strongly increased availability of phenotypic,

genomic, and environmental information begs for new

statistical techniques that allow the increased informa-

tion to be used in an effective way. Various require-

ments can be defined. First, phenotypic information

will increasingly concern a wide array of traits that are

repeatedly measured over time. Correlations between

these traits will need to be explicitly modeled, as will be

the correlations between the repeated measurements

for the same trait. Information from multiple environ-

ments can be treated in the same way as information

frommultiple traits, although correlations between the

same trait in different environments may ask for other

models than the correlations between different traits in

the same environment and different traits in different

environments. Standard mixed model procedures will

fail, as toomany variances and covariances/correlations

will require estimation. Away out may be too regularize

the pattern of variances and covariances by inserting

biological information in the estimation in the form of

alternative statistical tools, such as priors (Bayesian

methods) or penalties (penalized multivariate regres-

sions). One popular way of reducing the number of

correlation parameters is by imposing network struc-

tures on sets of trait by environment combinations,

thereby effectively fitting sparse matrices to the inverses

of the correlation matrices. The graphical lasso is an

example of such an approach [151].

Turning to increased marker numbers and selecting

meaningful genotype to phenotype models in the face

of 100,000s of SNP markers demand new statistical

approaches. As identification of individually contrib-

uting SNPs in such conditions is very difficult, an

alternative strategy emphasizing prediction from

markers above identification of markers is rapidly

gaining popularity. In genomic selection, the idea is

to use all markers simultaneously for predicting

marker-based breeding values that help in ranking

individuals on genetic merit [152–154]. Bayesian and

penalized regression techniques help to regularize the

estimates for individual marker contributions, as it will

be evident that with standard regression techniques it is

impossible to estimate hundreds of thousands of
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marker effects. Mixed models can in this context be

interpreted as an example of a Bayesian technique in

which the prior for the marker effects is a normal

distribution. Equivalently, mixed models can be seen

as penalized regressions in which the ratios of variance

components determine the penalties (shrinkage fac-

tors). As an illustration, one may regress a phenotypic

trait on a large set of markers, assuming the effects of

the markers of individual chromosomes to follow nor-

mal distributions with chromosome-specific variances.

The predicted values for the genotypes from such

a mixed model represent the genomic breeding value.

This breeding value can be used for selection purposes.

Examples of genomic selection for multiple environ-

ments are still hard to find.

The increased information from intensive environ-

mental monitoring can be used to improve prediction

of genotypic performance by integrating it with other

types of genotype-specific information in crop growth

models [16, 17, 155–157]. The environmental informa-

tion is fed into a suitable crop growth model and when

physiological parameters of the crop growth model can

be specified at genotype-specific level, the crop growth

model can produce predictions for individual genotypes

in any environment for which a full environmental char-

acterization is given. An integration of crop growth

modeling with genomic selection is possible when the

values for the genotype-specific physiological parame-

ters in the crop growthmodel are inserted fromBayesian

or mixed genomic selection models.

The increased amounts of phenotypic, genomic,

and environmental data pose strong demands on our

statistical ingenuity, but interesting solutions start to

appear on the horizon. In this forthcoming scenario,

elaborations of mixed models, Bayesian techniques and

penalized methods will play a major role in the analysis

of GE interactions.
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56. Álvaro F, Isidro J, Villegas D, Garcı́a del Moral LF, Royo C (2008)

Breeding effects on grain filling, biomass partitioning, and

remobilization in Mediterranean durum wheat. Agron J

100:361–370

57. Jackson PA, Byth DE, Fischer KS, Johnston RP (1994) Genotype

� environment interactions in progeny from a barley cross: II.

Variation in grain yield, yield components and dry matter

production among lines with similar times to anthesis. Field

Crop Res 37:11–23

58. Van Oosterom EJ, Kleijn DM, Ceccarelli S, Nachit MM

(1993) Genotype-by-environment interactions of Barley in

the Mediterranean region. Crop Sci 33:669–674

59. AppendinoML, Slafer GA (2003) Earliness per se and its depen-

dence upon temperature in diploid wheat lines differing in the

major gene Eps-Am1 alleles. J Agric Sci 141:149–154

60. Bullrich L, Appendino ML, Tranquilli G, Lewis S, Dubcovsky J

(2002) Mapping of a thermo-sensitive earliness per se gene on

Triticum monococcum chromosome 1Am. Theor Appl Genet

105:585–593

61. Lewis S, Faricelli ME, Appendino ML, Valárik M, Dubcovsky J
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Glossary

Direct farm income benefit Improvements in income

arising from changes in yield and production levels

or associated with cost reductions/productivity

enhancements associated with the use of transgenic

crops.

Herbicide tolerance Tolerance to a herbicide (e.g.,

glyphosate) delivered by genetic modification tech-

niques. This allows a crop to be sprayed with the

“tolerant herbicide” without harming the crop but

providing good weed control.

Insect resistance Resistance to a pest (e.g., corn-

boring pests) delivered by genetic modification

techniques. This allows a crop to be grown without

having to use alternative methods of pest control,

notably the use of insecticides.

Nonpecuniary benefit Additional farm-level benefits

to direct farm income benefits that are more
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
intangible and difficult to measure in monetary

terms (e.g., additional management flexibility).

No tillage agriculture The use of a production tech-

nique in which the soil is not tilled/plowed. It is in

contrast to traditional plow-based production sys-

tems and allows farmers to save on fuel use and

contributes to improved soil water retention and

reduced soil erosion.

Second crop soybeans The planting of a crop of soy-

beans after another crop (often wheat) in the same

growing season. This allows a farmer to obtain two

crops from the same piece of land in one season.

Definition of the Subject

The application of biotechnology to commercial agri-

culture on a widespread basis has occurred since 1996.

The extent of this adoption in terms of crops and

(biotechnology) traits is explored and the associated

economic impacts for the period 1996–2008 are

assessed, to help identify some of the main reasons

why farmers have adopted the technology.

Introduction

This article examines specific global socioeconomic

impacts on farm income over the 13-year period

1996–2008. It also quantifies the production impact

of the technology on the key crops in areas where it

has been used. The analysis concentrates on farm

income effects because this is a primary driver of adop-

tion among farmers (both large commercial and small-

scale subsistence). It also considers more indirect farm

income or nonpecuniary benefits, and quantifies the

(net) production impact of the technology. More

specifically, it covers the following main issues:

● Impact on crop yields

● Effect on key costs of production, notably seed cost

and crop protection expenditure

● Impact on other costs such as fuel and labor

● Effect on profitability

● Other impacts such as crop quality, scope for planting

a second crop in a season and impacts that are often

referred to as intangible impacts such as conv-

enience, risk management, and husbandry flexibility

● Production effects
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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The contribution is based largely on extensive anal-

ysis of existing farm-level impact data for biotech

crops. While primary data for impacts of commercial

cultivation were not available for every crop, in every

year and for each country, a substantial body of repre-

sentative research and analysis is available and this has

been used as the basis for the analysis presented.

As the economic performance and impact of this

technology at the farm level varies widely, both

between, and within regions/countries (as applies to

any technology used in agriculture), the measurement

of performance and impact is considered on a case-by-

case basis in terms of crop and trait combinations.

The analysis presented is based on the average perfor-

mance and impact recorded in different crops by the

studies reviewed; the average performance being the

most common way in which the identified literature

has reported impact. Where several pieces of relevant

research (e.g., on the impact of using a GM trait on the

yield of a crop in one country in a particular year) have

been identified, the findings used have been largely

based on the average of these findings.

This approach may both, overstate, or understate,

the real impact of GM technology for some trait, crop

and country combinations, especially in cases where

the technology has provided yield enhancements.

However, as impact data for every trait, crop, location,

and year is not available, the authors have had to

extrapolate available impact data from identified stud-

ies to years for which no data are available. Therefore,

the authors acknowledge that this represents

a weakness of the research. To reduce the possibilities

of over/understating impact, the analysis:

● Directly applies impacts identified from the litera-

ture to the years that have been studied. As a result,

the impacts used vary in many cases according to

the findings of literature covering different years.

Hence, the analysis takes into account the variation

in the impact of the technology on the yield based

on its effectiveness in dealing with (annual) fluctu-

ations in pest and weed infestation levels as identi-

fied by research.

● Uses current farm-level crop prices and bases any

yield impacts on (adjusted – see below) current aver-

age yields. In this way, some degree of dynamic has

been introduced into the analysis that would,
otherwise, be missing if constant prices and average

yields indentified in year-specific studies had been

used.

● Includes some changes and updates to the impact

assumptions identified in the literature based on

consultation with local sources (analysts, industry

representatives) so as to better reflect prevailing/

changing conditions (e.g., pest and weed pressure,

cost of technology).

● Adjusts downward the average base yield (in cases

where GM technology has been identified as having

delivered yield improvements) on which the yield

enhancement has been applied. In this way, the

impact on total production is not overstated.

Other aspects of the methodology used to estimate

the impact on direct farm income are as follows:

● Impact is quantified at the trait and crop level,

including where stacked traits are available to

farmers. Where stacked traits have been used,

the individual trait components were analyzed

separately to ensure estimates of all traits were

calculated.

● All values presented are nominal for the year shown

and the base currency used is the US dollar. All

financial impacts in other currencies have been

converted to US dollars at prevailing annual average

exchange rates for each year.

● The analysis focuses on the changes in farm income

for each year, arising from the impact of GM tech-

nology on yields, key costs of production, notably

seed cost and crop protection expenditure and also

the impact on costs such as fuel and labor (inclu-

sion of impact on these categories of cost are, how-

ever, more limited than the impacts on seed and

crop protection costs because only a few of the

papers reviewed have included consideration of

such costs in their analyses). Therefore, in most

cases the analysis relates to impact of crop protec-

tion and seed cost only.

● Crop quality (e.g., improvements in quality arising

from less pest damage or lower levels of weed impu-

rities that result in price premia being obtained

from buyers) and the scope for facilitating the

planting of a second crop in a season (e.g., second

crop soybeans in Argentina following wheat that

would, in the absence of the GM herbicide-tolerant
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(GM HT) seed, probably not have been planted).

Thus, the farm income effect measured is essentially

a gross margin impact (impact on gross revenue less

variable costs of production) rather than a full net

cost of production assessment. Through the inclu-

sion of yield impacts and the application of actual

(average) farm prices for each year, the analysis also

indirectly takes into account the possible impact of

biotech crop adoption on global crop supply and

world prices.

This article also examines some of the more intangi-

ble (more difficult to quantify) economic impacts of GM

technology. The literature in this area is much more

limited and in terms of aiming to quantify these impacts,

largely restricted to the US-specific studies. The findings

of this research (notably relating to the USA, and draw-

ing on Marra and Piggot [1, 2] are summarized and

extrapolated to the cumulative biotech crop planted

areas in the USA over the period 1996–2008.

Lastly, this article includes estimates of the produc-

tion impacts of GM technology at the crop level. These

have been aggregated to provide the reader with

a global perspective of the broader production impact

of the technology. These impacts derive from the yield

impacts (where identified), but also from the facilita-

tion of additional cropping within a season (notably in

relation to soybeans in South America).
Economic Impact of Transgenic/Biotech Crops

The section below is structured on a trait and country

basis highlighting the key farm-level impacts.

Herbicide-Tolerant Soybeans

The USA

In 2008, 92% of the total US soybean crop was planted

to genetically modified herbicide-tolerant cultivars

(GMHT). The farm-level impact of using this technol-

ogy since 1996 is summarized in Table 1.

The key features are as follows:

● The primary impact has been to reduce the soybean

cost of production. In the early years of adoption,

these savings were between $25/ha and $34/ha. In

recent years, estimates of the cost savings have been

in the range of $30–$85/ha (based on a comparison
of conventional herbicide regimes in the early 2000s

that would be required to deliver a comparable level

of weed control to the GM HT soybean system). In

2008, the cost savings declined relative to earlier

years because of the significant increase in the

global price of glyphosate relative to increases in

the price of other herbicides (commonly used on

conventional soybeans). The main savings have

come from lower herbicide costs (while there were

initial cost savings in herbicide expenditure, these

increased when glyphosate came off-patent in 2000.

Growers of GM HT soybeans initially applied

Monsanto’s Roundup herbicide but over time, and

with the availability of low-cost generic glyphosate

alternatives, many growers switched to using these

generic alternatives (the price of Roundup also fell

significantly post 2000) plus a $6–$10/ha savings in

labor and machinery costs.

● Against the backgroundof underlying improvements

in average yield levels over the 1996–2008 period

(via improvements in plant breeding), the specific

yield impact of the GM HT technology used up to

2008 has been neutral (some early studies of the

impact of GM HT soybeans in the USA, suggested

that GM HT soybeans produced lower yields than

conventional soybean varieties. Where this may have

occurred, it applied only in early years of adoption

when the technology was not present in all leading

varieties suitable for all of the main growing regions

of the USA. By 1998/1999, the technology was avail-

able in leading varieties and no statistically signifi-

cant average yield differences have been found

between GM and conventional soybean varieties.

● The annual total national farm income benefit from

using the technology rose from $5 million in 1996

to $1.42 billion in 2007. In 2008, the farm income

was about $1.2 billion. The cumulative farm

income benefit over the 1996–2008 period (in nom-

inal terms) was $11 billion.

● In added value terms, the increase in farm income

in recent years has been equivalent to an annual

increase in production of between +5% and +10%.

Argentina

As in the USA, GM HT soybeans were first planted

commercially in 1996. Since then, use of the technology
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herbicide-tolerant (GM HT) soybeans in the USA 1996–2008

Year
Cost savings
($/ha)

Net cost saving/increase in gross
margins, inclusive of cost of
technology ($/ha)

Increase in farm
income at a national
level ($ millions)

Increase in national farm income
as % of farm-level value of
national production

1996 25.2 10.39 5.0 0.03

1997 25.2 10.39 33.2 0.19

1998 33.9 19.03 224.1 1.62

1999 33.9 19.03 311.9 2.5

2000 33.9 19.03 346.6 2.69

2001 73.4 58.56 1,298.5 10.11

2002 73.4 58.56 1,421.7 9.53

2003 78.5 61.19 1,574.9 9.57

2004 60.1 40.33 1,096.8 4.57

2005 69.4 44.71 1,201.4 6.87

2006 57.0 32.25 877.1 4.25

2007 85.2 60.48 1,417.2 6.01

2008 68.6 43.88 1,219.5 4.25

Sources and notes:

1. Impact data 1996–1997 based onMarra et al [3], 1998–2000 based on Carpenter and Gianessi [4] and 2001 [5] onward based on Sankala

and Blumenthal [6, 7] and Johnson and Strom [8] plus updated 2008 to reflect recent changes in herbicide prices

2. Cost of technology: $14.82/ha 1996–2002, $17.3/ha 2003, $19.77/ha 2004, $24.71/ha 2005 onward

3. The higher values for the cost savings in 2001 onward reflect the methodology used by Sankala and Blumenthal, which was to examine

the conventional herbicide regime that would be required to deliver the same level of weed control in a low/reduced till system to that

delivered from the GM HT no/reduced till soybean system. This is a more robust methodology than some of the more simplistic

alternatives used elsewhere. In earlier years, the cost savings were based on comparisons between GM HT soy growers and/or

conventional herbicide regimes that were commonplace prior to commercialization in the mid-1990s when conventional tillage systems

were more important
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has increased rapidly and almost all soybeans grown in

Argentina are GM HT (99%). Not surprisingly, the

impact on farm income has been substantial, with

farmers deriving important cost saving and farm

income benefits both similar and additional to those

obtained in the USA (Table 2). More specifically, it

covers the following main issues:

● The impact on yield has been neutral (i.e., no pos-

itive or negative yield impact).

● The cost of the technology to Argentine farmers has

been substantially lower than in the USA (about

$1–$4/ha compared to $15–$25/ha in the USA: see
Table 1) mainly because themain technology provider

(Monsanto) was not able to obtain patent protection

for the technology in Argentina. As such, Argentine

farmers have been free to save and use biotech

seed without paying any technology fees or royalties

(on farm-saved seed) for many years and estimates of

the proportion of total soybean seed used that

derives from a combination of declared saved seed

and uncertified seed in 2008 were about 75%

(i.e., 25% of the crop was planted to certified seed).

● The savings from reduced expenditure on herbi-

cides, fewer spray runs, and machinery use have

been in the range of $24–$30/ha, although in
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soybeans in Argentina 1996–2008

Year
Cost savings
($/ha)

Net saving on costs (inclusive
of cost of technology ($/ha)

Increase in farm income at
a national level ($ millions)

Increase in farm income from
facilitating additional second
cropping ($ millions)

1996 26.10 22.49 0.9 0

1997 25.32 21.71 42 25

1998 24.71 21.10 115 43

1999 24.41 20.80 152 118

2000 24.31 20.70 205 143

2001 24.31 20.70 250 273

2002 29.00 27.82 372 373

2003 29.00 27.75 400 416

2004 30.00 28.77 436 678

2005 30.20 28.96 471 527

2006 28.72 26.22 465 699

2007 28.61 26.11 429 1,134

2008 16.37 13.87 233 765

Sources and notes:

1. The primary source of information for impact on the costs of production is Qaim and Traxler [9, 10]. This has been updated in recent

years to reflect changes in herbicide prices

2. All values for prices and costs denominated in Argentine pesos have been converted to US dollars at the annual average exchange rate

in each year

3. The second cropping benefits are based on the gross margin derived from second crop soybeansmultiplied by the total area of second

crop soybeans (less an assumed area of second crop soybeans that equals the second crop area in 1996 – this was discontinued from 2004

because of the importance farmers attach to the GM HT system in facilitating them remaining in no tillage production systems). The

source of gross margin data comes from Grupo CEO

4. Additional information is available in Appendix 1

5. The net savings to costs understate the total gains in recent years because two thirds to 80% of GM HT plantings have been to farm-

saved seed on which no seed premium was payable (relative to the $3-$4/ha premium charged for new seed)
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2008, savings fell back to about $16/ha because of

the significant increase in the price of glyphosate

relative to other herbicides. Net income gains have

been in the range of $21–$29/ha, although in 2008

a lower average level of about $14/ha has occurred.

● The price received by farmers for GM HT soybeans

in the early years of adoption was, on average,

marginally higher than for conventionally pro-

duced soybeans because of lower levels of weed

material and impurities in the crop. This quality

premia was equivalent to about 0.5% of the baseline

price for soybeans.
● The net income gain from the use of the GM HT

technology at a national level was $233 million in

2008. Since 1996, the cumulative benefit (in nomi-

nal terms) has been $3.57 billion.

● An additional farm income benefit that many Argen-

tine soybean growers have derived comes from the

additional scope for second cropping of soybeans.

This has arisen because of the simplicity, ease, and

weed management flexibility provided by the (GM)

technology, which has been an important factor facil-

itating the use of no and reduced tillage production

systems. In turn, the adoption of low/no tillage
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production systems has reduced the time required for

harvesting and drilling subsequent crops and hence

has enabled many Argentine farmers to cultivate two

crops (wheat followed by soybeans) in one season. As

such, 20% of the total Argentine soybean crop was

second crop in 2008 (3.4 million hectares), compared

to 8% in 1996. Based on the additional gross margin

income derived from second crop soybeans (see

Appendix 1), this has contributed a further boost

to national soybean farm income of $765 billion in

2008 and $5.19 billion cumulatively since 1996.

● The total farm income benefit inclusive of the sec-

ond cropping was $998 million in 2008 and $8.76

billion cumulatively between 1996 and 2008.

● In added value terms, the increase in farm income

from the direct use of the GM HT technology (i.e.,

excluding the second crop benefits) in the last

3 years has been equivalent to an annual increase

in production of between +2% and +7%. The addi-

tional production from second soybean cropping

facilitated by the technology in 2008 was equal to

20% of total output.

Brazil

GM HT soybeans were probably first planted in Brazil

in 1997. Since then, the area planted has increased to

62% of the total crop in 2008 (until 2003 all plantings

were technically illegal).

The impact of usingGMHTsoybeans has been similar

to that identified in the USA and Argentina. The net

savings on herbicide costs have been larger in Brazil due

tohigher average costs ofweed control.Hence, the average

cost saving arising from a combination of reduced herbi-

cide use, fewer spray runs, labor and machinery savings

were between $30/ha and $81/ha in the period 2003–2008

(Table 3). The net cost saving after deduction of the

technology fee (assumed to be about $20/ha in 2008)

has been between $9/ha and $61/ha in recent years. At

a national level, the adoption of GM HT soybeans

increased farm income levels by $592 million in 2008.

Cumulatively over the period 1997–2008, farm

incomes have risen by $2.74 billion (in nominal terms).

In added value terms, the increase in farm income

from the use of the GM HT technology in 2008 was

equivalent to an annual increase in production of

+2.6% (about 1.54 million tons).
Paraguay and Uruguay

GMHTsoybeans have been grown since 1999 and 2000

respectively in Paraguay and Uruguay. In 2008, they

accounted for 90% of total soybean plantings in

Paraguay and 99% of the soybean plantings in Uruguay

(as in Argentina, the majority of plantings are to farm

saved or uncertified seed). Using the farm-level impact

data obtained from the Argentine research [9, 10] – we

are not aware of any published country-specific impact

research having been conducted in these two countries)

and applying this to production in these two countries,

Fig. 1 summarizes the national farm-level income

benefits that have been derived from using the technol-

ogy. In 2008, the respective national farm income gains

were $58.8 million in Paraguay and $7.9 million

in Uruguay.

Canada

GM HTsoybeans were first planted in Canada in 1997.

In 2008, the share of total plantings accounted for by

GM HT soybeans was 73% (0.88 million hectares).

At the farm level, the main impacts of use have been

similar to the impacts in the USA. The average farm

income benefit has been within a range of $14–$40/ha

and the increase in farm income at the national level

was $12.6 million in 2008 (Table 4). The cumulative

increase in farm income since 1997 has been

$116 million (in nominal terms). In added value

terms, the increase in farm income from the use of the

GMHT technology in 2008 was equivalent to an annual

increase in production of about 1% (34,500 tons).

South Africa

In 2001, GM HT soybeans were planted commercially

in South Africa. In 2008, 184,000 ha (80%) of total

soybean plantings were to varieties containing the

GM HT trait. In terms of impact at the farm level, net

cost savings of between $5/ha and $9/ha have been

achieved through reduced expenditure on herbicides

(Table 5), although in 2008, with the significant

increase in glyphosate prices relative to other herbi-

cides, this has fallen back to $2/ha. At the national

level, the increase in farm income was $0.32 million

in 2008. Cumulatively, the farm income gain since 2001

has been $4.13 million.
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soybeans in Brazil 1997–2008

Year
Cost savings
($/ha)

Net cost saving after inclusion
of technology cost ($/ha)

Impact on farm income at
a national level ($ millions)

Increase in national farm
income as % of farm-level
value of national production

1997 38.8 35.19 3.8 0.06

1998 42.12 38.51 20.5 0.31

1999 38.76 35.15 43.5 0.96

2000 65.32 31.71 43.7 0.85

2001 46.32 42.71 58.7 1.02

2002 40.00 36.39 66.7 1.07

2003 77.00 68.00 214.7 1.62

2004 76.66 61.66 320.9 2.95

2005 73.39 57.23 534.6 5.45

2006 81.09 61.32 730.6 6.32

2007 29.85 8.74 116.3 0.68

2008 64.07 44.44 591.9 2.63

Sources and notes:

1. Impact data based on 2004 comparison data from the Parana Department of Agriculture [11] Cost of production comparison: biotech

and conventional soybeans, in USDA GAIN report BR4629 of 11 November 2004. www.fas.usad.gov/gainfiles/200411/146118108.pdf for

the period to 2006 [11]. From 2007 based on Galveo [12]

2. Cost of the technology from 2003 is based on the royalty payments officially levied by the technology providers. For years up to 2002,

the cost of technology is based on costs of buying new seed in Argentina (the source of the seed). This probably overstates the real cost of

the technology and understates the cost savings

3. All values for prices and costs denominated in Brazilian Real have been converted to US dollars at the annual average exchange rate in

each year
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Romania

In 2008, Romania was not officially permitted to plant

GM HT soybeans, having joined the EU at the start of

2007 (the EU has not permitted the growing of GMHT

soybeans to date). The impact data presented below

therefore covers the period 1999–2006.

The growing of GM HT soybeans in Romania had

resulted in substantially greater net farm income gains

per hectare than any of the other countries using the

technology:

● Yield gains of an average of 31% have been recorded

[14]. This yield gain has arisen from the substantial

improvements in weed control (weed infestation

levels, particularly of difficult to control weeds

such as Johnson grass have been very high in
Romania. This is largely a legacy of the economic

transition during the 1990s, which resulted in very

low levels of farm income, abandonment of land,

and very low levels of weed control. As a result, the

weed bank developed substantially and has been

subsequently very difficult to control, until the

GM HT soybean system became available [glypho-

sate has been the key to controlling difficult weeds

like Johnson grass]). In recent years, as fields have

been cleaned up of problemweeds, the average yield

gains have decreased and were reported at +13% in

2006 (source: farmer survey conducted in 2006 on

behalf of Monsanto Romania).

● The cost of the technology to farmers in Romania

tended to be higher than other countries, with seed

being sold in conjunction with the herbicide.

http://www.fas.usad.gov/gainfiles/200411/146118108.pdf
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Global Economic Impact of Transgenic/Biotech Crops (1996–2008). Table 4 Farm-level income impact of using GM HT

soybeans in Canada 1997–2008

Year
Cost savings
($/ha)

Net cost saving/increase in gross
margin (inclusive of technology
cost: $/ha)

Impact on farm
income at a national
level ($ millions)

Increase in national farm income
as % of farm-level value of
national production

1997 64.28 41.17 0.041 0.01

1998 56.62 35.05 1.72 0.3

1999 53.17 31.64 6.35 1.29

2000 53.20 31.65 6.71 1.4

2001 49.83 29.17 9.35 3.4

2002 47.78 27.39 11.92 2.79

2003 49.46 14.64 7.65 1.47

2004 51.61 17.48 11.58 1.48

2005 55.65 18.85 13.30 2.26

2006 59.48 23.53 17.99 2.22

2007 61.99 24.52 16.87 1.57

2008 56.59 14.33 12.61 1.03

Sources and notes:

1. Impact data based on George Morris Centre Report [13] and updated in recent years to reflect changes in herbicide prices

2. All values for prices and costs denominated in Canadian dollars have been converted to US dollars at the annual average exchange rate

in each year
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Global Economic Impact of Transgenic/Biotech Crops (1996–2008). Table 5 Farm-level income impact of using GM HT

soybeans in South Africa 2001–2008

Year Cost savings ($/ha)
Net cost saving/increase in gross margin
after inclusion of technology cost ($/ha)

Impact on farm income at
a national level ($ millions)

2001 26.72 7.02 0.042

2002 21.82 5.72 0.097

2003 30.40 7.90 0.24

2004 34.94 9.14 0.46

2005 36.17 9.12 1.42

2006 33.96 5.17 0.83

2007 32.95 5.01 0.72

2008 25.38 1.77 0.32

Sources and notes:

1. Impact data (Data source: Monsanto South Africa – data provision not a reference)

2. All values for prices and costs denominated in South African Rand have been converted to US dollars at the annual average exchange

rate in each year
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For example, in the 2002–2006 period, the average

cost of seed and herbicide per hectare was

$120–$130/ha. This relatively high cost however,

did not deter adoption of the technology because

of the major yield gains, improvements in the

quality of soybeans produced (less weed material

in the beans sold to crushers that resulted in price

premia being obtained in the early years – no

longer relevant post 2005), and cost savings

derived.

● The average net increase in gross margin in 2006

was $59/ha (an average of $105/ha over the 8 years

of commercial use: Table 6).

● At the national level, the increase in farm income

amounted to $7.6 million in 2006. Cumulatively in

the period 1999–2006, the increase in farm income

was $44.6 million (in nominal terms).

● The yield gains in 2006 were equivalent to an 9%

increase in national production (the annual average

increase in production over the 8 years was equal to

10.1%).

● In added value terms, the combined effect of higher

yields, improved quality of beans, and reduced cost

of production on farm income in 2006 was equiv-

alent to an annual increase in production of 9.3%

(33,230 tons).
Mexico

GM HT soybeans were first planted commercially in

Mexico in 1997 (on a trial basis) and in 2008,

a continued trial area of 7,330 ha (out of total plantings

of 88,000 ha) were varieties containing the GM HT

trait.

At the farm level, the main impacts of use have been

a combination of yield increase (+9.1% in 2004 and

2005, +3.64% in 2006, +3.2% 2007, and +2.4% 2008)

and (herbicide) cost savings. The average farm income

benefit has been within a range of $54–$89/ha (inclu-

sive of yield gain, cost savings, and after payment of the

technology fee/seed premium of $34.5/ha) and the

increase in farm income at the national level was

$0.04 million in 2008 (Table 7). The cumulative

increase in farm income since 2004 has been $3.35

million (in nominal terms). In added value terms, the

increase in farm income from the use of the GM HT

technology in 2008 was equivalent to an annual

increase in production of about 0.5%.

Bolivia

GM HT soybeans were officially permitted to be

planted in 2008, although “illegal” plantings have

occurred for several years. For the purposes of analysis



Global Economic Impact of Transgenic/Biotech Crops (1996–2008). Table 7 Farm-level income impact of using GM HT

soybeans in Mexico 2004–2008

Year
Cost savings
($/ha)

Net cost saving/increase in gross
margin (inclusive of technology cost
and yield gain: $/ha)

Impact on farm
income at a national
level ($ millions)

Increase in national farm income
as % of farm-level value of
national production

2004 49.44 82.34 1.18 3.07

2005 51.20 89.41 0.94 2.13

2006 51.20 72.98 0.51 1.05

2007 51.05 66.84 0.33 0.9

2008 33.05 54.13 0.40 0.5

Sources and notes:

1. Impact data based onMonsanto, 2005, 2007, and 2008 [16–18]. Reportes final del programa Soya Solución Faena en Chiapas. Monsanto

Comercial

2. All values for prices and costs denominated in Mexican pesos have been converted to US dollars at the annual average exchange rate in

each year

Global Economic Impact of Transgenic/Biotech Crops (1996–2008). Table 6 Farm-level income impact of using

herbicide-tolerant soybeans in Romania 1999–2006

Year
Cost saving
($/ha)

Cost savings net of
cost of technology
($/ha)

Net increase in
gross margin
($/ha)

Impact on farm income
at a national level
($ millions)

Increase in national farm
income as % of farm-level value
of national production

1999 162.08 2.08 105.18 1.63 4.0

2000 140.30 �19.7 89.14 3.21 8.2

2001 147.33 �0.67 107.17 1.93 10.3

2002 167.80 32.8 157.41 5.19 14.6

2003 206.70 76.7 219.01 8.76 12.7

2004 63.33 8.81 135.86 9.51 13.7

2005 64.54 9.10 76.16 6.69 12.2

2006 64.99 9.10 58.79 7.64 9.3

Sources and notes:

1. Impact data (Sources: Brookes [14] and Monsanto Romania [15]. Average yield increase 31% applied to all years to 2003 and reduced

to +25% 2004, +19% 2005 and +13% 2006. Average improvement in price premia from high quality 2% applied to years 1999–2004

2. All values for prices and costs denominated in Romanian Lei have been converted to US dollars at the annual average exchange rate in

each year

3. Technology cost includes cost of herbicides

4. The technology was not permitted to be planted from 2007 – due to Romania joining the EU
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in this section, impacts have been calculated back to

2005, when an estimated 0.3 million hectares of soy-

beans used GM HT technology. In 2008, an estimated

453,000 ha (63% of total crop) used GM HT

technology.
The main impacts of the technology are as follows

(Table 8):

● An increase in yield arising from improved

yield control. The research work conducted by



Global Economic Impact of Transgenic/Biotech Crops (1996–2008). Table 8 Farm-level income impact of using GM HT

soybeans in Bolivia 2005–2008

Year

Cost savings
excluding seed cost
premium ($/ha)

Net cost saving/increase in gross
margin (inclusive of technology
cost and yield gain: $/ha)

Impact on farm
income at a
national level
($ millions)

Increase in national farm
income as % of farm-level
value of national production

2005 9.28 39.73 12.08 4.09

2006 9.28 36.60 15.55 6.35

2007 9.28 44.40 19.45 7.37

2008 9.28 80.09 36.33 7.24

Sources and notes:

1. Impact data based on Fernandez et al. [19]. Average yield gain assumed +15%, cost of technology $3.32/ha
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Fernandez et al. [19] estimated a 30% yield differ-

ence between GM HT and conventional soybeans

although some of the yield gain reflected the use of

poor-quality conventional seed by some farmers. In

the analysis presented, a more conservative yield

gain of +15% has been used.

● GM HT soybeans are assumed to trade at a price

discount to conventional soybeans of �2.7%,

reflecting the higher price set for conventional

soybeans by the Bolivian government in 2008.

● The cost of the technology to farmers has been about

$3.3/ha and the cost savings equal to about $9.3/ha,

resulting in a net cost of production change of +$6/ha.
● Overall, in 2008, the average farm income gain from

using GM HTsoybeans was about $80/ha, resulting

in a total farm income gain of $36.3 million. Cumu-

latively since 2005, the total farm income gain is

estimated at $83.4 million.

Summary of Global Economic Impact

In global terms, the farm-level impact of using GM HT

technology in soybeans was $2.12 billion in 2008 (Fig. 2).

If the second crop benefits arising in Argentina are

included, this impact rises to $2.92 billion. Cumula-

tively since 1996, the farm income benefit has been
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(in nominal terms) $17.9 billion ($23.3 billion if second

crop gains in Argentina and Paraguay are included).

In terms of the total value of soybean production

from the countries growing GM HT soybeans in 2008,

the additional farm income (inclusive of Argentine

second crop gains) generated by the technology is

equal to a value-added equivalent of 4.3%. Relative to

the value of global soybean production in 2008, the

farm income benefit added the equivalent of 4.1%.

These economic benefits should be placed within

the context of a significant increase in the level of

soybean production in the main GM adopting coun-

tries since 1996 (a 63% increase in the area planted in

the leading soybean producing countries of the USA,

Brazil, and Argentina).

These economic benefits mostly derive from cost

savings although farmers in Mexico, Bolivia, and

Romania also obtained yield gains (from significant

improvements in weed control levels relative to levels

applicable prior to the introduction of the technology).

If it is also assumed that all of the second crop soybean

gains are effectively additional production that would

not have otherwise occurred without the GM HT tech-

nology (the GM HT technology facilitated major

expansion of second crop soybeans in Argentina and

to a lesser extent in Paraguay) then these gains are de

facto “yield” gains. Under this assumption, of the total

cumulative farm income gains from using GM HTsoy,
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National farm income impact of using GM HT maize in the US

Sankala and Blumenthal [6, 7] and Johnson and Strom [8] and

Estimated cost of the technology $14.83/ha in years up to 200

(mostly from lower herbicide use) $33.47/ha in 2004, $38.61/h

2008)
$5.56 billion (24%), is due to yield gains/second crop

benefits and the balance, 76%, is due to cost savings.

Herbicide-Tolerant Maize

The USA

Herbicide-tolerant maize has been used commercially

in the USA since 1997 and in 2008 was planted on 63%

of the total US maize crop. The impact of using this

technology at the farm level is summarized in Fig. 3. As

with herbicide-tolerant soybeans, the main benefit has

been to reduce costs, and hence improve profitability

levels. Average profitability improved by $20–$25/ha in

most years ($17.6/ha in 2008 – affected by the signifi-

cant increase in glyphosate prices relative to other

herbicides). The net gain to farm income in 2008 was

$354 million and cumulatively, since 1997 the farm

income benefit has been $1.7 billion. In added value

terms, the effect of reduced costs of production on farm

income in 2008 was equivalent to an annual increase in

production of 0.71% (2.17 million tons).
Canada

In Canada, GM HT maize was first planted commer-

cially in 1997. By 2008, the proportion of total plantings

accounted for by varieties containing a GMHT trait was

51%. As in the USA, the main benefit has been to reduce
120
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–2008). Figure 3

A 1997–2008 (Source and notes: Impact analysis based on

updated for 2008 to reflect changes in herbicide prices.

4, $17.3/ha in 2005, $24.71/ha 2006 onward. Cost savings

a 2005, $29.27/ha 2006, $42.28/ha 2007, and $40.87/ha
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costs and to improve profitability levels. Average annual

profitability has improved by between $12/ha and $18/

ha up to 2007, but fell to about $6/ha in 2008 (due to the

higher price increases for glyphosate relative to other

herbicides). In 2008, the net increase in farm incomewas

$3.7 million and cumulatively since 1999 the farm

income benefit has been $45.8 million. In added value

terms, the effect of reduced costs of production on farm

income in 2008 was equivalent to an annual increase in

production of 0.22% (23,500 tons: Fig. 4).

Argentina

GM HT maize was first planted commercially in

Argentina in 2004 and in 2008, varieties containing

a GM HT trait were planted on 805,000 ha (35% of

the total maize area). It has been adopted in two dis-

tinct types of area, themajority (80%) in the traditional

“corn production belt” and 20% in newer maize-

growing regions, which have been traditionally known

as more marginal areas that surround the “Corn Belt.”

The limited adoption of GM HT technology in Argen-

tina up to 2006 was mainly due to the technology only

being available as a single gene, not stacked with the

GM IR trait, which most maize growers have also

adopted. Hence, faced with an either GM HT or GM

IR trait available for use, most farmers have chosen the

GM IR trait because the additional returns derived

from adoption have tended to be (on average) greater

from the GM IR trait than the GM HT trait (see below
for further details of returns from the GM HT trait).

Stacked traits became available in 2007 and contributed

to the significant increase in the GM HT maize area

relative to 2006.

In relation to impact on farm income, the following

observations were made:

● In all regions, the cost of the technology (about

$20/ha) has been broadly equal to the saving in

herbicide costs.

● In the Corn Belt area, use of the technology has

resulted in an average 3% yield improvement via

improved weed control. In the moremarginal areas,

the yield impact has been much more significant

(+22%) as farmers have been able to significantly

improve weed control levels.

● In 2008, the additional farm income at a national

level from using GM HT technology has been

+$61.6 million, and cumulatively since 2004, the

income gain has been $113.8 million.

South Africa

Herbicide-tolerant maize has been grown commer-

cially in South Africa since 2003, and 6,46,000 ha out

of total plantings of 2.43 million hectares were herbi-

cide tolerant in 2008. Farmers using the technology

have found that small net savings in the cost of pro-

duction have occurred (i.e., the cost saving from

reduced expenditure on herbicides has been greater
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than the cost of the technology), although in 2008, due

to the significant rise in the global price of glyphosate

relative to their herbicides, the net farm income balance

was negative, at about �$2/ha. This resulted in a total

net farm loss arising from using GM HT technology of

$1.43 million, though since 2003, there has been a net

cumulative income gain of $3.77 million.
Philippines

GM HT maize was first grown commercially in 2006,

and 2008 was planted on 270,000 ha. Information

about the impact of the technology is limited, although

industry sources estimate that, on average farmers

using it have derived a 15% increase in yield. Based

on a cost of the technology of $24–$27/ha (and assum-

ing no net cost savings), the net national impact on

farm income was +$15.9 million in 2008. Cumulatively,

since 2006, the total farm income gain has been $27.1

million
Summary of Global Economic Impact

In global terms, the farm-level economic impact of

using GM HT technology in maize was $433.5 million

in 2008 (82% of which was in the USA). Cumulatively

since 1997, the farm income benefit has been

(in nominal terms) $1.9 billion. Of this, 92% has been

due to cost savings and 8% to yield gains (from improved

weed control relative to the level of weed control achieved

by farmers using conventional technology).

In terms of the total value of maize production in

the main countries using this technology in 2008, the

additional farm income generated by the technology is

equal to a value-added equivalent of 0.3% of global

maize production.
Herbicide-Tolerant Cotton

The USA

GM HT cotton was first grown commercially in the

USA in 1997 and in 2008 was planted on 68% of total

cotton plantings.

The farm income impact of using GM HT cotton is

summarized in Table 9. The primary benefit has been to

reduce costs, and hence improve profitability levels,

with annual average profitability increasing by between
$21/ha and $49/ha (the only published source that has

examined the impact of HT cotton in the USA is the

work by Sankala and Blumenthal [6, 7], and Johnson

and Strom [8]. In the 2001 study, the costs saved were

based on historic patterns of herbicides used on con-

ventional cotton in the mid/late 1990s. The latter stud-

ies estimated cost savings on the basis of the

conventional herbicide treatment that would be

required to deliver the same level of weed control as

GM HT cotton. Revised analysis has, however, been

conducted for 2008 to reflect changes in the costs of

production (notably cost of the technology (in partic-

ular “Roundup Ready Flex technology”), higher prices

for glyphosate relative to other herbicides in 2008 and

additional costs incurred to control weeds resistant to

glyphosate in some regions) in the years up to 2004.

Since then, net income gains have fallen to between

$1/ha and $5/ha. The relatively small positive impact

on direct farm income in 2008 (and in the last few

years) reflects a combination of reasons, including the

higher cost of the technology, significant price increases

for glyphosate relative to price increases for other her-

bicides, and additional costs incurred for management

of weeds resistant to glyphosate (notably Palmer

Amaranth). Overall, the net direct farm income impact

in 2008 is estimated to be $2.5 million (this does not

take into consideration any nonpecuniary benefits

associated with adoption of the technology: see

Section 3.9). Cumulatively, since 1997, there has been

a net farm income benefit from using the technology of

$799 million.
Other Countries

Australia, Argentina, South Africa, and Mexico are the

other countries where GM HT cotton is commercially

grown; from 2000 in Australia, 2001 in South Africa,

2002 in Argentina, and 2005 in Mexico. In 2008, 79%

(50,460 ha), 38% (124,000 ha), 75% (9,750 ha), and

40% (50,000 ha) respectively of the total Australian,

Argentine, South African, and Mexican cotton crops

were planted to GM HT cultivars.

We are not aware of any published research into the

impact of GMHT cotton in South Africa, Argentina, or

Mexico. In Australia, although research has been

conducted into the impact of using GM HT cotton

(e.g., Doyle et al. [20]) this does not provide



Global Economic Impact of Transgenic/Biotech Crops (1996–2008). Table 9 Farm-level income impact of using GM HT

cotton in the USA 1997–2008

Year Cost savings ($/ha)

Net cost saving/increase in
gross margins, inclusive of cost
of technology ($/ha)

Increase in farm
income at a national
level ($ millions)

Increase in national farm
income as % of farm-level
value of national production

1997 34.12 21.28 12.56 0.2

1998 34.12 21.28 30.21 0.58

1999 34.12 21.28 53.91 1.29

2000 34.12 21.28 61.46 1.22

2001 65.59 45.27 161.46 4.75

2002 65.59 45.27 153.18 3.49

2003 65.59 45.27 129.75 2.33

2004 83.35 48.80 154.72 2.87

2005 71.12 2.89 9.57 0.18

2006 73.66 3.31 13.29 0.22

2007 76.01 5.40 16.56 0.32

2008 72.76 1.20 2.50 0.08

Source and notes:

1. Impact analysis based on Sankala and Blumenthal [6, 7] and Johnson and Strom [8] and own analysis for 2008

2. Estimated cost of the technology $12.85/ha (1997–2000) and $21.32/ha 2001–2003, $34.55 2004, $68.22/ha 2005, $70.35/ha 2006,

$70.61/ha 2007, and £71.56/ha 2008
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quantification of the impact. Drawing on industry

source estimates, the main impacts are as follows:

● Australia: No yield gain and cost of the technology in

the range of $30–$45/ha up to 2007. The cost of the

technology increased with the availability of

“Roundup Ready Flex” and in 2008 was about $63/

ha. The cost savings from the technology (after taking

into consideration the cost of the technology have

delivered small net gains of $5–$7/ha, although

estimates relating to the net average benefits from

Roundup Ready Flex are about $25/ha in 2008 [20].

Overall, in 2008, the total farm income fromusing the

technology was about $3 million and cumulatively,

since 2000, the total gains have been $8.3 million.

● Argentina: No yield gain and a cost of technology in

the range of $30–$40/ha, althoughwith the increasing

availability of stacked traits in recent years, the “cost”

part of the HT technology has fallen to $24/ha.

Net farm income gains (after deduction of the cost
of the technology) have been $8–$18/ha and in 2008

were just under $10/ha. Overall, in 2008, the total

farm income from using GM HT cotton technology

was about $7.4 million, and cumulatively since 2002,

the farm income gain has been $34.2 million.

● South Africa: No yield gain and a cost of technology

in the range of $15–$25/ha. Net farm income gains

from cost savings (after deduction of the cost of the

technology) have been $30–$60/ha. In 2008, the

average net gain was $33.6/ha and the total farm

income benefit of the technology was $0.37 million.

Cumulatively since 2001, the total farm income

gain from GM HT cotton has been $2.2 million.

● Mexico: Average yield gains of +3.6% from

improved weed control have been reported in the

first 3 years of use, although no yield gain was

recorded in 2008. The average cost of the technol-

ogy has been in the range of $60–$66/ha and typical

net farm income gains of about $80/ha, though in

2008, with no yield gains this fell back to $16/ha.
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Overall, in 2008, the total farm income gain from

using GM HT cotton was about $1.35 million and

cumulatively since 2005, the total farm income gain

has been $11.7 million.

Summary of Global Economic Impact

Across the five countries using GM HT cotton in 2008,

the total farm income impact derived from using GM

HT cotton was +$14.6 million. Cumulatively since 1997,

there have been net farm income gains of $855.8 million

(93% of this benefit has been in the USA). Of this, 96%

has been due to cost savings and 4% to yield gains (from

improved weed control relative to the level of weed

control achieved using conventional technology).
Herbicide-Tolerant Canola

Canada

Canada was the first country to commercially use

GM HT canola in 1996. Since then, the area planted

to varieties containing GM HT traits has increased

significantly, and in 2008 was 83% of the total crop

(5.43 million hectares).

The farm-level impact of using GM HT canola in

Canada since 1996 is summarized in Table 10. The key

features are as follows:

● The primary impact in the early years of adoption

was increased yields of almost 11% (e.g., in 2002

this yield increase was equivalent to an increase in

total Canadian canola production of nearly 7%). In

addition, a small additional price premia was

achieved from crushers through supplying cleaner

crops (lower levels of weed impurities). With the

development of hybrid varieties using conventional

technology, the yield advantage of GM HT canola

relative to conventional alternatives (the main one

of which is “Clearfield” conventionally derived her-

bicide-tolerant varieties. Also, hybrid canolas now

account for the majority of plantings (including

some GM hybrids) with the hybrid vigor delivered

by conventional breeding techniques (even in the

GM HT [to glyphosate] varieties) has been eroded.

As a result, our analysis has applied the yield

advantage of +10.7% associated with the GM HT

technology in its early years of adoption
(source: Canaola Council study of 2001) to 2003.

From 2004, the yield gain has been based on differ-

ences between average annual variety trial results

for “Clearfield” (conventional herbicide-tolerant

varieties) and biotech alternatives. The biotech

alternatives have also been differentiated into

glyphosate tolerant and glufosinate tolerant. This

resulted in the following observation: for GM

glyphosate-tolerant varieties no yield difference

for 2004, 2005, and 2008 and +4% 2006 and 2007.

For GM glufosinate-tolerant varieties, the yield dif-

ferences were +12% 2004 and 2008, +19% 2005,

+10% 2006 and 2007. The quality premia associ-

ated with cleaner crops (see above) has not been

included in the analysis from 2004.

● Cost of production (excluding the cost of the tech-

nology) has fallen, mainly through reduced expen-

diture on herbicides and some savings in fuel and

labor. These savings have annually been between

about $25/ha and $36/ha. The cost of the technol-

ogy to 2003 was however marginally higher than

these savings resulting in a net increase in costs of

$3– $5/ha. On the basis of comparing GM HT

canola with “Clearfield” HT canola (from 2004),

there has been a net cost saving of between $5/ha

and $10/ha, although in 2008 this was $17/ha.

● The overall impact on profitability (inclusive of

yield improvements and higher quality) has been

an increase of between $22/ha and $48/ha up to

2003. On the basis of comparing GM HT canola

with “Clearfield” HT canola (from 2004), the net

increase in profitability has been between $23/ha

and $66/ha.

● The annual total national farm income benefit from

using the technology has risen from $6 million in

1996 to $364 million in 2008. The cumulative farm

income benefit over the 1996–2008 period (in nom-

inal terms) was $1.64 billion.

● In added value terms, the increase in farm income

in 2008 has been equivalent to an annual increase in

production of 6.3%.

The USA

GMHT canola has been planted on a commercial basis

in the USA since 1999. In 2008, 95% of the US canola

crop was GM HT (380,230 ha).



Global Economic Impact of Transgenic/Biotech Crops (1996–2008). Table 10 Farm-level income impact of using GM

HT canola in Canada 1996–2008

Year

Cost
savings
($/ha)

Cost savings
inclusive of cost of
technology ($/ha)

Net cost saving/
increase in gross
margins ($/ha)

Increase in farm
income at a national
level ($ millions)

Increase in national farm
income as % of farm-level
value of national production

1996 28.59 �4.13 45.11 6.23 0.4

1997 28.08 �4.05 37.11 21.69 1.17

1998 26.21 �3.78 36.93 70.18 3.43

1999 26.32 �3.79 30.63 90.33 5.09

2000 26.32 �3.79 22.42 59.91 5.08

2001 25.15 �1.62 23.10 53.34 5.69

2002 24.84 �3.59 29.63 61.86 6.17

2003 28.04 �4.05 41.42 132.08 6.69

2004 21.42 +4.44 19.09 70.72 4.48

2005 23.11 +4.50 32.90 148.12 6.56

2006 34.02 +16.93 50.71 233.13 8.09

2007 35.44 +17.46 66.39 341.44 7.54

2008 36.36 +17.56 66.63 364.23 6.35

Sources and notes:

1. Impact data based on Canola Council study [21] to 2003 and Gusta et al. [22]. Includes a 10.7% yield improvement and a 1.27% increase

in the price premium earned (cleaner crop with lower levels of weed impurities) until 2003. After 2004, the yield gain has been based on

differences between average annual variety trial results for Clearfield and biotech alternatives. The biotech alternatives have also been

differentiated into glyphosate tolerant and glufosinate tolerant. This resulted in the following observation: for GM glyphosate-tolerant

varieties no yield difference for 2004, 2005, and 2008 and +4% 2006 and 2007. For GM glufosinate-tolerant varieties, the yield differences

were +12% 2004 and 2008, +19% 2005, +10% 2006 and 2007

2. Negative values denote a net increase in the cost of production (i.e., the cost of the technology was greater than the other cost (e.g., on

herbicides) reductions

3. All values for prices and costs denominated in Canadian dollars have been converted to US dollars at the annual average exchange rate

in each year
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The farm-level impact has been similar to the

impact identified in Canada. More specifically, the

following observations were noted:

● Average yields increased by about 6% in the initial

years of adoption. As in Canada (see above) the

availability of high-yielding hybrid conventional

varieties has eroded some of this yield gain in recent

year relative to conventional alternatives. As a

result, the positive yield impacts post 2004 have

been applied on the same basis as in Canada (com-

parison with Clearfields: see Canada above).

● The cost of the technology has been $12–$17/ha for

glufosinate-tolerant varieties and $12–$33/ha for
glyphosate-tolerant varieties. Cost savings (before

inclusion of the technology costs) have been

$35–$45/ha ($22/ha in 2008) for glufosinate-tolerant

canola and$40–$79/ha for glyphosate-tolerant canola.

● The net impact on gross margins has been between

+$22/ha and +$90/ha ($5/ha in 2008) for

glufosinate-tolerant canola, and +$28/ha and

+$61/ha for glyphosate-tolerant canola.

● At the national level, the total farm income benefit

in 2008 was $26.6 million (Fig. 5) and the cumula-

tive benefit since 1999 has been $185 million.

● In added value terms, the increase in farm income

in 2008 has been equivalent to an annual increase in

production of about 10.3%.
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National farm income impact of using GM HT canola in the USA 1999–2008 (Source and notes: Impact analysis based on

Sankala and Blumenthal [6, 7] and Johnson and Strom [8]. Decrease in total farm income impact 2002–2004 is due to

decline in total plantings of canola in the USA (from 612,000 in 2002 to 316,000 ha in 2004). Positive yield impact applied in

the same way as Canada from 2004)
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Australia

GM HT canola was permitted for commercial use in

the two states of Victoria and New SouthWales in 2008,

and was planted on 10,100 ha in that year (2008/09).

Ninety-five percent of these plantings had tolerance to

the herbicide glyphosate and the balance were tolerant

to glufosinate.

A fairly comprehensive farm survey-based analysis of

impact of the glyphosate-tolerant canola was commis-

sioned by Monsanto, which involved interviews with

92 of the 108 farmers using this technology in 2008/09

[23, 24]. Key findings from this survey are as follows:

● The technology was made available in both open-

pollinated and hybrid varieties, with the open-

pollinated varieties representing the cheaper end of

the seed market, where competition was mainly with

open-pollinated varieties containing herbicide toler-

ance (derived conventionally) to herbicides in the

triazine (TT) group. The hybrid varieties containing

glyphosate tolerance competed with nonherbicide-

tolerant conventional hybrid varieties and

herbicide-tolerant “Clearfield” hybrids (tolerant to

the imidazolinone group of herbicides), although,

were used in 2008, all of the 33 farmers in the survey

using GMHT hybrids did so mainly in competition

and comparison with “Clearfield” varieties.

● The GM HT open-pollinated varieties sold to

farmers at a premium of about $Aus3/ha (about
$2.5 US/ha) relative to the TT varieties. The GM

HT hybrids sold at a seed premium of about

$Aus 9/ha ($7.55 US/ha) compared to “Clearfield”

hybrids. In addition, farmers using the GM HT

technology paid a “technology” fee in two parts;

one part was a set fee of $Aus500 per farm plus

$Aus 10.2/ton of output of canola. On the basis that

there were 108 farmers using GM HT (glyphosate

tolerant) technology in 2008, the average “up front”

fee paid for the technology was $Aus5.62/ha. On the

basis of average yields obtained for the two main

types of GM HT seed used, those using open-

pollinated varieties paid $11.83/ha (basis: average

yield of 1.16 tons/ha) and those using GM HT

hybrids paid $Aus12.95/ha (basis: average yield of

1.27 tons/ha). Therefore, the total seed premium

and technology fee paid by farmers for the GM HT

technology in 2008–2009 was $Aus20.45/ha ($17.16

US/ha) for open-pollinated varieties and $Aus

27.57/ha ($23.13 US/ha) for hybrid varieties.

After taking into consideration, the seed pre-

mium/technology fees, the GMHTsystemwasmar-

ginally more expensive by $Aus3/ha ($2.5 US/ha)

and $Aus4/ha ($US 3.36/ha) respectively for weed

control than the TT and Clearfield varieties.

● The GM HT varieties delivered higher average

yields than their conventional counterparts:

+22.11% compared to the TT varieties and

+4.96% compared to the “Clearfield” varieties.



Global Economic Impact of Transgenic/Biotech Crops

(1996–2008). Table 11 Farm-level income impact of

using GM HT canola in Australia 2008 ($US)

Year

Average
cost
saving
($/ha)

Average
cost savings
(net after
cost of
technology
($/ha)

Average
net
increase
in gross
margins
($/ha)

Increase in
farm
income at
a national
level ($)

2008 19.18 �20.77 93.37 943,054

Source derived from and based on Monsanto survey of license

holders 2008

Notes:

1. The average values shown are weighted averages

2. Other weighted average values derive include yield +21.1% and

quality (price) premium of 2.1% applied on the basis of this level of

increase in average oil content
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In addition, the GM HT varieties produced higher

oil contents of +2% and +1.8% respectively com-

pared to TT and “Clearfield” varieties.

● The average reduction in weed control costs from

using the GM HTsystem (excluding seed premium/

technology fee) was $Aus 17/ha for open-pollinated

varieties (competing with TT varieties) and $Aus 24/

ha for hybrids (competing with Clearfield varieties).

In the analysis summarized below in Table 11, these

research findings have been applied to the total GMHT

crop area on a weighted basis in which the results of

GM HT open-pollinated varieties that compete with

TT varieties were applied to 64% of the total area and

the balance of area used the results from the GM HT

hybrids competing with “Clearfield” varieties. This

weighting reflects the distribution of farms in the sur-

vey, in which 59 (64%) of the farmers indicated they

grew open-pollinated varieties and 33 (34%) grew

hybrids. The findings show an average farm income

gain of $US 93/ha and a total farm income gain of

$0.93 million in 2008.

Summary of Global Economic Impact

In global terms, the farm-level impact of using GMHT

technology in canola in Canada, the USA, and Australia

was $392 million in 2008. Cumulatively, since 1996, the
farm income benefit has been (in nominal terms) $1.83

billion. Within this, 79% has been due to yield gains

and the balance (21%) has been from cost savings.

In terms of the total value of canola production

in these three countries in 2008, the additional farm

income generated by the technology is equal to a value-

added equivalent of 6.9%. Relative to the value of

global canola production in 2008, the farm income

benefit added the equivalent of 1.5%.

GM Herbicide-Tolerant (GM HT) Sugar Beet

GM HT sugar beet was first grown commercially in the

USA in2007 (under 1,000ha), although itwas 2008before

sufficient quantities of seed were available for widespread

commercial cultivation. In 2008, just under 258,000 ha of

GMHTsugar beet were planted, equal to about 63.5% of

the total US crop. The highest levels of penetration of the

technology (85% plus of total crop) occurred in Idaho,

Wyoming, Nebraska, and Colorado, with about 50% of

the crops in the largest sugar beet growing states of North

Dakota andMichigan being GMHT.

Impact of the technology in these early years of

adoption has been identified as follows:

(a) Yield: Analysis by Kniss [25] covering a limited

number of farms in Wyoming (2007) identified

positive yield impacts of +8.8% in terms of addi-

tional root yield (from better weed control) and

+12.6% in terms of sugar content relative to con-

ventional crops (i.e., the GM HT crop had about

a 3.8% higher sugar content, which amounts to

a 12.8% total sucrose gain relative to conventional

sugar beet once the root yield gain was taken into

consideration). In contrast, Khan [26] found

similar yields reported between conventional and

GM HT sugar beet in the Red River Valley region

(North Dakota) and Michigan. These contrasting

results probably reflect a combination of factors

including:

● The sugar beet growing regions in Wyoming
can probably be classified as highweed problem

areas, and as such, are regions where obtaining

effective weed control is difficult using conven-

tional technology (timing of application is key

to weed control in sugar beet, with optimal

time for application being when weeds are

small). Also some weeds (e.g., Kochia) are
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resistant to some of the commonly used ALS

inhibitor herbicides like chlorsulfuron. The

availability of GM HT sugar beet with its

greater flexibility on application timing has

therefore potentially delivered important yield

gains for such growers.

● The GMHT trait was not available in all leading

varieties suitable in all growing regions in 2008,

hence the yield benefits referred to above from

better weed control have to some extent been

counterbalanced by only being available in

poorer performing germ plasm in states like

Michigan and North Dakota (notably not

being available in 2008 in leading varieties with

rhizomania resistance). It should be noted that

the authors of the research cited in this section

both perceive that yield benefits from using GM

HT sugar beet will be a common feature of the

technology in most regions once the technology

is available in leading varieties.

● The year 2008 was reported to have been, in the

leading sugar beet growing states, a reasonable

year for controlling weeds through conven-

tional technology (i.e., it was possible to get

good levels of weed control through timely

applications), hence the similar performance

reported between the two systems.

Costs of production
(b)

● Kniss’s work in Wyoming identified weed con-
trol costs (comprising herbicides, application,

cultivation, and hand labor) for conventional

beet of $437/ha compared to $84/ha for the

GMHTsystem. After taking into consideration

the $131/ha seed premium/technology fee for

the GM HT trait, the net cost differences

between the two systems was $222/ha in favor

of the GM HT system. Kniss did, however,

acknowledge that the conventional costs asso-

ciated with this sample were high relative to

most producers (reflecting application of max-

imum dose rates for herbicides and use of hand

labor), with a more typical range of conven-

tional weed control costs being between

$171/ha and $319/ha (average $245/ha).

● Khan’s analysis puts the typical weed control

costs in the Red River region of North Dakota

to be about $227/ha for conventional
compared to $91/ha for GM HT sugar beet.

After taking into consideration the seed pre-

mium/technology fee (assumed by Khan to be

$158/ha), the total weed control costs were

$249/ha for the GM HT system, $22/ha higher

than the conventional system. Despite this net

increase in average costs of production, most

growers in this region used (and planned to

continue using), the GM HT system because

of the convenience and weed control flexibility

benefits associated with it (which research by

Marra and Piggot [1]) estimated in the corn,

soybean, and cotton sectors to be valued at

between $12/ha and $25/ha to US farmers). It

is also likely that Khan’s analysis may under-

state the total cost savings from using the tech-

nology by not taking into account savings on

application costs and labor for hand weeding.
For the purposes of our analysis, we have drawn on

both these pieces of work, as summarized in Table 12.

This shows a net farm income gain in 2008 of over $21

million to US sugar beet farmers (average gain per

hectare of just under $83/ha). With the availability of

GMHT technology inmore of the leading varieties, it is

expected that the farm income gains associated with

yield gains will be greater in subsequent years.

GM Insect-Resistant (To Corn-Boring Pests:

GM IR) Maize

The USA

GM IR maize was first planted in the USA in 1996 and

in 2008, seed containing GM IR traits was planted on

57% (18.14 million hectares) of the total US maize crop.

The farm-level impact of using GM IR maize in the

USA since 1996 is summarized in Table 13:

● The primary impact has been increased average

yields of about 5% (in 2008 this additional produc-

tion is equal to an increase in total US maize pro-

duction of +2.41%).

● The net impact on cost of production has been a small

increase of between $1/ha and $9/ha (additional cost

of the technology being higher than the estimated

average insecticide cost savings of $15–$16/ha).

● The annual total national farm income benefit from

using the technology has risen from $8.76million in



Global Economic Impact of Transgenic/Biotech Crops (1996–2008). Table 12 Farm-level income impact of using GM

HT sugar beet in the USA 2007–2008

Year
Average cost
saving ($/ha)

Average cost savings
(net after cost of
technology ($/ha)

Average net
increase in gross
margins ($/ha)

Increase in farm
income at a national
level ($ millions)

Increase in national farm
income as % of farm-level
value of national production

2007 353.35 222.39 584.00 472,680 0.03

2008 142.50 �8.58 82.88 21,380,290 1.83

Sources derived from and based on Kniss [25] and Khan [26]

Notes:

1. The yield gains identified by Kniss have been applied to the 2007 GM HT plantings in total and to the estimated GM HT plantings in the

states of Idaho, Wyoming, Nebraska, and Colorado, where penetration of plantings in 2008 was 85% (these states account for 26% of the

total GM HT crop in 2008), and which are perceived to be regions of above average weed problems. For all other regions, no yield gain is

assumed. Across the entire GM HT area in 2008, this equates to a net average yield gain of +3.28%

2. The seed premium of $131/ha, average costs of weed control respectively for conventional and GM HT systems of $245/ha and $84/ha,

from Kniss were applied to the crop in Idaho, Wyoming, Nebraska, and Colorado. The seed premium of $158/ha, weed control costs of

$227/ha and $249/ha respectively for conventional and GM HT sugar beet, identified by Khan were applied to all other regions using the

technology. These states account for 26% of the total GM HT crop in 2008. The resulting average values for seed premium/cost of

technology across the entire 2008 GM HT crop was therefore $151.08/ha and the average weed control cost saving associated with the

GM HT system (before taking into consideration the seed premium) was $142.5/ha

Global Economic Impact of Transgenic/Biotech Crops (1996–2008). Table 13 Farm-level income impact of using GM IR

maize in the USA 1996–2008

Year
Cost saving
($/ha)

Cost savings (net
after cost of
technology ($/ha)

Net increase in
gross margins
($/ha)

Increase in farm income
at a national level
($ millions)

Increase in national farm
income as % of farm-level
value of national production

1996 24.71 �9.21 29.20 8.76 0.03

1997 24.71 �9.21 28.81 70.47 0.27

1998 20.30 �4.8 27.04 167.58 0.77

1999 20.30 �4.8 25.51 206.94 1.04

2000 22.24 �6.74 24.32 148.77 0.71

2001 22.24 �6.74 26.76 155.87 0.72

2002 22.24 �6.74 30.74 240.45 0.96

2003 22.24 �6.74 31.54 291.00 1.14

2004 15.88 �6.36 33.82 363.41 1.32

2005 15.88 �1.42 34.52 399.91 1.60

2006 15.88 �1.42 55.78 707.23 1.86

2007 15.88 �1.42 61.22 1,136.21 2.28

2008 24.71 �8.83 67.51 1,224.59 2.40

Sources and notes:

1. Impact data based on a combination of studies including the ISAAA (James) review [27], Marra et al. [3], Sankala and Blumenthal [6, 7],

and Johnson and Strom [8], Gianessi and Carpenter [28]

2. Yield impact +5% based on average of findings of above studies

3. Insecticide cost savings based on the above references

4. – (minus) value for net cost savings means the cost of the technology is greater than the other cost savings
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National farm income impact of using GM IR maize in Canada 1996–2008
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1. Yield increase of 5% based on industry assessments (consistent with US analysis). Cost of technology and insecticide

cost savings based on US analysis,
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1996 to $1.22 billion in 2008. The cumulative farm

income benefit over the 1996–2008 period (in nom-

inal terms) was $5.12 billion.

● In added value terms, the increase in farm income

in 2008 was equivalent to an annual increase in

production of 2.4%.

Canada

GM IR maize has also been grown commercially in Can-

ada since 1996. In 2008, it accounted for 62% of the total

Canadian maize crop of 1.2 million hectares. The impact

of GM IR maize in Canada has been very similar to the

impact in the USA (similar yield and cost of production

impacts). At the national level, in 2008 the additional farm

income generated from the use of GM IRmaize was $48.2

million and cumulatively since 1996 the additional farm

income (in nominal terms) was $252 million (Fig. 6).
Argentina

In 2008, GM IRmaize traits were planted on 75% of the

total Argentine maize crop (GM IR varieties were first

planted in 1998).

The main impact of using the technology on farm

profitability has been via yield increases. Various stud-

ies (e.g., see ISAAA review in James [27]) and Trigo and
Cap [29] have identified an average yield increase in the

region of 8–10%, hence an average of 9% has been used

in the analysis up to 2004. More recent trade source

estimates provided to the authors put the average yield

increased in the last 2–3 years to be between 5% and

6%. Accordingly, our analysis uses a yield increase value

of 5.5% for the years from 2004.

No savings in costs of production have arisen

for most farmers because very few maize growers in

Argentina have traditionally used insecticides as

a method of control for corn-boring pests. As such,

average costs of production have increased by $20–$22/

ha (the cost of the technology).

The net impact on farm profit margins (inclusive of

the yield gain) has, in recent years, been an increase of

about $20/ha. In 2008, the national level impact on

profitability was an increase of $41 million (an added

value equal to 2.15% of the total value of production).

Cumulatively, the farm income gain since 1997 has

been $269.7 million.

South Africa

GM IR maize has been grown commercially in South

Africa since 2000. In 2008, 56% of the country’s total

maize crop of 2.42 million hectares used GM IR

cultivars.



Global Economic Impact of Transgenic/Biotech Crops (1996–2008). Table 14 Farm-level income impact of using GM IR

maize in South Africa 2000–2008

Year Cost savings ($/ha)
Net cost savings inclusive of
cost of technology ($/ha)

Net increase in
gross margin ($/ha)

Impact on farm income at
a national level ($ millions)

2000 13.98 1.87 43.77 3.31

2001 11.27 1.51 34.60 4.46

2002 8.37 0.6 113.98 19.35

2003 12.82 0.4 63.72 14.66

2004 14.73 0.46 20.76 8.43

2005 15.25 0.47 48.66 19.03

2006 14.32 �2.36 63.75 63.05

2007 13.90 0.22 182.90 225.70

2008 11.74 �4.55 87.07 117.73

Sources and notes:

1. Impact data (Sources: Gouse [30–32] and Van der Weld [33])

2. Negative value for the net cost savings = a net increase in costs (i.e., the extra cost of the technologywas greater than the other (e.g., less

expenditure on insecticides) cost savings

3. All values for prices and costs denominated in South African Rand have been converted to US dollars at the annual average exchange

rate in each year
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The impact on farm profitability is summarized in

Table 14. The main impact has been an average yield

improvement of between 5% and 32% in the years

2000–2004, with an average of about 15% (used as the

basis for analysis 2005–2007). In 2008, the estimated

yield impact was +10.6% (source: Van der Weld [33]).

The cost of the technology $8–$17/ha has broadly been

equal to the average cost savings from no longer apply-

ing insecticides to control corn-boring pests.

At the national level, the increase in farm income

in 2008 was $117.7 million and cumulatively since

2000 it has been $476 million. In terms of national

maize production, the use of GM IR technology on

56% of the planted area has resulted in a net increase

in national maize production of 5.9% in 2008. The

value of the additional income generated was also

equivalent to an annual increase in production of

about 5.1%.

Spain

Spain has been commercially growing GM IR maize

since 1998 and in 2008, 22% (79,270 ha) of the

country’s maize crop was planted to varieties

containing a GM IR trait.
As in the other countries planting GM IRmaize, the

main impact on farm profitability has been increased

yields (an average increase in yield of 6.3% across farms

using the technology in the early years of adoption).

With the availability and widespread adoption of the

Mon 810 trait from 2003, the reported average positive

yield impact is about +10%. There has also been a net

annual average saving on cost of production (from

lower insecticide use) of between $37/ha and $61/ha

(Table 15). At the national level, these yield gains and

cost savings have resulted in farm income being

boosted, in 2008 by $17.9 million and cumulatively

since 1998 the increase in farm income (in nominal

terms) has been $77.9 million.

Relative to national maize production, the yield

increases derived from GM IR maize were equivalent

to a 2.2% increase in national production (2008). The

value of the additional income generated from Btmaize

was also equivalent to an annual increase in production

of 2.1%.

Other EU countries

A summary of the impact of GM IR technology in other

countries of the EU is presented in Table 16. This shows
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maize in Spain 1998–2008

Year Cost savings ($/ha)
Net cost savings inclusive of
cost of technology ($/ha)

Net increase in
gross margin ($/ha)

Impact on farm income at
a national level ($ millions)

1998 37.40 3.71 95.16 2.14

1999 44.81 12.80 102.20 2.56

2000 38.81 12.94 89.47 2.24

2001 37.63 21.05 95.63 1.10

2002 39.64 22.18 100.65 2.10

2003 47.50 26.58 121.68 3.93

2004 51.45 28.79 111.93 6.52

2005 52.33 8.72 144.74 7.70

2006 52.70 8.78 204.5 10.97

2007 57.30 9.55 274.59 20.63

2008 61.49 10.25 225.36 17.86

Sources and notes:

1. Impact data (based on Brookes [34] and Brookes [35]). Yield impact +6.3% to 2004 and 10% used thereafter (originally Bt 176, latterly

Mon 810). Cost of technology based on €18.5/ha to 2004 and €35/ha from 2005

2. All values for prices and costs denominated in Euros have been converted to US dollars at the annual average exchange rate in each year

Global Economic Impact of Transgenic/Biotech Crops (1996–2008). Table 16 Farm-level income impact of using GM IR

maize in other EU countries 2005–2008

Year first
planted
GM IR maize

Area
2008
(hectares)

Yield
impact
(%)

Cost of
technology
2008 ($/ha)

Cost savings 2008
(before deduction
of cost of
technology: $/ha)

Net increase
in gross
margin
2008 ($/ha)

Impact on farm
income at
a national level
2008 (million $)

France 2005 Nil N/p N/p N/p N/p N/p

Germany 2005 3,173 +4 58.57 73.21 78.64 0.25

Portugal 2005 4,851 +12.5 51.24 0 75.60 0.37

Czech
Republic

2005 8,380 +10 51.24 26.35 101.95 0.85

Slovakia 2005 1,930 +12.3 51.24 0 228.31 0.44

Poland 2006 3,000 +12.5 51.24 0 133.08 0.40

Romania 2007 7,146 +7.1 46.85 0 26.59 0.19

Total other EU
(excluding
Spain)

28,480 2.5

Source and notes:

1. Source: Based on Brookes [35]

2. All values for prices and costs denominated in Euros have been converted to US dollars at the annual average exchange rate in each year

3. N/p – planting not permitted in France in 2008
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that in 2008, the additional farm income derived from

using GM IR technology in these six countries was

+$2.5 million, and cumulatively over the 2005–2008

period, the total income gain was $11.1 million.

Other Countries

GM IR maize has been grown commercially in the

following countries:

● The Philippines since 2003. In 2008, 280,000 ha out

of total plantings of 2.6 million (7%) were GM IR.

Estimates of the impact of using GM IR (Sources:

Gonsalves [36], Yorobe [37], and Ramon [38])

show annual average yield increases in the range of

14.3–34%. Taking the midpoint of this range

(+24.15%), coupled with a small average annual

insecticide cost saving of about $12–$13/ha and

average cost of the technology of about $33/ha,

the net impact on farm profitability has been

between $37/ha and $109/ha. In 2008, the national

farm income benefit derived from using the tech-

nology was $33.5 million and cumulative farm

income gain since 2003 has been $61.2 million.

● Uruguay since 2004, and in 2008, 110,000 ha (73% of

the total crop) were GM IR. Using Argentine data as

the basis for assessing impact, the cumulative farm

income gain over the 3 years has been $3.9 million.

● Brazil starting in 2008, when 1.45 million hectares

were planted to varieties containing a GM IR trait.

Based on analysis from Galveo [12], the average

yield impact was +4.66%, the cost of the technology

was $21.6/ha, insecticide cost savings were $42/ha,

and the average improvement to farm income equal

to $48.12/ha. Overall, the increase in farm profit-

ability associated with the adoption in 2008 was

$69.8 million;

● Honduras. Here farm-level “trials” have been per-

mitted since 2003, and in 2008, an estimated

9,000 ha used GM IR traits. Evidence from Falck

Zepeda et al. [39] indicated that the primary

impact of the technology has been to increase

average yields (in 2008 +24%). As insecticides

have not traditionally been used by most farmers,

no costs of production savings have arisen,

coupled with no additional cost for use of the

technology (which has been provided free of

charge for the trials). In our analysis, we have,
however assumed a cost of the technology of

$30/ha, and based on this, the estimated farm

income benefit derived from the technology was

$1.1 million in 2008 and cumulatively since 2003

the income gain has been $2 million.

Summary of Economic Impact

In global terms, the farm-level impact of using GM

IR maize was $1.56 billion in 2008. Cumulatively

since 1996, the benefit has been (in nominal terms)

$6.34 billion. This farm income gain has mostly

derived from improved yields (less pest damage)

although in some countries farmers have derived

a net cost saving associated with reduced expenditure

on insecticides.

In terms of the total value of maize production

from the countries growing GM IR maize in 2008, the

additional farm income generated by the technology is

equal to a value-added equivalent of 2.2%. Relative to

the value of global maize production in 2008, the farm

income benefit added the equivalent of 1.2%.
Insect-Resistant (Bt) Cotton (GM IR)

The USA

GM IR cotton has been grown commercially in the

USA since 1996 and by 2008, was used in 63% (1.93

million hectares) of total cotton plantings.

The farm income impact of using GM IR cotton is

summarized in Table 17. The primary benefit has been

increased yields (by 9–11%), although small net savings

in costs of production have also been obtained

(reduced expenditure on insecticides being marginally

greater than the cost of the technology). Overall, aver-

age profitability levels increased by $53–$115/ha with

Bollgard I cotton (with a single Bt gene) between 1996

and 2002 and by between $87/ha and $118/ha in

2003–2008 with Bollgard II (containing two Bt genes

and offering a broader spectrum of control). This

resulted in a net gain to farm income in 2008 of $189

million. Cumulatively, since 1996, the farm income

benefit has been $2.44 billion. In added value terms,

the effect of the increased yields and reduced costs

of production on farm income in 2008 was equivalent

to an annual increase in production of 6.3%

(165,400 tons).



Global Economic Impact of Transgenic/Biotech Crops (1996–2008). Table 17 Farm-level income impact of using GM IR

cotton in the USA 1996–2008

Year

Cost savings (net after
cost of technology
($/ha)

Net increase in
gross margins
($/ha)

Increase in farm income
at a national level
($ millions)

Increase in national farm income as %
of farm-level value of national
production

1996 4.98 115.32 94.69 1.19

1997 4.98 103.47 87.28 1.30

1998 4.98 88.54 80.62 1.47

1999 4.98 65.47 127.29 2.89

2000 4.98 74.11 162.88 3.10

2001 4.98 53.04 125.22 3.37

2002 4.98 69.47 141.86 3.11

2003 5.78 120.49 239.98 4.27

2004 5.78 107.47 261.23 4.82

2005 24.48 117.81 332.41 5.97

2006 �5.77 86.61 305.17 4.86

2007 �2.71 114.50 296.00 5.49

2008 �2.71 98.22 189.50 5.89

Sources and notes:

1. Impact data based on Gianessi and Carpenter [28], Sankala and Blumenthal [6, 7], Johnson and Strom [8], Marra et al. [3], andMullins and

Hudson [40]

2. Yield impact +9% 1996–2002 Bollgard I and +11% 2003 onward Bollgard II

3. Cost of technology: 1996–2002 Bollgard I $58.27/ha, 2003–2004 Bollgard II $68.32/ha, $49.62/ha 2005, $46.95/ha 2006, $25.7/ha 2007

and 2008

4. Insecticide cost savings $63.26/ha 1996–2002, $74.10/ha 2003–2005, $41.18/ha 2006, $28.4/ha 2007 and 2008
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China

China first planted GM IR cotton in 1997, since when

the area planted to GM IR varieties has increased to

64% of the total 5.95 million hectares crop in 2008.

As in the USA, a major farm income impact has

been via higher yields of 8–10% on the crops using the

technology, although there have also been significant

cost savings on insecticides used and the labor previ-

ously used to undertake spraying. Overall, annual aver-

age costs have fallen by about $145–$200/ha and annual

average profitability improved by $123–$472/ha. In

2008, the net national gain to farm income was $859

million (Table 18). Cumulatively, since 1997, the

farm income benefit has been $7.6 billion. In added

value terms, the effect of the increased yields and
reduced costs of production on farm income in 2008

was equivalent to an annual increase in production of

17.1% (1.38 million tons).

Australia

Australia planted 83% of its 2008 cotton crop (total

crop of 146,000 ha) to varieties containing GM IR traits

(Australia first planted commercial GM IR cotton in

1996).

Unlike the other main countries using GM IR

cotton, Australian growers have rarely derived yield

gains from using the technology (reflecting the effective

use of insecticides for pest control prior to the avail-

ability of GM IR cultivars), with the primary farm

income benefit being derived from lower costs of



Global Economic Impact of Transgenic/Biotech Crops (1996–2008). Table 18 Farm-level income impact of using GM IR

cotton in China 1997–2008

Year
Cost savings (net after
cost of technology ($/ha)

Net increase in
gross margins
($/ha)

Increase in farm income at
a national level ($ millions)

Increase in national farm
income as % of farm-level
value of national production

1997 194 333 11.33 0.13

1998 194 310 80.97 1.15

1999 200 278 181.67 4.62

2000 �14 123 150.18 2.61

2001 378 472 1,026.26 20.55

2002 194 327 687.27 11.19

2003 194 328 917.00 12.15

2004 194 299 1,105.26 16.89

2005 145 256 845.58 13.57

2006 146 226 792.28 16.86

2007 152 248 942.7 14.46

2008 148 224 858.6 17.14

Sources and notes:

1. Impact data based on Pray et al. [41, 42], which covered the years 1999–2001. Other years based on average of the 3 years, except 2005

onward based on Shachuan (2006) – personal communication

2. Negative cost savings in 2000 reflect a year of high pest pressure (of pests not the target of GM IR technology), which resulted in above

average use of insecticides on GM IR using farms

3. Yield impact +8% 1997–1999 and +10% 2000 onward

4. Negative value for the net cost savings in 2000 = a net increase in costs (i.e., the extra cost of the technology was greater than the

savings on insecticide expenditure – a year of lower than average bollworm problems

5. All values for prices and costs denominated in Chinese Yuan have been converted to US dollars at the annual average exchange rate in

each year
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production (Table 19). More specifically, the following

observations were made:

● In the first 2 years of adoption of the technology

(Ingard, single gene Bt cotton), small net income

losses were derived, mainly because of the relatively

high price charged for the seed. Since this price was

lowered in 1998, the net income impact has been

positive, with cost saving of between $54/ha and

$90/ha, mostly derived from lower insecticide costs

(including application) more than offsetting the

cost of the technology.

● For the last few years of use, Bollgard II cotton

(containing 2 Bt genes) has been available offering

effective control of a broader range of cotton pests.
Despite the higher costs of this technology, users

have continued to make significant net cost savings

of $186–$212/ha.

● At the national level in 2008, the net farm income

gains were $24.2 million and cumulatively since

1996 the gains have been $214.9 million.

● In added value terms, the effect of the reduced costs

of production on farm income in 2008 was equiv-

alent to an annual increase in production of 37%

(105,000 tons).

Argentina

GM IR cotton has been planted in Argentina since 1998.

In 2008, it accounted for 73% of total cotton plantings.



Global Economic Impact of Transgenic/Biotech Crops (1996–2008). Table 19 Farm-level income impact of using GM IR

cotton in Australia 1996–2008

Year

Cost of
technology
($/ha)

Net increase in gross margins/cost
saving after cost of technology
($/ha)

Increase in farm income
at a national level
($ millions)

Increase in national farm
income as % of farm-level
value of national production

1996 �191.7 �41.0 �1.63 �0.59

1997 �191.7 �35.0 �2.04 �0.88

1998 �97.4 91.0 9.06 0.43

1999 �83.9 88.1 11.80 4.91

2000 �89.9 64.9 10.71 4.38

2001 �80.9 57.9 7.87 5.74

2002 �90.7 54.3 3.91 3.43

2003 �119.3 256.1 16.3 11.49

2004 �179.5 185.8 45.7 21.33

2005 �229.2 193.4 47.9 23.75

2006 �225.9 190.7 22.49 26.01

2007 �251.33 212.1 11.73 40.90

2008 �264.26 199.86 24.23 37.40

Sources and notes:

1. Impact data based on Doyle [43], Taylor [44], CSIRO [45] for bollgard II since 2004

2. All values for prices and costs denominated in Australian dollars have been converted to US dollars at the annual average exchange rate

in each year
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The main impact in Argentina has been yield

gains of 30% (which has resulted in a net increase

in total cotton production (2008) of 22%). This has

more than offset the cost of using the technology. In

terms of gross margin, cotton farmers have gained

annually between $25/ha and $249/ha during the

period 1998–2007. At the national level, the annual

farm income gains in the last 5 years have been in

the range of $2–$27 million (Fig. 7). Cumulatively

since 1998, the farm income gain from use of the

technology has been $95.4 million. In added value

terms, the effect of the yield increases (partially offset

by higher costs of production) on farm income in

2008 was equivalent to an annual increase in produc-

tion of 14.6%.

Mexico

GM IR cotton has been planted commercially in

Mexico since 1996. In 2008, GM IR cotton was planted

on 70,000 ha (56% of total cotton plantings).
The main farm income impact of using the tech-

nology has been yield improvements of between 6%

and 9% over the last 6 years. In addition, there have

been important savings in the cost of production

(lower insecticide costs). Overall, the annual net

increase in farm profitability has been within the

range of $104/ha and $354/ha between 1996 and 2008

(Table 20). At the national level, the farm income

benefit in 2008 was $10.5 million and the impact on

total cotton production was an increase of 5.2%.

Cumulatively since 1996, the farm income benefit has

been $76.4million. In added value terms, the combined

effect of the yield increases and lower cost of produc-

tion on farm income in 2008 was equivalent to an

annual increase in production of 5.4%.

South Africa

In 2008, GM IR cotton (first planted commercially in

1998) was planted on 7,750 ha in South Africa (84% of

the total crop).
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National farm income impact of using GM IR cotton in Argentina 1998–2008

Sources and notes:

1. Impact data (Sources: Qaim and De Janvry [46, 47]), Elena [48] and for 2005 and 2006 Monsanto LAP, although cost of

technology in 2005 from Monsanto Argentina. Area data: source ArgenBio

2. Yield impact +30%, cost of technology $86/ha ($40/ha 2005), cost savings (reduced insecticide use) $17.47/ha

3. All values for prices and costs denominated in Argentine Pesos have been converted to US dollars at the annual average

exchange rate in each year
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The main impact on farm incomes has been signif-

icantly higher yields (an annual average increase of

about 24%). In terms of cost of production, the addi-

tional cost of the technology (between $17/ha and

$24/ha for Bollgard I and $40–$50/ha for Bollgard II

(2006 onward) has been greater than the insecticide

cost and labor (for water collection and spraying) sav-

ings ($12–$23/ha), resulting in an increase in overall

cost of production of $2–$32/ha. Combining the pos-

itive yield effect and the increase in cost of production,

the net effect on profitability has been an annual

increase of between $27/ha and $232/ha.

At the national level, farm incomes, over the last

5 years have annually increased by between $1.2 million

and $1.7 million (Fig. 8). Cumulatively since 1998, the

farm income benefit has been $21 million. The impact

on total cotton production was an increase of 20.1% in

2008. In added value terms, the combined effect of the

yield increases and lower costs of production on farm

income in 2008 was equivalent to an annual increase in

production of 14.5% (based on 2008 production levels).

India

GM IR cotton has been planted commercially in India

since 2002. In 2008, 6.97million hectares were planted to

GM IR cotton, which is equal to 77% of total plantings.
The main impact of using GM IR cotton has been

major increases in yield [54] found average yield

increases of 45% in 2002 and 63% in 2003 (average

over the 2 years of 54%) relative to conventionally

produced cotton. More recent survey data from

Monsanto [16] confirm this high-yield impact (+58%

reported in 2004) as do data from IMRB [55], which

found an average yield increase of 64% in 2005, and

IMRB [56], which found a yield impact of +50% in

2006. With respect to cost of production, the average

cost of the technology (seed premium: $49–$54/ha) up

to 2006 was greater than the average insecticide cost

savings of $31–$58/ha resulting in a net increase in

costs of production. Following the reduction in the

seed premium in 2006 to about $20/ha, farmers have,

on average made a net cost saving of about $25/ha.

Coupled with the yield gains, important net gains to

levels of profitability have been achieved of between

$82/ha and $356/ha. At the national level, the farm

income gain in 2008 was $1.79 billion and cumulatively

since 2002 the farm income gains have been $5.14

billion (Table 21).

The impact on total cotton production was an

increase of 31% in 2008 and in added value terms, the

combined effect of the yield increases and higher costs

of production on farm income in 2008 was equivalent



Global Economic Impact of Transgenic/Biotech Crops (1996–2008). Table 20 Farm-level income impact of using GM IR

cotton in Mexico 1996–2008

Year
Cost savings (net after
cost of technology ($/ha)

Net increase in
gross margins
($/ha)

Increase in farm income at
a national level ($ millions)

Increase in national farm
income as % of farm-level
value of national production

1996 58.1 354.5 0.32 0.1

1997 56.1 103.4 1.72 0.5

1998 38.4 316.4 11.27 2.71

1999 46.5 316.8 5.27 2.84

2000 47.0 262.4 6.85 5.76

2001 47.6 120.6 3.04 3.74

2002 46.1 120.8 1.84 3.81

2003 41.0 127.7 3.33 3.67

2004 39.3 130.4 6.24 4.51

2005 40.8 132.3 10.4 7.64

2006 20.4 124.4 6.44 4.06

2007 20.5 139.7 8.38 4.74

2008 19.9 150.4 10.52 5.44

Sources and notes:

1. Impact data based on Traxler et al. [49] covering the years 1997 and 1998. Yield changes data in other years based on official reports

submitted to the Mexican Ministry of Agriculture by Monsanto Comercial (Mexico). Also, Martinez-Carillo and Diaz-Lopez [50]

2. Yield impacts: 1996 +37%, 1997 +3%, 1998 +20%, 1999 +27%, 2000 +17%, 2001 +9%, 2002 +7%, 2003 +6%, 2004 +7.6%, 2005 onward

+9.25%

3. All values for prices and costs denominated in Mexican Pesos have been converted to US dollars at the annual average exchange rate in

each year
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to an annual increase in production of 24% (based on

the 2008 production level that is inclusive of the GM IR

related yield gains).

Brazil

GM IR cotton was planted commercially in Brazil for

the first time in 2006, and in 2008 was planted on

178,000 ha (20% of the total crop). This represents

a fall in the share of total plantings relative to 2007,

when GM IR traits were planted on 32% of the crop.

This decline in plantings largely reflects the relative

performance of the seed containing the GM IR traits

compared to the leading conventional varieties, in

which the GM IR trait has not been available. In 2006,

on the basis of industry estimates of impact of GM IR

cotton relative to similar varieties, an average yield
gains of +6% and a net cost saving (reduced expendi-

ture on insecticides after deduction of the premium

paid for using the technology) of about +$25/ha were

realized. In 2007 and 2008, however, analysis by Galveo

[12] and Monsanto Brazil [57] suggests that the yield

performance of the varieties containing GM IR traits

has been lower (by �3.6% and �2.7% respectively for

2007 and 2008). As a result, the net farm income of

using the technology was (after taking into consider-

ation insecticide cost savings and the seed premium), on

average,�$34.5/ha in 2007 and a small net gain of about

$2/ha in 2008. At a national level in 2008, GM IR cotton

technology delivered a net gain of about $0.35 million (a

net loss of $12.3million in 2007). Cumulatively, the total

farm income impact has been positive at about $5

million.
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Global Economic Impact of Transgenic/Biotech Crops (1996–2008). Figure 8

National farm income impact of using GM IR cotton in South Africa 1998–2008

Sources and notes:

1. Impact data based on Ismael et al. [51], Kirsten et al. [52], Morse et al. [53]

2. Yield impact +24%, cost of technology $14–$24/ha for Bollgard I and about $50/ha for Bollgard II, cost savings (reduced

insecticide use) $12–$23/ha

3. All values for prices and costs denominated in South African Rand have been converted to US dollars at the annual

average exchange rate in each year

4. The decline in the total farm income benefit post 2003 relative to earlier years reflects the decline in total cotton

plantings. This was caused by relatively low farm-level prices for cotton in 2004 and 2005 (reflecting a combination of

relatively low world prices and a strong South African currency). In more recent years, cotton has become less competitive

relative to alternatives such as corn because of higher world grain prices

Global Economic Impact of Transgenic/Biotech Crops (1996–2008). Table 21 Farm-level income impact of using GM IR

cotton in India 2002–2008

Year
Cost savings (net after
cost of technology ($/ha)

Net increase in
gross margins
($/ha)

Increase in farm income at
a national level ($ millions)

Increase in national farm
income as % of farm-level
value of national production

2002 �12.42 82.66 3.69 0.26

2003 �16.2 209.85 20.98 0.47

2004 �13.56 193.36 96.68 1.86

2005 �22.25 255.96 332.74 5.26

2006 3.52 221.02 839.89 14.04

2007 26.41 356.85 2,093.97 22.84

2008 24.28 256.73 1,790.16 24.27

Sources and notes:

1. Impact data based on Bennett et al. [54] and IMRB [55, 56]. As 2008 was reported to be a year of below average pest pressure, the

average yield gain used was reduced to +40%

2. All values for prices and costs denominated in Indian Rupees have been converted to US dollars at the annual average exchange rate in

each year
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Other Countries

● Colombia: GM IR cotton has been grown commer-

cially in Colombia since 2002 (20,000 ha planted in

2008 out of a total cotton crop of 40,000 ha).

Drawing on recent analysis of impact by

Zambrano et al. [58], this shows the main impact

has been through a significant improvement in

yields of +32%. On the cost impact side, this

analysis shows that farmers using GM IR cotton

tend to have substantially higher expenditures on

pest control than their conventional counterparts,

which when taking into consideration the approx-

imate $70/ha cost of the technology results in a net

addition to costs of between $200/ha and $280/ha

each year (relative to typical expenditures by

conventional cotton growers). Nevertheless, after

taking into consideration the positive yield effects,

the net impact on profitability has been positive.

In 2008, the average improvement in profitability

was about $33/ha and the total net gain from

using the technology was $0.91 million. Cumula-

tively, since 2002, the net farm income gain has

been $13.9 million.

● Burkino Faso: GM IR cotton was grown commer-

cially first in 2008. Based on analysis of pre-

commercial trials by Vitale et al. [59, 60], the main

impact of the technology is improved yields (by

+20%) and savings in insecticide expenditure of

about $62/ha. Based on a cost of technology of

about $42/ha, the net cost savings are about

$20/ha, and inclusive of the yield gains, the esti-

mated net income gain in 2008 was $124/ha. The

total aggregate farm income gain in 2008 was there-

fore $1 million.

Summary of Global Impact

In global terms, the farm-level impact of using GM IR

cotton was $2.9 billion in 2008. Cumulatively, since

1996, the farm income benefit has been (in nominal

terms) $15.61 billion. Within this, 65% of the farm

income gain has derived from yield gains (less pest

damage) and the balance (35%) from reduced expen-

diture on crop protection (spraying of insecticides).

In terms of the total value of cotton production

from the countries growing GM IR in 2008, the
additional farm income generated by the technology

is equal to a value-added equivalent of 19.3% (based on

the 2008 production level inclusive of the GM IR

related yield gains). Relative to the value of global

cotton production in 2008, the farm income benefit

added the equivalent of 11.1%.

Other Biotech Crops

Maize/Corn Rootworm Resistance

GM rootworm-resistant (CRW) corn has been planted

commercially in the USA since 2003. In 2008, there

were 13.7 million hectares of CRW corn (43% of the

total US crop).

The main farm income impact (Impact data based

on Sankala and Blumenthal [6, 7], Johnson and Strom

[8], Rice [61]), and Alston et al. [62]) has been higher

yields of about 5% relative to conventional corn. The

impact on average costs of production has been +$2/ha

to�$10/ha (based on an average cost of the technology

of $35–$42/ha and an insecticide cost saving of $32–

$37/ha). As a result, the net impact on farm profitabil-

ity has been +$28/ha to +$79/ha.

At the national level, farm incomes increased by

$4.6 million in 2003, rising to $1.1 billion in 2008.

Cumulatively since 2003, the total farm income gain

from the use of CRW technology in the USA corn crop

has been $2 billion.

CRW cultivars were also planted commercially for

the first time in 2004 in Canada. In 2008, the area

planted to CRW-resistant varieties was 119,380 ha.

Based on US costs, insecticide cost savings and yield

impacts, this has resulted in additional income at the

national level of $8.65million in 2008 (cumulative total

since 2004 of $13 million).

At the global level, the extra farm income derived

from biotech CRWmaize use since 2003 has been just

over $2 billion. In 2008, the additional farm income

generated from use of the technology was equal to 0.9%

of the value of the global maize crop.

Virus-Resistant Papaya

Ring spot-resistant papaya has been commercially

grown in the USA (State of Hawaii) since 1999, and

in 2008 (85% of the state’s papaya crop was GM virus

resistant (700 ha).
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The main farm income impact of this biotech crop

has been to significantly increase yields relative to con-

ventional varieties. Compared to the average yield in

the last year before the first biotech cultivation (1998),

the annual average yield increase of biotech papaya

relative to conventional crops has been within a range

of +15% to +77% (29% in 2008). At a state level, this is

equivalent to a 25% increase in total papaya produc-

tion in 2008.

In terms of profitability (Impact data based on

Sankala and Blumenthal [6, 7] and Johnson and

Strom [8]), the net annual impact has been an

improvement of between $3,000/ha and $29,000/ha,

and in 2008 this amounted to a net farm income gain

of $5,790/ha and an aggregate benefit across the state of

$4million. Cumulatively, the farm income benefit since

1999 has been $53.4 million.

Virus-resistant papaya is also reported to have been

grown in China in 2008, on 4,500 ha. No impact data

on this technology has been identified.

Virus-Resistant Squash

Biotech virus-resistant squash has also been grown in

some states of the USA since 2004 and is estimated to

have been planted on 2,900 ha in 2008 (17% of the total

crop in the USA – mostly found in Georgia and

Florida).

Based on analysis from Johnson and Strom [8], the

primary farm income impact of using biotech virus-

resistant squash has been derived from higher yields,

which in 2008, added a net gain to users of $26 million.

Cumulatively, the farm income benefit since 2004 has

been $107 million.

Insect-Resistant Potatoes

GM insect-resistant potatoes were also grown commer-

cially in the USA between 1996 and 2000 (planted on

4% of the total US potato crop in 1999 (30,000 ha).

This technology was withdrawn in 2001 when the

technology provider (Monsanto) withdrew from the

market to concentrate on GM trait development in

maize, soybeans, cotton, and canola. This commercial

decision was also probably influenced by the decision

of some leading potato processors and fast-food outlets

to stop using GM potatoes because of perceived

concerns about this issue from some of their
consumers, even though the GM potato provided the

producer and the processor with a lower cost, higher

yielding, and more consistent product. It also delivered

significant reductions in insecticide use Carpenter and

Gianessi (2002).

Indirect (Nonpecuniary) Farm-Level Economic

Impacts

Apart from the tangible and quantifiable impacts on

farm profitability presented above, there are other

important, more intangible (difficult to quantify)

impacts of an economic nature.

Many of the studies of the impact of biotech crops

have identified the following reasons as being impor-

tant influences for adoption of the technology:

Herbicide-Tolerant Crops

● Increased management flexibility and convenience

that comes from a combination of the ease of use

associated with broad-spectrum, post-emergent

herbicides like glyphosate and the increased/longer

time window for spraying. This not only frees up

management time for other farming activities but

also allows additional scope for undertaking off-

farm, income-earning activities.

● In a conventional crop, post-emergent weed control

relies on herbicide applications before the weeds

and crop are well established. As a result, the crop

may suffer “knock-back” to its growth from the

effects of the herbicide. In the GM HT crop, this

problem is avoided because the crop is both tolerant

to the herbicide and spraying can occur at a later

stage when the crop is better able to withstand any

possible “knock-back” effects.

● Facilitates the adoption of conservation or no till-

age systems. This provides for additional cost sav-

ings such as reduced labor and fuel costs associated

with plowing, additional moisture retention, and

reductions in levels of soil erosion.

● Improved weed control has contributed to reduced

harvesting costs – cleaner crops have resulted in

reduced times for harvesting. It has also improved

harvest quality and led to higher levels of quality

price bonuses in some regions and years (e.g., HT

soybeans and HT canola in the early years of adop-

tion respectively in Romania and Canada).
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● Elimination of potential damage caused by soil-

incorporated residual herbicides in follow-on

crops and less need to apply herbicides in

a follow-on crop because of the improved levels of

weed control.

● A contribution to the general improvement in

human safety (as manifest in greater peace of

mind about own and worker safety) from reduced

exposure to herbicides and a switch to more envi-

ronmentally benign products.

Insect-Resistant Crops

● Production risk management/insurance purposes –

the technology takes away much of the worry of

significant pest damage occurring and is, therefore,

highly valued. Piloted in 2008 and more widely

operational from 2009, US farmers using stacked

corn traits (containing insect resistance and

herbicide-tolerant traits) are being offered dis-

counts on crop insurance premiums equal to

$7.41/ha.

● A “convenience” benefit derived from having to

devote less time to crop walking and/or applying

insecticides.

● Savings in energy use – mainly associated with less

use of aerial spraying and less tillage.

● Savings in machinery use (for spraying and possibly

reduced harvesting times).

● Higher quality of crop. There is a growing body of

research evidence relating to the superior quality of

GM IR corn relative to conventional and organic

corn from the perspective of having lower levels of

mycotoxins. Evidence from Europe (as summarized

in Brookes [35] has shown a consistent pattern in

which GM IR corn exhibits significantly reduced

levels of mycotoxins compared to conventional

and organic alternatives. In terms of revenue from

sales of corn, however, no premia for delivering

product with lower levels of mycotoxins have, to

date, been reported although where the adoption of

the technology has resulted in reduced frequency of

crops failing to meet maximum permissible

fumonisin levels in grain maize (e.g., in Spain),

this delivers an important economic gain to farmers

selling their grain to the food using sector. GM IR

corn farmers in the Philippines have also obtained
price premia of 10% [37] relative to conventional

corn because of better quality, less damage to cobs

and lower levels of impurities.

● Improved health and safety for farmers and farm

workers (from reduced handling and use of pesti-

cides, especially in developing countries where

many apply pesticides with little or no use of pro-

tective clothing and equipment).

● Shorter growing season (e.g., for some cotton

growers in India), which allows some farmers to

plant a second crop (notably maize) in the same

season. Also some Indian cotton growers have

reported knock on benefits for beekeepers as fewer

bees are now lost to insecticide spraying [63].

Some of the economic impact studies have

attempted to quantify some of these benefits (e.g.,

Qaim and Traxler [9] quantified some of these in

Argentina (a $3.65/ha saving (�7.8%) in labor costs

and a $6.82/ha (�28%) saving in machinery/fuel costs

associated with the adoption of GM HT soybeans).

Where identified, these cost savings have been included

in the analysis presented above. Nevertheless, it is

important to recognize that these largely intangible

benefits are considered by many farmers as a primary

reason for adoption of GM technology, and in some

cases farmers have been willing to adopt for these

reasons alone, even when the measurable impacts on

yield and direct costs of production suggest marginal or

no direct economic gain.

Since the early 2000s, a number of farmer-survey

based studies in the USA have also attempted to better

quantify these nonpecuniary benefits. These studies

have usually employed contingent valuation techniques

to obtain farmers valuations of nonpecuniary benefits.

A summary of these findings is shown in (Table 22).

Aggregating the Impact to US Crops 1996–2008

The approach used to estimate the nonpecuniary ben-

efits derived by US farmers from biotech crops over the

period 1996–2008 has been to draw on the values

identified by Marra and Piggot ([1, 2]: Table 22) and

to apply these to the biotech crop planted areas during

this 13-year period. Figure 9 summarizes the values

for nonpecuniary benefits derived from biotech

crops in the USA (1996–2008) and shows an esti-

mated (nominal value) benefit of $855 million in
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2008 and a cumulative total benefit (1996–2008) of

$5.99 billion. Relative to the value of direct farm

income benefits presented above, the nonpecuniary

benefits were equal to 21% of the total direct income

benefits in 2008 and 25.6% of the total cumulative

(1996–2008) direct farm income. This highlights the

important contribution this category of benefit has

had on biotech trait adoption levels in the USA,

especially where the direct farm income benefits

have been identified to be relatively small (e.g., HT

cotton).
Global Economic Impact of Transgenic/Biotech Crops

(1996–2008). Table 22 Values of nonpecuniary benefits

associated with biotech crops in the USA

Survey Median value ($/ha)

2002 IR (to rootworm) corn
growers survey

7.41

2002 soybean (HT) farmers
survey

12.35

2003 HT cropping survey
(corn, cotton, and soybeans) –
North Carolina

24.71

2006 HT (flex) cotton survey 12.35 (relative to first
generation HT cotton)

Source: Marra and Piggot 2006 and 2007 [1, 2]

HT soy
0

500 180.74 247.61

1,023

730

3,146

1,000

1,500

2,000

2,500

3,000

3,500

IR corn HT corn

2008

343.21

Global Economic Impact of Transgenic/Biotech Crops (1996

Nonpecuniary benefits derived by US farmers 1996–2008 by t
Estimating the Impact in Other Countries

It is evident from the literature review that farmers in

other countries, who use GM technology, also value the

technology for a variety of nonpecuniary/intangible rea-

sons. The most appropriate methodology for identifying

these nonpecuniary benefit valuations in other countries

would be to repeat the type of US farmer surveys in other

countries. Unfortunately, the authors are not aware of

any such studies having been undertaken to date.

Production Effects of the Technology

Based on the yield assumptions used in the direct farm

income benefit calculations presented above and taking

account of the second soybean crop facilitation in

South America, biotech crops have added important

volumes to global production of corn, cotton, canola,

and soybeans since 1996 (Table 23).

The biotech IR traits, used in the corn and cotton

sectors, have accounted for 99% of the additional corn

production and almost all of the additional cotton

production. Positive yield impacts from the use of

this technology have occurred in all user countries

(except GM IR cotton in Australia: this reflects the

levels of Heliothis pest control previously obtained with

intensive insecticide use. The main benefit and reason for

adoption of this technology in Australia has arisen from

significant cost savings (on insecticides) and the associ-

ated environmental gains from reduced insecticide use)
42.90

587 461

35.68 4.70 40

IR cotton HT cotton HT canola

1996–2008

–2008). Figure 9

rait ($ million)
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when compared to average yields derived from crops

using conventional technology (such as application of

insecticides and seed treatments). Since 1996, the aver-

age yield impact across the total area planted to these

traits over the 12-year period has been +7.1% for corn

traits and +14.8% for cotton traits (Fig. 10).

Although the primary impact of biotech HT

technology has been to provide more cost-effective

(less expensive) and easier weed control versus

improving yields from better weed control (relative

to weed control obtained from conventional tech-

nology), improved weed control has, nevertheless

occurred, delivering higher yields in some countries.

Specifically, HT soybeans in Romania improved the

average yield by over 30% in early adoption years and
Global Economic Impact of Transgenic/Biotech Crops

(1996–2008). Table 23 Additional crop production aris-

ing from positive yield effects of biotech crops

1996–2008 additional
production (million
tons)

2008 additional
production (million
tons)

Soybeans 74.0 10.1

Corn 79.7 17.1

Cotton 8.6 1.8

Canola 4.8 0.6

US
China

S Afric
a

Mexic
o

Argentin
a

Philip
pin

0.0%
5.0%

5.0%

9.7%

9.5%

14.5%

24.2%

11.6% 7.6%
30.0% 24.1%

10.0%
15.0%

20.0%
25.0%
30.0%
35.0%
40.0%
45.0%
50.0%

IRCB IRC

Global Economic Impact of Transgenic/Biotech Crops (1996

Average yield impact of biotech IR traits 1996–2008 by country

resistant to corn rootworm
biotech HT corn in Argentina and the Philippines

delivered yield improvements of +9% and +15%

respectively.

Biotech HTsoybeans have also facilitated the adop-

tion of no tillage production systems, shortening the

production cycle. This advantage enables many farmers

in South America to plant a crop of soybeans immedi-

ately after a wheat crop in the same growing season.

This second crop, additional to traditional soybean

production, has added 73.5 million tons to soybean

production in Argentina and Paraguay between 1996

and 2008 (accounting for 99% of the total biotech-

related additional soybean production).

Using the same sensitivity analysis as applied to the

farm income estimates presented in the executive sum-

mary to the production impacts (one scenario of con-

sistent lower than average pest/weed pressure and one

of consistent higher than average pest/weed pressure),

Table 24 shows the range of production impacts.

Summary of Economic Effects of Transgenic/Biotech

Crops

Overall, GM technology has had a significant positive

impact on farm income derived from a combination of

enhanced productivity and efficiency gains (Table 25).

In 2008, the direct global farm income benefit from

biotech crops was $9.37 billion. This is equivalent to

having added 3.6% to the value of global production of
es
Spain

Uruguay
India

Colombia

Canada

7.7%

6.1%

49.0%

32.0%

5.0%

RW IR Cotton

–2008). Figure 10

and trait Notes: IRCB, resistant to corn-boring pests; IRCRW,
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(1996–2008). Table 24 Additional crop production aris-

ing from positive yield effects of biotech crops 1996–2008

under different pest/weed pressure assumptions and

impacts of the technology (million tons)

Crop

Consistent
below
average
pest/weed
pressure

Average pest/
weed
pressure
(main study
analysis)

Consistent
above
average
pest/weed
pressure

Soybeans 73.8 74.0 74.3

Corn 48.0 79.7 140.9

Cotton 6.2 8.6 11.8

Canola 3.3 4.8 5.2

Note: No significant change to soybean production under all three

scenarios as 99% of production gain due to second cropping

facilitation of the technology
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the four main crops of soybeans, maize, canola, and

cotton. Since 1996, farm incomes have increased by $52

billion.

The largest gains in farm income have arisen in the

soybean sector, largely from cost savings. The $2.93

billion additional income generated by GM herbicide-

tolerant (GM HT) soybeans in 2008 has been equiva-

lent to adding 4.3% to the value of the crop in the

biotech growing countries, or adding the equivalent

of 4.1% to the $71 billion value of the global soybean

crop in 2008. These economic benefits should, however

be placed within the context of a significant increase in

the level of soybean production in the main biotech

adopting countries. Since 1996, the soybean area in the

leading soybean producing countries of the USA,

Brazil, and Argentina increased by 63%.

Substantial gains have also arisen in the cotton sector

mainly from the adoption of GM insect-resistant (GM

IR) cotton (through a combination of higher yields and

lower costs). In 2008, cotton farm income levels in the

biotech adopting countries increased by $2.9 billion and

since 1996, the sector has benefited from an additional

$15.6 billion. The 2008 income gains are equivalent to

adding 19.3% to the value of the cotton crop in these

countries, or 11.1% to the $26 billion value of total global

cotton production. This is a substantial increase in value-

added terms for two new cottonseed technologies.
Significant increases to farm incomes have also

resulted in the maize and canola sectors. The combina-

tion of GM insect resistant (GM IR) and GM HT tech-

nology in maize has boosted farm incomes by $10.24

billion since 1996. In the canola sector (largely North

American) an additional $1.83billionhasbeen generated.

Of the total cumulative farm income benefit, $31.2

billion (60%) has been due to yield gains (and second

crop facilitation), with the balance arising from reduc-

tions in the cost of production. Within this yield gain

component, 76% derives from the GM IR technology

and the balance to GM HT crops.

Table 26 summarizes farm income impacts in key

biotech adopting countries. This highlights the impor-

tant farm income benefit arising fromGMHTsoybeans

in South America (Argentina, Brazil, Paraguay, and

Uruguay), GM IR cotton in China and India, and

a range of GM cultivars in the USA. It also illustrates

the growing level of farm income benefits obtained in

South Africa, the Philippines, and Mexico.

In terms of the division of the economic benefits

obtained by farmers in developing countries relative to

farmers in developed countries, Table 27 shows that in

2008, 50.5% of the farm income benefits have been

earned by developing country farmers. The vast major-

ity of these income gains for developing country

farmers have been from GM IR cotton and GM HT

soybeans. Over the 13 years, 1996–2008, the cumulative

farm income gain derived by developing country

farmers was also 50% ($26.2 billion).

Examining the cost farmers pay for accessing GM

technology, Table 28 shows that across the four main

biotech crops, the total cost in 2008 was equal to 27% of

the total technology gains (inclusive of farm income

gains plus cost of the technology payable to the seed

supply chain: the cost of the technology accrues to the

seed supply chain including sellers of seed to farmers,

seed multipliers, plant breeders, distributors, and the

GM technology providers).

For farmers in developing countries the total cost

was equal to 15% of total technology gains, while for

farmers in developed countries the cost was 36% of

the total technology gains. While circumstances vary

between countries, the higher share of total technol-

ogy gains accounted for by farm income gains in

developing countries relative to the farm income

share in developed countries reflects factors such as
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growing biotech crops 1996–2008: million US $

Trait
Increase in farm
income 2008

Increase in
farm income
1996–2008

Farm income benefit in 2008 as % of
total value of production of these
crops in biotech adopting countries

Farm income benefit in 2008
as % of total value of global
production of crop

GM
herbicide-
tolerant
soybeans

2,925.7 23,342.0 4.3 4.1

GM
herbicide-
tolerant
maize

433.5 1,896.0 0.6 0.3

GM
herbicide-
tolerant
cotton

14.6 855.8 0.1 0.06

GM
herbicide-
tolerant
canola

391.8 1,829.2 6.9 1.5

GM insect-
resistant
maize

2,645.5 8,344.2 3.7 2.0

GM insect-
resistant
cotton

2,904.5 15,612.7 19.3 11.1

Others 51.5 162.1 Not applicable Not applicable

Totals 9,367.1 52,042.0 5.71 3.65

Notes: All values are nominal. Others = Virus-resistant papaya and squash and herbicide-tolerant sugar beet. Totals for the value shares

exclude “other crops” (i.e., relate to the four main crops of soybeans, maize, canola, and cotton). Farm income calculations are net farm

income changes after inclusion of impacts on yield, crop quality, and key variable costs of production (e.g., payment of seed premia,

impact on crop protection expenditure)
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weaker provision and enforcement of intellectual

property rights in developing countries and the higher

average level of farm income gain on a per hectare

basis obtained by farmers in developing countries

relative to that obtained by farmers in developed

countries.
Concluding Comments

Biotechnology has, to date delivered several specific

agronomic traits that have overcome a number of pro-

duction constraints for many farmers. This has resulted
in improved productivity and profitability for the 13.3

million adopting farmers who have applied the tech-

nology to 115 million hectares in 2008.

During the last 13 years, this technology has

made important positive socioeconomic and environ-

mental contributions. These have arisen even though

only a limited range of biotech agronomic traits

have so far been commercialized, in a small range

of crops.

The biotechnology has delivered economic and

environmental gains through a combination of

their inherent technical advances and the role of the
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2008 selected countries: million US $

GM HT
soybeans

GM HT
maize

GM HT
cotton

GM HT
canola

GM IR
maize

GM IR
cotton Total

The USA 11,028 1,705.6 799 185.0 7,107 2,444.1 23,268.7

Argentina 8,764.1 113.8 34.2 N/a 269.8 95.4 9,277.3

Brazil 2,745.8 N/a N/a N/a 69.8 5.0 2,820.6

Paraguay 503.2 N/a N/a N/a N/a N/a 503.2

Canada 116.1 45.8 N/a 1,643.2 265.4 N/a 2,070.5

South Africa 4.1 3.8 2.2 N/a 475.8 21.0 506.9

China N/a N/a N/a N/a N/a 7,599 7,599

India N/a N/a N/a N/a N/a 5,142 5,142

Australia N/a N/a 8.3 0.9 N/a 214.9 224.1

Mexico 3.3 N/a 11.7 N/a N/a 76.1 91.1

The Philippines N/a 27.1 N/a N/a 61.2 N/a 88.3

Romania 44.6 N/a N/a N/a N/a N/a 44.9

Uruguay 49.4 N/a N/a N/a 3.9 N/a 53.3

Spain N/a N/a N/a N/a 77.9 N/a 77.9

Other EU N/a N/a N/a N/a 11.1 N/a 11.1

Columbia N/a N/a N/a N/a N/a 13.9 13.9

Bolivia 83.4 N/a N/a N/a N/a N/a 83.4

Notes: All values are nominal. Farm income calculations are net farm income changes after inclusion of impacts on yield, crop quality, and

key variable costs of production (e.g., payment of seed premia, impact on crop protection expenditure). N/a = not applicable. US total

figure excludes $182.3 million for other crops/traits
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technology in the facilitation and evolution of more

cost-effective and environmentally friendly farming

practices. More specifically, it covers the following

main issues:

● The gains from the GM IR traits have mostly been

delivered directly from the technology (yield

improvements, reduced production risk, and

decreased the use of insecticides). Thus farmers

(mostly in developing countries) have been able to

both improve their productivity and economic

returns while also practicing more environmentally

friendly farming methods.

● The gains from GM HT traits have come from

a combination of direct benefits (mostly cost reduc-

tions to the farmer) and the facilitation of changes
in farming systems. Thus, GM HT technology

(especially in soybeans) has played an important

role in enabling farmers to capitalize on the avail-

ability of a low-cost, broad-spectrum herbicide

(glyphosate) and in turn, facilitated the move

away from conventional to low/no tillage produc-

tion systems in both North and South America.

This change in production system has made addi-

tional positive economic contributions to farmers

(and the wider economy) and delivered important

environmental benefits, notably reduced levels of

GHG emissions (from reduced tractor fuel use

and additional soil carbon sequestration).

● Both IR and HT traits have made important con-

tributions to increasing world production levels of

soybeans, corn, cotton, and canola.
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(1996–2008). Table 27 GM crop farm income benefits

2008: developing versus developed countries: million US $

Developed Developing

GM HT soybeans 1,232.1 1,693.6

GM IR maize 2,380.5 265.0

GM HT maize 357.4 76.1

GM IR cotton 213.8 2,690.8

GM HT cotton 5.5 9.1

GM HT canola 391.8 0

GM virus-resistant papaya
and squash and GM HT
sugar beet

51.5 0

Total 4,632.6 4,734.6

Developing countries = all countries in South America, Mexico,

Honduras, Burkino Faso, India, China, the Philippines, and

South Africa

Global Economic Impact of Transgenic/Biotech Crops (1996

(million $) relative to the total farm income benefits 2008

Cost of
technology:
all farmers

Farm
income
gain: all
farmers

Total benefit of
technology to
farmers and seed
supply chain

C
te
d
co

GM HT
soybeans

1,058.2 2,925.7 3,983.9 3

GM IR
maize

1,045.9 2,645.5 3,691.4 9

GM HT
maize

547.8 433.5 981.3 3

GM IR
cotton

434.6 2,904.5 3,339.1 3

GM HT
cotton

167.1 14.6 181.7 1

GM HT
canola

109.0 391.8 500.86 N

Others 41.5 51.5 93.0 N

Total 3,404.1 9,367.1 12,771.26 8

N/a, not applicable. Cost of accessing technology based on the seed

conventional equivalents
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The impact of GMHT traits has, however contrib-

uted to increased reliance on a limited range of

herbicides and this has contributed to some limited

development of weed resistance to these herbicides.

Some degree of reduced effectiveness of glyphosate

(and glufosinate) against certain weeds is to be

expected and the extent to which this may develop

further, will depend on farming practice and

behavior relating to mixing, rotation, and sequenc-

ing of herbicides. Where resistance has occurred, this

has resulted in low-dose rate applications of other

herbicides in weed control programs (commonly

used in conventional production systems) occurring

and hence, has marginally reduced the level of net

environmental and economic gains derived from the

current use of the biotechnology. Nevertheless, to

date, the overall environmental and economic gains

arising from the use of biotech crops have been

substantial.
–2008). Table 28 Cost of accessing GM technology

ost of
chnology:
eveloping
untries

Farm
income gain:
developing
countries

Total benefit of technology
to farmers and seed supply
chain: developing countries

34.4 1,693.6 2,028.0

9.7 265.0 364.7

2.5 76.1 108.6

53.0 2,690.8 3,043.8

0.4 9.1 19.5

/a N/a N/a

/a N/a N/a

30.0 4,734.6 5,564.6

premia paid by farmers for using GM technology relative to its
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Appendix 1: Argentine Second Crop Soybeans

Second crop Increase in income
Additional
production
Year

area (million
hectares)
linked to GM HT
system (million $)
(million
tons)
1996 0.45 Negligible Negligible
1997
 25.4
 0.3
0.65
1998
 0.8
 43.8
 0.9
1999
 1.4
 116.6
 2.3
2000
 1.6
 144.2
 2.7
2001
 2.4
 272.8
 5.7
2002
 2.7
 372.6
 6.9
2003
 2.8
 416.1
 7.7
2004
 3.0
 678.1
 6.9
2005
 2.3
 526.7
 6.3
2006
 3.2
 698.9
 11.2
2007
 4.9
 1,133.6
 9.88
2008
 3.4
 764.6
 9.62
Additional gross margin based on data from Grupo CEO
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Introduction

The General Strategic Situation of the Debate About

Green Biotechnology Today

The aim of this text is to set the framework for a better

communication about science and regulation, and pro-

duction of GM crops. GM stands for Genetic Modifi-

cation, basically an unfortunate denomination,

because actually all crops are genetically modified, but

it is a worldwide accepted term for genetically

engineered crops, including transgenes, auto- and

allotransgenes, cis- and infra-genes, and synthetic

genes, for details see Beardmore [1]. By including

gene stacking of various kinds, the situation is getting

even more complex [2]. With the introduction of in

Vivo Mutation (with Zink-Finger Technology and the

latest transformation method transcription activator-

like family of type III effectors [TALEs]) the situation

will change even more, the age of a high precision and

targeted change of genomes has only begun and will

develop rapidly, see section Innovation in Agriculture

on All Levels Will Speed Up and Makes it a Necessity to

Rethink Regulation Basically and Radically, Most often

in the Direction of Lowering the Regulatory Hurdles

with details. The term LMOs (Living Modified Organ-

isms), which is generally used in the United Nations

Biosafety Protocol (Cartagena Protocol) is nothing but

a “Living Proof” that the scientific basis of the Protocol
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
remains questionable, since firstly the term is creating

misunderstandings and secondly it is based on an erro-

neous assumption that GM crops are basically different

from conventional crops, as is discussed with detail in

the sections Molecular Processes Similar in Natural

Mutation and Transgenesis and Dissent over Differ-

ences Between GM- and Non-GMCrops Causes Trans-

atlantic Regulatory Divide. More detailed clarification

about the terminology of GMOs is given in a text block

of the published Statement of the Pontifical Academy

of Sciences: [3].
processes involved in plant breeding. All living organ-

isms are made up of cells in which are contained their

genes, which give them their distinctive characteristics.

The complete set of genes (the genotype) is encoded

in DNA and is referred to as the genome; it is the

hereditary information that is passed from parent to

offspring. All plant breeding, and indeed all evolution,

involves genetic change or modification followed by

selection for beneficial characteristics from among the

offspring. Most alterations to a plant’s phenotype or

observable traits (such as its physical structure, devel-

opment, biochemical and nutritional properties) result

from changes to its genotype. Plant breeding tradition-

ally used the random reshuffling of genes among

closely-related and sexually compatible species, often

with unpredictable consequences and always with the

details of the genetic changes unexplored. In the mid-

twentieth century this was supplemented bymutagen-

esis breeding, the equally random treatment of seeds

or whole plants with mutagenic chemicals or high-

energy radiation in the hope of generating phenotypic

improvements; this, too, gave rise to unpredictable and

unexplored genetic consequences from which the

plant breeder selected the beneficial traits. Most

recently, techniques have been developed allowing

the transfer of specific, identified and well character-

ized genes, or small blocks of genes that confer partic-

ular traits, accompanied by a precise analysis of the

genetic and phenotypic outcomes: this last category

is called ‘transgenesis’ (because genes are transferred

from a donor to a recipient) or ‘genetic engineering’

(abbreviated to GE in this report) but, in truth, this term

applies to all breeding procedures.
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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The strategic situation in the debate on GM crops is

difficult, but not desperate, particularly in Europe –

this is an evaluation shared by lots of experts of the

debate about agricultural biotechnology; in Europe, it

is negatively affecting research and researchers [4]. We

have reached in Europe the peak of anxiety related to

GM-crops since the introduction of the new technolo-

gies, and some opponents to transgenic crops have

taken advantage of this situation. They have organized

themselves in a veritable protest industry, see sec-

tion The Dispute Between Scientists and Opponents

Today. Nevertheless, the next years should lead to reas-

surance and scientific consolidation on biotechnology

views. We encounter the same repeating dynamics as

described for previous technology introductions [5].
The Gartner Hype Cycle [6] adds another dimension to

technology life cycle models: it characterizes the typical

progression of an emerging technology from user and

media overenthusiasm through a period of disillusion-

ment to an eventual understanding of the technology’s

relevance and role in a market or domain (Fig. 1).

In the details of the cycle [6], amended by the

author – specified for the technology push in trans-

genic cropdevelopment – it should be noted that there

are differences between the development of the tech-

nologies in the mind of Linden and Fenn and agricul-

tural technologies, where life sciences, combined with

regional and cultural diversity, results in a much more

diversified picture, often not following the below

described phases.
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a technological breakthrough, public demonstration,

press release or other event that generates significant

publicity and industry interest in an emerging technol-

ogy. Typically no usable products exist, only research

and laboratory prototypes (from the first transgenic

plants in the 80ties [7]. Venture capitalists may provide

some early funding just after the Trigger, if they expect

the technology to be a fast runner.

" 2.2 On the Rise. On the rise to the Peak of Inflated

Expectations, media articles explain the technology

and discuss its potential impact on business and soci-

ety. First-generation products emerge like the Flavr-

Savr-Tomato [8], but they usually are highly specialized

products or extremely difficult to use or with other

hitches in the introductory phase. Products are high

margin because vendors are still trying to recover R&D

costs, and the technology is expensive compared to its

cost of production. For example, in 2002, Bluetooth

products such as headsets cost $200, while the final

silicon cost of Bluetooth chips likely will be approxi-

mately $5. This is a good stage for venture capitalists to

enter the market, before evaluations are at their apex.

During this phase, some particularly aggressive enter-

prises may start to pilot the technology, particularly if it

contributes to critical business issues. These enter-

prises work closely with the vendors to create custom-

ized solutions for their requirements

" 2.3 At the Peak of Inflated Expectations. As the

Peak crests, the number of vendors offering the

technology increases. These vendors are primarily

startup companies and small vendors that try to use

the increasing amount of hype for their marketing

benefit. A growing number of enterprises start to

examine how the technology may fit within their busi-

ness strategies, although most do not take action at

this stage. Venture capitalists may be interested in

selling some of the startups that they equipped with

early funding. As problems with first-generation prod-

ucts become visible (e.g., emerging pest resistance in

the Bt cotton regions [9, 10] and the latest success

message of Huang et al. [11], often because the tech-

nology is pushed to its limits, negative publicity starts

to push the technology into the Trough of Disillusion-

ment, often the pertinent publications are pushed for
negative statements beyond the limit of scientific rules

(for example, Web services in 2002 and biometrics in

2003 and two example from the debate on non-target

insects related to Bt crops: a) the case of the monarch

butterfly [12] and b) Lovei et al. [13] giving false alarm

for ladybirds and its prompt rebuttal by Antony

Shelton et al. [14]).

" 2.4 Sliding into the Trough of Disillusionment.

Because the technology does not live up to enterprises’

and the media’s overinflated expectations, it is rapidly

discredited. Some of the early trials end in highly pub-

licized failures. Media interest wanes, except for a few

cautionary tales. A significant amount of vendor con-

solidation and failure occurs. Later-stage investors may

be interested in funding vendors during this phase

because equity is fairly inexpensive after the

“microbubble” at the Peak of Inflated Expectations

has burst. However, amid the disillusionment, trials

are ongoing and vendors are improving products

based on early feedback regarding problems and

issues. Some early adopters find some benefit in

adopting the technology. For some slow-moving tech-

nologies (for example, biometrics), workable and cost-

effective solutions emerge and provide value in niche

domains, even while the technology remains in the

Trough. The Trough of Disillusionment coincides with

the “chasm” in Geoffrey Moore’s classic book, “Crossing

the Chasm” [15]. During this stage, vendors need to

launch their products from a few early adopters to

adoption by a majority of enterprises to begin the

climb up the Slope of Enlightenment. There is no real

parallel in the GM crop history, except that the differ-

ences in GM crop regulation and perception between

the Americas and Europe caused a deep transatlantic

divide [16].

" 2.5 Climbing the Slope of Enlightenment. Focused

experimentation and real-world experience by an

increasingly diverse range of enterprises lead to

a better understanding of the technology’s applicabil-

ity, risks and benefits. Vendors seek mezzanine or later-

round funding for marketing and sales support to pull

them-selves up the Slope. Second- and third-

generation products are launched by the leading

seed companies, and methodologies and tools are

added to ease the development process, see the
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sections under 1.2. The service component declines as

a percentage of the sale. Technologically aggressive

(“Type A”) enterprises are relatively comfortable

adopting the technology, and moderately aggressive

(“Type B”) enterprises start to investigate and pilot the

technology. Conservative (“Type C”) enterprises remain

wary. At the beginning of the slope, the penetration

often is significantly less than 5 percent of the potential

market segment. This will grow to approximately 30

percent andmore as the technology enters the Plateau

of Enlightenment. Examples of more or less unex-

pected enhancements in science and risk assessment

of transgenic crops come from a higher precision of

gene transfer methods (see sections under 1.2.), also

compare to the latest developments in resistance man-

agement with a clear success story this year [11].

" 2.6 Entering the Plateau of Productivity. The

Plateau represents the beginning of mainstream adop-

tion, which began in the Americas much earlier from

2000 onwards, when the real-world benefits of the

technology are demonstrated and accepted, see the

consecutive reports on the world development of

transgenic crops on www.isaaa.org. Technologies

become increasingly embedded into solutions that

increasingly are “out of the box,” with decreasing ser-

vice elements as the technology matures (example

conservation tilling). The majority of Type B, then

Type C, enterprises adopt the technology. As a high-

profile technology matures, an “ecosystem” often

evolves around it. The ecosystem supports multiple

providers of products and services, and also a market

for related products and services that extend or are

based on the technology (for example, virtual private

networks in 2003 or the growing market for suppliers

of molecular laboratories or the growing market for

electronic equipment for precision agriculture).

The final height of the Plateau varies according to
"

whether the technology is broadly applicable or bene-

fits only a nichemarket, depending heavily on crop and

region.
2.7 Post-Plateau. As a technology achieves full
maturity and supports thousands of enterprises and

millions of users, producers and consumers, its hype

typically disappears, as seen in the Americas. Only a few

specialist magazines continue coverage of new aspects

of implementing and maintaining the technology.
Often there may be innovations around this technol-

ogy that will follow their own Hype Cycles (new crop

varieties on stress resistance, on bio-fortification,

pharmaceutical crop lines etc.).

" 3.0 The Time-to-Maturity Assessment. Technolo-

gies do not move at a uniform speed through the

Hype Cycle. It often takes years for a technology to

traverse the Hype Cycle — some technologies like

GM crops may take decades, with considerable

regional differences. There are three adoption speeds:

“Fast-track” technologies go through the Hype
Cycle within two to four years. This occurs when the

performance curve inflects early in the life cycle of

a technology. These technologies find themselves

adopted without much fanfare, bypassing the Peak of

Inflated Expectations and Trough of Disillusionment.

Many enterprises are unaware of their sudden maturity

and applicability, such as what has happened with

instant messaging and Short Message Service.
It is interesting to note that the Showalter “hystories” on

the introduction ofmost new technologies [5] report no

real damage in their subsequent introductory phase, or

the benefits were so overwhelming that the debate was

soon fading away. This alone demonstrates clearly that

it is the sociocultural environment strongly influencing

the risk debate [17]. The most recent events seem to

hint that Europe finally finds to a more de-contracted

way of looking at GM crops: The new report of the

Royal Society [18] tries to unite conventional and bio-

technology approaches for the sake of making progress

on agricultural management in developing countries:

" Past debates about agricultural technology have

tended to involve different parties arguing for either

advanced biotechnology including GM, improved con-

ventional agricultural practice or low-input methods.

We do not consider that these approaches aremutually

exclusive: improvements to all systems require high-

quality science. Global food insecurity is the product of

a set of interrelated local problems of food production

and consumption. The diversity of these problems

needs to be reflected in the diversity of scientific

approaches used to tackle them. Rather than focusing

on particular scientific tools and techniques, the

approaches should be evaluated in terms of their

outcomes.

http://www.isaaa.org
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It might well be that we arrive sooner than expected

from a period of disillusionment to an eventual under-

standing of the technology’s relevance and role in

a market or domain.
Innovation in Agriculture on all Levels will Speed up

and Makes it a Necessity to Rethink Regulation

Basically and Radically, most Often in the Direction

of Lowering the Regulatory Hurdles

Unfortunately, regulatory legislation is in its nature

static, needs a long time to be settled in international

negotiations, and then, finally, settled and approved

with an important number of signatory states as the

Cartagena Protocol; therefore, it is nearly impossible to

make the necessary changes based on good science. At

the time of the establishment of the Cartagena Bio-

safety Protocol, the similarities between nontransgenic

and transgenic organisms on the molecular level were

not widely known, although properly published (see

latest review with early publications [19]), and

a correction about these grave errors (recently called

by the author as “Genomic Misconception,” publica-

tion in preparation) in concept is now nearly impossi-

ble – details in section GM- and Non-GM-Crop

Differences Over-Estimated, the “Genomic

Misconception”. But the situation is not getting better:

the accelerating speed of scientific progress and discov-

eries used for new (agricultural) technologies is breath-

taking. A short overview is provided in the following

sections.

New Biotechnology Approaches in Plant Breeding,

Introduction In an early paper, Britt et al. give an

overview on many molecular possibilities which will

develop for new breeding successes [20], they address

the current status of plant gene targeting and what is

known about the associated plant DNA repair mecha-

nisms. One of the greatest hurdle that plant biologists

face in assigning gene function and in crop improve-

ment is the lack of efficient and robust technologies to

generate gene replacements or targeted gene knock-

outs. They also face an old problem in plant breeding

summarized under the complex term of epigenetics

[21, 22], a problem corrected in conventional plant

breeding by careful and often tedious selection pro-

cesses. Unfortunately, opponents abuse epigenetics as
a seemingly new problem for genetic engineering [23],

avoiding the mention of modern molecular insight and

its ease to correct such problems in a more targeted

way. It is clear that transgenesis will remain a solid

technology for breeding, but new approaches will

appear – as science is always open for progress and

new breakthroughs. Here, we only mention shortly

progress from another more holistic perspective of

systems biology: the dynamics of Metabolomics [24],

and also the growing speed of discovery in proteomics

[25], techniques which will increasingly augment more

common types of experimentation, especially as

they provide the capacity of generating data sets that

can be compared across studies and laboratories [26],

and because quantitative proteomics data are generated

with unprecedented sensitivity, accuracy, and repro-

ducibility. There are many new biotechnologies

enhancing the speed of achieving targeted breeding

successes such as the high throughput marker

finding technology [27, 28], only a few can be men-

tioned here:

Cis- and Intragenic Approaches A new technology

has now proven to be a successful strategy: As

Romments describe it, cisgenetics is a welcome way of

combining the benefits of traditional breeding with

modern biotechnology. It is an understandable enthu-

siasm of the first researchers using this technology to

emphasize the positive sides by also comparing to

transgenesis as an “old-fashioned” method with its

problems. But things are certainly not so easy: In sec-

tions Molecular Processes Similar in Natural Mutation

and Transgenesis and Dissent Over Differences

Between GM- and Non-GM Crops Causes Transatlan-

tic Regulatory Divide, it is made clear that on the

genomic level, particularly on the level of molecular

processes, there is no difference between transgenic and

nontransgenic crops (supported by an important body

of scientific literature), and this is certainly also true to

cisgenic and intragenic varieties. This is why it is ques-

tionable and based on false grounds to make claims

that those new methods in transformation would be

safer, as Giddings has made it clear in his letter [29],

and his arguments against the views of [30–32] and

later publications [33–35] could have been targeted as

well: they try to demonstrate that the new cisgenics and

intragenics are safer than transgenics, which is not
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based on any facts, rather it is based on accepting

without scientific scrutiny the negative public percep-

tion on transgenic crops. It is also wrong to use without

clarification the term “alien genes” in view of con-

firmed and widely accepted universality of DNA and

genomic structures.

However, there is nothing to say against the appli-

cation of such new methods per se, as [33, 34] can

demonstrate:
" The classical methods of alien gene transfer by tradi-
tional breeding yielded fruitful results. However, mod-

ern varieties demand a growing number of combined

traits, for which pre-breeding methods with wild spe-

cies are often needed. Introgression and translocation

breeding require time consuming backcrosses and

simultaneous selection steps to overcome linkage

drag. Breeding of crops using the traditional sources

of genetic variation by cisgenesis can speed up the

whole process dramatically, along with usage of

existing promising varieties. This is specifically the

case with complex (allo)polyploids and with heterozy-

gous, vegetative propagated crops. Therefore, we

believe that cisgenesis is the basis of the second/ever

green revolution needed in traditional plant breeding.

For this goal to be achieved, exemption of the

GM-regulation of cisgenes is needed.

Reverse Screening Methods: Tilling and Eco-Tilling

Two rather independent publications [36, 37] with

largely incongruent literature lists promote a new tech-

nology of finding useful genes within the genome of the

crops involved: They both promote powerful reverse

genetic strategies that allow the detection of induced

point mutations in individuals of the mutagenized

populations, can address the major challenge of linking

sequence information to the biological function of

genes, and can also identify novel variation for plant

breeding [37]. Rigola et al. [36] develop reverse genet-

ics approaches which rely on the detection of sequence

alterations in target genes to identify allelic variants

among mutant or natural populations. Current (pre-)

screening methods such as tilling and eco-tilling are

based on the detection of single base mismatches in

heteroduplexes using endonucleases such as CEL 1.

However, there are drawbacks in the use of
endonucleases due to their relatively poor cleavage

efficiency and exonuclease activity. Moreover,

prescreening methods do not reveal information

about the nature of sequence changes and their possible

impact on gene function. Rigola et al. [36] present

a KeyPointTM technology, a high-throughput muta-

tion/polymorphism discovery technique based on

massive parallel sequencing of target genes amplified

from mutant or natural populations. Thus,

KeyPointTM combines multidimensional pooling of

large numbers of individual DNA samples and the use

of sample identification tags (“sample barcoding”)

with next-generation sequencing technology. Rigola

et al. [36] can demonstrate first successes in tomato

breeding by identifying two mutants in the tomato

eIF4E gene based on screening more than 3,000 M2

families in a single GS FLX sequencing run, and dis-

covery of six haplotypes of tomato eIF4E gene by re-

sequencing three amplicons in a subset of 92 tomato

lines from the EU-SOL core collection. This technology

will prove to be useful and does not need for its own

breakthrough to refer to a scientifically unjustified cri-

tique of transgenesis. Whether the new technology will

replace the transgenic “Amflora potato” has still to be

proven by further scrutinizing of the results of the

equivalent trait [38].

Zinc Finger Targeted Insertion of Transgenes Plant

breeding has gone through dynamic developments,

from marker-assisted breeding to transgenesis with

steadily improved methods to the latest development

of the Zink-finger enzyme-assisted targeted insertion

of transgenes in complex organisms [39–42]. Zinc-fin-

ger nucleases (ZFNs) allow gene editing in live cells by

inducing a targeted DNAdouble-strand break (DSB) at

a specific genomic locus. However, strategies for char-

acterizing the genome-wide specificity of ZFNs remain

limited. According to [43], comprehensive mapping of

ZFN activity in vivo will facilitate the broad application

of these reagents in translational research.

The development toward more insertion precision

and less genomic disturbance is so rapid that pro-

moters of organic farming will see dwindling one of

their pet arguments even more rapidly: Genomic dis-

turbance of modern breeding is certainly less impor-

tant and will even be negligible compared to the old

breeding methods, still promoted stubbornly by the
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organic plant breeding community [44]: It is very likely

that the transcriptomic disturbances will be even

smaller in future – compared to the clumsy and tedious

methods of conventional breeding, see also the latest

developments in sections TALEs: Transformation

Method Transcription Activator-like Family of Type

III Effectors and Precision Engineering Through DNE

Meganucleases below.

TALEs: Transformation Method Transcription

Activator-like Family of Type III Effectors The gen-

eration of double-strand DNA breaks (DSBs) promotes

homologous recombination in eukaryotes and can

facilitate gene targeting, additions, deletions, and inac-

tivation. Zinc-finger nucleases have been used to gen-

erate DSBs and subsequently for genome editing, but

with low efficiency and reproducibility. In contrast, the

transcription activator-like family of type III effectors

(TALEs) contains a central domain of tandem repeats

that could be engineered to bind specific DNA targets.

The new method is capable of generating site-specific

DNS Breaks and has great potential for site-specific

genome modification in plants and eukaryotes in gen-

eral [45]. See also comments on the newswire CNBS

[46] on the discovery:

" Dr. Mahfouz has developed a “repair tool” (molecular

scissors) made out of protein that does two things: it

finds the exact place on the genome where it is to be

cut using a genetic “postcode” and then deletes, adds

or edits the gene with great accuracy and precision.

Dr. Mahfouz’s work has the potential for much
broader applications including human health. This

new technology could enhance the technique that

may be used to substitute “good” genes for bad, or to

cut out or silence the defective genes that cause

disease.

Commenting on the research, KAUST Provost

Stefan Catsicas saw the technology as a scientific

breakthrough and, if the patent is eventually success-

ful, having potentially promising revenues. Dr. Nina

Fedoroff, Professor of the Life Sciences at Penn State

University, said the Mahfouz paper “shows the practi-

cability of creating DNA-cutting enzymes tailored to

cut a desired target sequencewith very high specificity.

This is an excellent step forward toward creating very

specific genetic improvements in crop plants, while

avoiding the potential risks many are concerned
about with more conventional genetic modification

strategies. Moreover, the paper gives the first evidence

that this particular strategy will work in plants.” Profes-

sor Fedoroff is “delighted to see such cutting-edge

contributions emerging from a university as young as

KAUST!”.
Precision Engineering Through DNE Meganucleases

Engineered DNEmeganucleases can be used for cloning

and molecular analysis purposes in much the same ways

as conventional restriction enzymes. The important dif-

ference, of course, is that meganucleases recognize much

rarer DNA sequences than restriction enzymes. This

makes them particularly well suited to the manipulation

of extremely large DNA sequences such as intact

genomes. Importantly, DNE meganucleases cleave to

leave four base pair 3’ overhangs suitable for “sticky-

end” cloning. The first applicationwith a new tool called

Directed Nuclease Editor™ in plant breeding by Bayer

Crop Science http://www.precisionbiosciences.com/

seems promising: The meganucleases have been first

used to do precision work in human gene therapy, but

an outlook into various other applications was

announced as early as 2003 [47–49].
Synthetic Biology In some 150 laboratories, syn-

thetic biology is intensively researched, and it seems

clear that the future will bring here some unexpected

revolutions: A new field, synthetic biology, is emerging

on the basis of these experiments [50], where chemistry

mimics biological processes as complicated as Darwin-

ian evolution. According to [51], the emerging field of

synthetic biology is generating insatiable demands for

synthetic genes, which far exceed existing gene synthesis

capabilities. Tian et al. claim that technologies and trends

potentially will lead to breakthroughs in the development

of accurate, low-cost, and high-throughput gene synthe-

sis technology – the capability of generating unlimited

supplies of DNA molecules of any sequence or size will

transform biomedical and any biotechnology research in

the near future. And, according to [52], already in 1998

the redesigning of nucleic acids has been judged in an

optimistic way, this was confirmed in an important

Nature review in 2005 [53].

The real breakthrough came with the synthesis of

an organism including its reproduction, achieved after

http://www.precisionbiosciences.com/
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Our framework calls for the immediate and systematic implementation of a tiered DNA synthesis order screening process.

To promote and establish accountability, individuals who place orders for DNA synthesis would be required to identify

themselves, their home organization, and all relevant biosafety information. Next, individual companies would use

validated software tools to check synthesis orders against a set of select agents or sequences to help ensure regulatory

compliance and flag synthesis orders for further review. Finally, DNA synthesis and synthetic biology companies would

work together through the ICPS, and interface with appropriate government agencies (worldwide), to rapidly and

continually improve the underlying technologies used to screen orders and identify potentially dangerous sequences, as

well as develop a clearly defined process to report behavior that falls outside of the agreed-upon guidelines. ICPS,

International Consortium for Polynucleotide Synthesis (From [58])
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years of research and a firm belief in success, typical of

the senior author of the mega project still continuing,

[54–57].

A pragmatic view of a new regulatory scheme

answering the new biosafety tasks of synthetic biology

is proposed by [58] (Fig. 2):

This kind of new regulatory approach will be nec-

essary in order to avoid unnecessary hindering of

research progress in synthetic biology, a demand

supported with other innovative suggestions for
interactive procedures [59]. Another balanced view

[60] demonstrates also the new risks arising from syn-

thetic organisms and the accidental (or purposeful)

release in the environment. As always, the ethical

awareness and behavior has to be developed further,

agreeing with [61] not in a way which gives forfeit

power to social sciences. What we really need is a new

interfaculty, interdisciplinary or, even better, transdis-

ciplinary discursive scheme as proposed in sec-

tions Long Term Discourse and Decision Making
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Processes and The Second Generation Systems

Approach as a New Decision Making Process.

What happened some 35 years ago in the US

National Institute of Health in the words of Henry I.

Miller [62] should be a warning.

" Thirty-five years ago, the US National Institutes of

Health adopted overly risk-averse guidelines for

research using recombinant DNA, or “genetic engi-

neering,” techniques. Those guidelines, based on

what has proved to be an idiosyncratic and largely

invalid set of assumptions, sent a powerful message

that scientists and the federal government were taking

seriously speculative, exaggerated risk scenarios –

a message that has afflicted the technology’s develop-

ment worldwide ever since.

A final remark: In a way, the artificial altering of

genes producing Bt toxins can, strictly spoken, also be

summarized under synthetic biology since the specifi-

cally altered Bt toxins in order to facilitate resistance

management of Bt crops: Bruce Tabashnik, who works

on problem solving programs for Bt crops with field

research and new concepts of resistance management

[63]: Relative to native toxins, the potency of modified

toxins was>350-fold higher against resistant strains of

Plutella xylostella and Ostrinia nubilalis. Previous

results suggested that the modified toxins would be

effective only if resistance was linked with mutations

in genes encoding toxin-binding cadherin proteins

[64]. Tabashnik et al. report evidence from five major

crop pests refuting the Soberon hypothesis.
" The results of our discrete choice analysis show that
Illusions and Realities on Educational Effects in the

Debate, the Dialogue Between Science and the Public

There is no doubt that there is hope and need to simply

start and/or maintain an open dialogue between

major stakeholders among young scientists, politicians,

industry, and society [65], although there are many

obstacles such as asymmetric relationships among the

partners, which can render the discourse complex and

unpredictable. And it is uncontested here that education

on all school levels has its justified place; this has again

been shown with empirical results from Spain [66, 67].

Gensuisse should also be mentioned here with educa-

tional activities in schools and a popular open day of

Genetics in major Swiss cities organized by researchers
and institutes every year [68]. And education on biotech-

nology in the developing world is especially important,

if done in a participative way, and with proper ramifica-

tions in all institutions of communication, science, and

regulation: In April 2007, biosafety and biotechnology

scientists, regulators, educators, and communicators

from Kenya, Tanzania, and Uganda met to examine

the status and needs of biosafety training and educa-

tional programs in East Africa [69].

Thus, educational efforts on all levels are not

in vain, and deplorably there are too few academic

institutions active in biotechnology education [70].

The structure of the debate has shifted: Today, the

GM crop debate is steered by scientific and pseudosci-

entific arguments. And this also includes an element of

hope for the pro-scene: Slowly but surely the pseudo-

scientific arguments are fading away for the opponents,

since there is no serious incident known despite the fact

that millions of hectares are grown with GM crops

worldwide [71].

There is a widespread mistrust against new technol-

ogies where everybody feels it will change their own life,

and this often happens in a phase where the benefits are

not yet clearly visible, especially for the consumers/

users. But it is not correct to reduce those difficulties

to an exclusive criticism of the so-called deficit model

[72–74] where the people just have to be educated and

then they would refrain from negative emotions.

A question mark on the exclusive use of the “deficit

model” is justified, but surprising conclusions emerge

from the above-mentioned critics themselves: They do

not discard altogether the traditional deficit model,

rather they propose to combine it with the contextual

approach, thus emphasizing the complex and

interacting nature of the knowledge-attitude interface.

This highlights the sophistication and value of lay

understandings of science that can exist in the absence

of formal scientific knowledge [75, 76]. Surprisingly,

positive are results of polls which are conducted by

Philip Aerni with more closeness to the real life and

careful avoiding of polling mistakes [77], the study

concludes:
Swiss consumers treat GM foods just like any other

type of novel food. We conclude from our findings

that consumers tend to appreciate transparency
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and freedom of choice even if one of the offered

product types is labeled as containing a genetically

modified ingredient. Retailers should allow con-

sumers to make their own choice and accept the

fact that not all people appear to be afraid of GM

food. [77]

There is growing consensus that scientific knowledge

extends beyond the simple learning of “facts” that can

be straightforwardly defined and measured [78]. From

this perspective, privileging formal scientific knowl-

edge as the sole basis of rational preference formation

leads us to overlook other knowledge domains that

may be equal or even more important determinants

of attitudes toward science.

These insights have been condensed into a feasible

discursive method of the Systems Approach initiated by

Churchman [79] and refined by Rittel et al. [80–82].

Details on the methodology are given under sec-

tions Long Term Discourse and Decision Making Pro-

cesses and The Second Generation Systems Approach

as a New Decision Making Process, where the solutions

are discussed.

It is an illusion to solve ill-fated GM-disputes by

just adding social and cultural aspects, or that the

dispute should, so to say, start from the other end of

the controversy ignoring the biosafety science [83] or

evenworse to primarily appeal to feelings and emotions

of the public and indulge in entertaining but ultimately

meaningless discussions in order to catch the interest of

the public – we should not mimic the strategy of the

protest corporations. That said, this does notmean that

sociocultural aspects including emotions should be

neglected – even the boulevard press sends out strong

signals for learning processes. Vaughan’s [84] plea is

that regulatory officials should engage in an interactive

process of information and opinion exchange that is

reasonable and effective within vastly different socio-

economic and cultural contexts, This is often

a challenge to government employees concentrating

on office work routine. Patricia Osseweijer [85, 86]

offers an interesting compromise: a mix of science,

ethics, and emotions with her “Three E-Model” Enter-

tainment (getting attention), Emotion (identification),

and Education (information and skills for [future] deci-

sionmaking). It has been developed on the basis of long-

term experience and observation of public
communication by individuals in the Department of

Biotechnology of the Delft University of Technology

[87, 88].

Despite all possible refinements and enhancements

in the dialogue with the public, we should not under-

estimate the negative role of the opponents of genetic

engineering in plant breeding organized as professional

protest corporations, see section The Costs and Loss

Benefits of Overregulation.

How the Internet is Influencing the Debate The

Internet as a worldwide literacy practice environment

is still underestimated, nevertheless it has created a new

situation in communication, providing a new dynamic

field for research and knowledge accumulation [89]. It

has created an Internet-based debate culture with all its

ramifications from classic email over blogs and better

organized social media to twitter and this not only in

nanotechnology [90], but also in other research realms

and E-business [91]. The evolution in this kind of

debate is still going on with unprecedented dynamics

and is not yet fully understood in all its consequences

[92], [93], and [94]. The hope is that easier communi-

cation through the Internet will invite a collaborative

instead of confrontingmodus [95]. Some advice on how

to behave in chats and blog debates on the Internet

might be useful [96]; compare a list of useful websites

and databases on biosafety by DeGrassi et al. [97] and

[98]. A list of pertinent websites can be expanded ad

libitum, the present state of error of 2011, with all the

personal bias in [99].

Informatics and the new ease to access huge

amounts of scientific information on the Internet

causes a democratization effect on the science debate.

But this can only then lead to positive developments if

the new flood of information is also well organized and

provided people make serious efforts to analyze the

available information, so that our understanding of

complex scientific knowledge can indeed be improved.

As Janetzko (2008) shows, it is not enough to make use

of the most common searchmachines, only profession-

ally organized searches and databases on scientific lit-

erature can help and create some limited reliability and

sustainability of scientific knowledge. And: clearly, the

usual citation clusters among opinion-buddies will not

suffice. And it should be emphasized: Electronic ease

does not replace the tough job of scholarly reading and
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Web site pages addressing the “Frankenfood” and “Frankenstein food” issues at Monsanto, the Times, and the Friends of

the Earth Web sites. jcmc.indiana.edu/vol8/issue4/hellsten.html
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understanding. It will be a difficult task for the future

to divide up clever knowledge accumulation and gen-

uine thinking work among active scientists. A caveat

already signaled by Seneca: Thoughtful Action creates

more wisdom than knowledge accumulation, can be

interpreted related to social electronic networking in

two ways: On one side, the immense intensification of

social networking via the Internet creates among other

things a new possibility for post-publication reviewing

and filtering out the really relevant publications and

ideas. On the other hand, it hinders systematically the

deepening of your own knowledge in an individual

way, and be it only by reading every year a dozen or

two really relevant book publications.

This major shift from paper to electronics is also

creating new methods of quantitative analysis of scien-

tific work: see the Scientometrics Wikipedia: http://en.

wikipedia.org/wiki/Scientometrics. Actually, this

newly emerging science can provide with caveats and

insights into changes in research priorities, reveal

citation habits, evaluate journals with new scales, etc.

[100–103]. A typical example is given in the analysis of

the coming and going of the Frankenfood myth [104],

with a somewhat surprisingly early and sharp

peak of appearances of the word Frankenfood in
websites for 1998, followed by a sharp decline to virtu-

ally zero 2 years later (Fig. 3).

This figure is confirmed in [104] with the following

statements and figures (Figs. 4 and 5):

The comments in [104]:

" Our interpretation of these results is as follows: the

decline of the organizing power of the metaphor was

rapid in 1999 and 2000 when the metaphors of ‘Fran-

kenfood’ and ‘Frankenstein food’ began to be out-

dated. Due to its generalized meaning, the metaphor

was used increasingly across domains and therefore

lost its domain-specificity and the ability to organize

distinctions among domains. This might also explain

why the NGOs stopped using the metaphor in 2000

(HELLSTEN, 2003). From [104]

Scientometrics can do much more, [105] have

shown the potential of a sophisticated statistical

analysis combined with modeling of community inter-

actions in the web: Besides tracking just the descrip-

tion-to-acquisition behavior of users, scientometrics

can do much more by longer observation periods

which offers the chance to make richer inferences

about both group and individual user intentions –

trends of intruding into human behavior and making

http://en.wikipedia.org/wiki/Scientometrics
http://en.wikipedia.org/wiki/Scientometrics
http://jcmc.indiana.edu/vol8/issue4/hellsten.html
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conclusions, which are actually beyond Orwell’s imag-

ination. Yet we should have no illusions, since a lot of

work and application is already going on in the mar-

keting and advertisement scene, which has also an often

manifested interest in knowledge accumulation

methods [106, 107]. It is somehow amazing to realize

that the academic world in most fields of specialization

have not yet reached the realms of professional knowl-

edge accumulation and consolidation – not to speak

about an efficient way of reaching out from knowledge

accumulation to efficient development of new technol-

ogy. Scientometrics would have the potential to get

instrumentalized in research and development, with

some good chance to be used also in new peer review

processes.

A qualitative evaluation of science should

involve additional elements – see below under
peer review in the section Developments in Risk

Handling of GM Crops on regulation.

Deplorably, important networks are often only

known in specific reader clusters, these awareness gaps

should be minimized. We need knowledge exchange,

jumping over geographical and ideology fences.

Science Education and New Developments on the

Internet In a successful initiative, Ron LaPorte and

his group “Supercourse” started in 2002 [108] a new

educational Internet-based system: In his view,

Journals do not have an exclusive “right” to science.

A publication and a scientific presentation do virtually

the same thing – they share scientific knowledge. Pub-

lication and presentation have been separate but could

“morph” into a single entity. This metamorphosis is

taking place and is driven by a juggernaut called
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PowerPoint, Microsoft’s graphics and slide presenta-

tion software, and today enriched with more media

from Twitter over YouTube to all the numerous blog

systems, networking enhanced with RSS, etc. More on

the Supercourse program in [109–113], also in connec-

tion with the Bibliotheca Alexandrina in Egypt: [114]

Another possibility on a well-organized collection of

Powerpoint slides is offered for free by the University of

California by Peggy Lemaux and Barbara Alonso,

University of California http://ucbiotech.org/

resources/slide_archive/index.html. A series of over

100 slideshows is offered by the bibliography of the

author; new slide shows are continuously added, they

can be downloaded from [115]. An important new

development started 2002 at the Bibliotheca
Alexandrina, where a new world center of electronic

knowledge is emerging, which is based on thoughtful

new structures [116].

On Biosafety Education Biosafety is today

a permanent topic on local, national, and international

level, and basically, it is good to see educational activity.

As demonstrated in this contribution, the topic of

biosafety is highly controversial, and so are the views

on the various educational activities. The most blatant

misunderstandings in biosafety education stem again

from the “Genomic Misconception,” which forces

authors seemingly to focus on transgenic crops

alone, which is scientifically unacceptable as we will

see in section GM- and Non-GM-crop Differences

http://ucbiotech.org/resources/slide_archive/index.html
http://ucbiotech.org/resources/slide_archive/index.html
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Over-estimated, the “Genomic Misconception”.

A symptomatic example on the enumeration of risks

related to transgenic crops is given by Craig et al. [117]:

All risks duly mentioned can be attributed just as well

to conventional crops. The only difference between

modern and conventional breeds can be found in risk

mitigation, which is much easier in the case of the

transgenic crops. Here, just two recent examples related

to the successful prevention of upcoming resistant pest

insects (a problem arising in all kinds of agricultural

management systems): [63] and [11]. It is deplorable,

that most biosafety education is still based on the

erroneous “Genomic Misconception,” which results

automatically into a biosafety risk view focusing on

the process of transgenesis instead of working on

a product-oriented basis. More about the “Genomic

Misconception” is discussed in section GM- and Non-

GM-crop Differences Over-estimated, the “Genomic

Misconception”.

Proposal for a Website of Websites There are simply

too many websites (see ASK-FORCE Organization and

Related Websites) and not enough coordination, so

there is a need for networking structures among the

most important websites, a network of networks with all

the fancy new buttons available like RRS, etc. There

should be a place where people see with one glance on

the first page what news they can expect on various

important sites. It should also not be difficult to add

possibilities for an individual choice.

Those website connection activities need profes-

sional support with some secretarial/managerial help.

We must work out ways in which the broad public can

easily reach rebuttals on all the myths, facts, and ben-

efits in the debate on green biotechnology. It will not be

difficult to establish a platform for a better communi-

cation among the most important websites – in the

field of agricultural biotechnology, there are a few

very successful ones, but this is not the whole task.

We need to look deeper into the theory of networks in

order to be really successful; comprehensive reviews

demonstrate how complex the networking task really

is [118, 119].

As of now, this is just an idea and needs to be

discussed with Internet and website specialists. One of

the main difficulties will be to establish permanent

existence, this is why it would be best to use structures
having proofed long years’ activities and assured per-

manence, such as ISAAA, the International Service for

the acquisition of Agri-Biotech Applications, www.

isaaa.org. After all, the leading webmasters and coordi-

nators agree that it is time to enhance collaboration

through better communication, see section ASK-FORCE

Organization and Related Websites. ASK-FORCE.

The task on uniting the most relevant websites and

blogs should not be underestimated, see the list already

given above [99].

Developments in Risk Handling of GM Crops

General Views on the Dialogue Related to Regulation

of GM Crops

The dialogue between scientists and regulators is very

complex, as accurately described by Saner [120]. This

should be a reminder that it is not about facts alone:

" It should be clear without explanation that each and

every rational decision is a combination of facts and

values – a decision requires judgment. The agents of

judgment are, of course, people, and this leads us to an

entirely different interface – that between scientists

and policy-makers.

We should keep this in mind when we concentrate

here on the science of GM crop regulation. See also the

analysis of the debate in The General Strategic Situa-

tion of the Debate About Green Biotechnology Today.

These philosophical thoughts of Saner are at the basis

of the discursive methodology for complex decision-

making processes, [121–123]. For details, see below in

this contribution in sections Long Term Discourse and

Decision Making Processes and The Second Genera-

tion Systems Approach as a New Decision Making

Process.

A valid overview on the regulatory science and

traceability related to GM crops has been published

by Gasson and Burke [124, 125], there is no intention

to repeat these reviews.
Biotechnology and Economics

How Economics Are Influencing the GM Crop

Debate The example of the Flavr Savr Tomato dem-

onstrates that in earlier times, even in Europe, GM food

was well received, but several factors just made it clear

http://www.isaaa.org
http://www.isaaa.org
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that economic success was missing [8, 126–128]. And

regulation of this pioneer work needs to get a new look;

with modern screening methods, the gene silencing on

the molecular level revealed some surprises [129].

Economics play a very important role in the process

of technology acceptance: This can be illustrated with

the present day feed import situation in Europe. First it

should be mentioned, that it is the trade policy of

Europe still going the wrong way, which causes a lot

of difficulties in the transatlantic dialogue: As Graff

et al. [130] explain:

" European policies blocking genetically engineered

crops are conventionally attributed to the concerns of

European consumers, but they can be attributed to the

self-interests of European industry and farmers as well.

Biotech policies maintained in the name of consumer

interests are helping European chemical firms to slow

their losses in the global crop protection market and

are helping European farmers differentiate their con-

ventional crops on environmental and safety grounds,

maintain their agricultural subsidies and win new non-

tariff trade protections.

The recent development in feed supplies, see Law-

rence in The Guardian [131], in the EU provides argu-

ment, and the reports and letters below give excellent

examples:

● Food Chain Dossier 2009: http://www.

botanischergarten.ch/Feed/Food-Feed-Chain-Dossier-

20090616.pdf

● DG AGRI feed report: http://www.

botanischergarten.ch/Feed/EC-DG-AGRI-Rep-feed-

situation-UnapprovedGMOs-200709.pdf

● EU Report on Pipeline: http://www.

botanischergarten.ch/Feed/Stein-EU-Report-GMO

pipeline-LLP-2009.pdf

● Letter to thePresident of theEUCommissionBarroso:

http://www.botanischergarten.ch/Feed/Letter-big-

Producers-Tolerance-Value-Barroso-20090624.pdf

Strict labeling and thus a discrimination of European

meat from animals fed with GM crops will soon be

impossible as a political goal due to economic reasons –

as it is also scientifically not justifiable [132, 133].

An interesting thesis with economic arguments is

promoted by Paarlberg [134]: Today, Africa’s produc-

tion of GM crops is exported mainly to other African
countries, and this might go on this way in the com-

ing years, so the reasoning that Africans would

destroy export opportunities to Europe by developing

their own GM crops is not really convincing. But in

reality, there is growing concern: Commercial fear

over potential loss of export sales to Europe and

East Asia is also a reason for mounting pressure on

biosafety approvals in developing countries. Con-

sumer misgivings toward GM food in rich countries

combined with restrictive import and labeling poli-

cies are prompting GM-free agricultural production

in developing countries. The long-term costs of these

negative trends could be enormous [135]. Good argu-

ments for this view are produced with lots of facts on

economics and negative labeling effects of European

developed countries, published by Gruère et al.

[136–138]:
ingredients in food items rapidly became a quality

attribute employed in the competition among the

retails chains of Europe, Japan and South Korea.

A report by the international NGO, Greenpeace, which

has encouraged companies to adopt GMfree policies,

provides evidence of the widespread adoption of such

practices in Europe [139] as follows:
● Fourteen of these retailers have a policy of not

selling GM-branded products under their company

name for all European countries. These include

Carrefour, Auchan, Sainsbury’s, Safeway, Marks &

Spencer, Coop Switzerland, Coop Italia, Migros,

Big Food Group, Somerfield, Morrison’s, Kesko,

Boots, and Co-op UK.

● Seven of these retailers have a non-GM policy for

their own branded products for their main markets

(mainly in their home countries). These include

Tesco, Rewe, Metro Group, Casino, Edeka, Schwarz

group, Tengelmann).

● Out of the top 30 European food and drink pro-

ducers, 22 have a non-GM commitment in Europe,

including Nestle, Unilever, Coca Cola, Diageo, Kraft

Foods (Altria), Masterfoods (Mars), Heineken,

Barilla, Carlsberg, Dr. Oetker, Arla Foods, InBev

(Interbrew), Heinz, Chiquita, Cirio del Monte, Orkla,

Ferrero, Northern Foods, Eckes Granini, Bonduelle,

Kellogg and McCain.

http://www.botanischergarten.ch/Feed/Food-Feed-Chain-Dossier-20090616.pdf
http://www.botanischergarten.ch/Feed/Food-Feed-Chain-Dossier-20090616.pdf
http://www.botanischergarten.ch/Feed/Food-Feed-Chain-Dossier-20090616.pdf
http://www.botanischergarten.ch/Feed/EC-DG-AGRI-Rep-feed-situation-UnapprovedGMOs-200709.pdf
http://www.botanischergarten.ch/Feed/EC-DG-AGRI-Rep-feed-situation-UnapprovedGMOs-200709.pdf
http://www.botanischergarten.ch/Feed/EC-DG-AGRI-Rep-feed-situation-UnapprovedGMOs-200709.pdf
http://www.botanischergarten.ch/Feed/Stein-EU-Report-GMOpipeline-LLP-2009.pdf
http://www.botanischergarten.ch/Feed/Stein-EU-Report-GMOpipeline-LLP-2009.pdf
http://www.botanischergarten.ch/Feed/Stein-EU-Report-GMOpipeline-LLP-2009.pdf
http://www.botanischergarten.ch/Feed/Letter-big-Producers-Tolerance-Value-Barroso-20090624.pdf
http://www.botanischergarten.ch/Feed/Letter-big-Producers-Tolerance-Value-Barroso-20090624.pdf
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● Thirteen of these 22multinationals have a company-

wide non-GM policy beyond Europe. These include

Diageo, Heineken, Barilla, Carlsberg, Arla Foods,

Dr. Oetker, Chiquita, Cirio del Monte, Orkla, Ferrero,

Northern Foods, Eckes Granini, and Bonduelle [138].
Some companies even go beyond banning

processed products derived from GM ingredients to

include requirements on GM-free animal feed in ani-

mal products. Virtually all supermarkets sell only poul-

try fed with non-GM feeds, whereas the policies for

dairy products, beef, and pork vary. The usual crude

Greenpeace mix of facts and interpretation helped effi-

ciently to push the companies for the European market

to go GM crop free [139, 140]. The simple fact of

labeling allows opponent NGOs to drive a polemic

campaign of pompous “contamination” reports, thus

delivering junk science “evidence” that there is some

risk involved in the numerous events of minute admix-

tures of transgenes traces.

In India, there is a clear positive trend visible since

some years after some difficulties in the beginning

because local traits had to be created for the many

Indian regions and also because there was right from

the beginning a black market with illegal cotton traits

developing (which often did better commercially than

the legal ones. Presently, there are 38 traits of GM

cotton in India [141].

The whole complex story has been recently sum-

marized by [142]:
On average, Bt-adopting farmers realize pesticide
reductions of roughly 40%, and yield advantages

of 30-40%. Profit gains are at a magnitude of US

$60 per acre. These benefits havebeen sustainable over

time. Farmers’ satisfaction is reflected in a high willing-

ness to pay for Bt seeds. Nonetheless, in 2006 Indian state

governments decided to establish price caps at levels

much lower than what companies had charged before.

This intervention has further increased farmers’ profits,

but the impact on aggregate Bt adoption was relatively

small. Price controls might have negative long-term

implications, as they can severely hamper private

sector incentives to invest in new technology. [142]

At the end of the day the profitability of Bt cotton is

now uncontested, see comments of Müller-Jung Frank-

furter Allgemeine: [143]
Also the old wrong connection between suicides of

Indian farmers and the introduction of GM cotton in

India has been thoroughly falsified [144, 145]. This

does not hinder activists like Vandana Shiva from con-

tinuing with cheap propaganda linking GM crops with

the sad tradition of farmers’ suicides in India, which

started decades before the introduction of GM crops

and beginning activities of multinational seed compa-

nies. Here are two of the many graphs from [145]

(Figs. 6 and 7):

" Abstract. Bt cotton is accused of being responsible

for an increase of farmer suicides in India. In this article,

we provide a comprehensive review of evidence on Bt

cotton and farmer suicides. Available data show no

evidence of a ‘resurgence’ of farmer suicides. More-

over, Bt cotton technology has been very effective

overall in India. Nevertheless, in specific districts and

years, Bt cotton may have indirectly contributed to

farmer indebtedness, leading to suicides, but its failure

was mainly the result of the context or environment in

which it was planted [145].

" From the discussions. The absence of irrigation

systems in drought-prone areas (especially in Maha-

rashtra), combined with specialisation in high-cost

crops, low market and support prices, and the

absence or failure of the credit system, is a clear

recipe for failure. It is possible, therefore, that under

the conditions in which it was introduced, Bt cotton,

an expensive technology that has been poorly

explained, often misused and initially available in

only a few varieties, might have played a role in the

overall indebtedness of certain farmers in some of

the suicide-prone areas of these two states, particu-

larly in its initial years. But none of these possible

links has been explicitly demonstrated with

a sufficiently robust analysis. One implication of this

study is the critical need to distinguish the effect of Bt

cotton as a technology from the context in which it

was introduced. Revealed preferences based on

farmer adoption rates and official or unofficial data

all point toward the overall success it has had in

controlling pest damage and therefore raising aver-

age yields in India. In particular, the increasing adop-

tion rate in two suicide-prone states, Andhra Pradesh

and Maharashtra, indicates that farmers in these

states found this technology economically beneficial.
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Cotton seed byproducts (From [148])
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In contrast, marketing constraints and institu-

tional issues may have played a significant role. Our

analysis suggests the need for a better extension

system, more controlled seed marketing system,

anti-fraud enforcement and better information dis-

semination among farmers in all regions, before the

introduction of any costly new technologies like Bt

cotton. Farmers should also be encouraged to diver-

sify their farming and non-farming activities to

spread the risks they may incur.

The second implication is that, as farmer suicides

are not new or specific to recent cases or to the intro-

duction of Bt cotton, they point toward the failure of

the socioeconomic environment and institutional set-

tings in rural dry areas of India. This has nothing to do

with cotton or the use of new technology and would

suggest many potential policy changes. In several

states, such as Karnataka and Andhra Pradesh, some

policy changes have already been proposed. Lastly,

much more and better federal and state investment

could help prevent the 80 percent or more other cases

of suicides.
This does not hinder activists like Vandana Shiva

from proclaiming Indian farmers’ suicides to be the

fault of international corporations: [146] and lately

also at a Barilla webinar July 20, 2011 in Milano:

http://www.barillacfn.com/en/biotecnologie, she also

does not shy away from connecting the sad tradition

of farmers suicides in India with the emergence of GM

crops, despite hard facts as demonstrated above. In the
same picture you can see her pompous literature list

she gives in her curriculum of “over 300 scientific

publications in important journals” – a quick test in

the comprehensive database of the Web of Knowledge

http://apps.isiknowledge.com/ reveals some 47 papers,

most of them in less important journals andmagazines –

so much about her scientific achievements.

A new perspective is open since 2006 for the pro-

duction of cotton seed (oil for human consumption),

seed meal for feed, made possible thanks to the detox-

ification (gossypol) successfully done by modern

breeding including genetic engineering [147], see the

latest summary on the matter (Fig. 8) [148]:

This latest development will open new doors for the

cotton production and marketing.
The Political Economy of Biosafety Regulation in

Agriculture An in-depth analysis of how politics is

influenced by multiple factors of discursive processes,

influenced by economics, has been developed by Graff

et al. [149]. They are giving highly differentiated

insights in the network of self-interests with some

interesting examples of units influencing in their own

interest the debate on GM crops: opponents of genet-

ically engineered crops and also industrial units fearing

losses in pesticide sales. Often these important socio-

economic elements in the regulatory debate are

neglected and it seems to be difficult for all the regula-

tory analysis to bring together socioeconomic and

molecular plant breeding aspects.

http://www.barillacfn.com/en/biotecnologie
http://apps.isiknowledge.com/
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analyze the formation of agricultural biotechnology

policies. Going beyond accounts, that largely attribute

differences between US and European regulatory envi-

ronments to consumer attitudes, we consider the

impact of what amounts to a Schumpeterian process

of “creative destruction” across the entire range of

relevant economic sectors and interests. The analysis

suggests that in Europe and in some developing

countries a “strange bedfellows” constellation of

concentrated economic interests (including incum-

bent agrochemical manufacturers, certain farm

groups, and environmental protest activists) act in

rational self-interest to negatively characterize GM

technology in the public arena and to seek regula-

tions that block or slow its introduction. In contrast,

those interests most likely to experience welfare gains

from biotechnology are the more diffused and less

informed – including consumers and small farmers.

The most profound implications of overregulation of

agricultural biotechnology are (1) delays in the global

diffusion of proven technologies, resulting in a lower

rate of growth in the global food supply and higher food

prices, and (2) disincentives for investing in further R&D,

resulting in a slowdown in innovation of second gener-

ation technologies anticipated to introduce broad con-

sumer and environmental benefits.” [149]

Ayal and Hochman [150], started in some intricate

experimental setups working on the cognitive processes

underlying choice behavior. With a mix of behavioral

actions combined with opinion polls they found that

people do not rely on limited arguments only, but tend to

integrate all acquired information into their choice pro-

cesses. This could explain the delay in such opinion

finding and decision-making processes influencing

politics over years, described in the Gartner hype cycles,

see The General Strategic Situation of the Debate

About Green Biotechnology Today.

Although this would be an epic theme, we shall

concentrate here more on the debate of the Science of

regulation and some discursive elements.

Brazil, A Case Where Politics Positively Influences

the Development and Adoption of GM Crops

Studying the biosafety law of Brazil, the similarities

with the European legislation cannot be overlooked:
Both legislations are process-oriented and obey

strict rules on biosafety assessment, including field

experimentation:

A closer look at the Brazilian legislation [151] shows

the similarities to the European legislation.

" Article 3. Under this Law, it shall be considered:

V – geneticallymodified organism –GMOs: an organ-
ism the genetic material of which – DNA/RNA has been

modified by any genetic engineering technique;
And compare some exclusion rules, typically reduc-

ing the safety assessments strictly to the process of

genetic engineering.

" Article 4. This Law is not applicable when a genetic

modification results from the following techniques,

provided they do not imply in using a GMO as the

receiver or donator:

I – mutagenesis;
I – the formation and use of animal hybridome

somatic cells;

III – cellular fusion, including plant cells proto-

plasm, which can be produced from traditional culture

methods;

IV – the self-cloning of naturally processed non-

pathogenic organisms.
The same is the case in the European law:

[152], in the introduction the definition of GMOs is

given:

" In order to protect human and animal health, food and

feed consisting of, containing or produced from genet-

ically modified organisms (hereinafter referred to as

genetically modified food and feed) should undergo

a safety assessment through a Community procedure

before being placed on the market within the

Community.

The intention of this “exclusive” definition is clear

in this European Law: it should be restricted to GMOs

which are wrongly defined as “genetically modified

crops,” a scientifically questionable denomination,

since in the strict sense of modern genomic science

this means to include all crops and horticultural traits

having been modified also by conventional breeding.

This kind of now false but routine denomination is

a symbol for the disregard of proper science in

regulation.
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A further comparison demonstrates that legisla-

tions in Europe and Brazil are both rather strict, the

decisive difference is that in Brazil there are clear (polit-

ical) decision-making rules, whereas these are lacking

in Europe. Until lately, the decisions were depending on

majority voting rules of the European states, and this

caused a lot of confusion and an almost complete stall

in decision-making. This is why Commissioner Dalli

[153], in July 2010 opened a debate on delegating some

important decisions to the national level: Comments

from http://www.gmo-compass.org/eng/news/523.

docu.html

" (13 July 2010) As expected, the EU Commission

decided on 13.07.2010 changes in the legal regulation

of green biotechnology. Accordingly, Member States

should be able to prohibit the cultivation of genetically

modified (GM) crops that have been approved

EU-wide. As the next step, the EU Parliament and

Council of Ministers must agree.

The outcome will again depend on complex nego-

tiations and it is not sure whether Commissioner Dalli

and the EU will come to concrete legislative results.

And, except for some modest GMO corn cultivation in

Spain, the present day acreage of GM cultivars remains

disappointingly low [154].

In contrast to the complex and stalled situation on

European GMOs, the case in Brazil documents in the

last few years successful regulation of GMOs: Recent

reports document steadily growing acres on GMO

crops in Brazil: [155, 156]

" The 1st survey on agribiotechnology in Brazi l for the

2010/11 growing season showed there was

a substantial growth in the adoption rate of biotech

soybeans, corn, and cot ton. The Brazilian farmers are

expected to plant 17.2 million hectares with GM soy-

bean cultivars, or 75.6% of the total harvested surface,

in 2010/11.

For a general survey of the Brazilian situation, see

the recent publication ofMendonca-Hagler et al. [157],

where a clearly optimistic picture is developed. The

abstract reads:
" Biotechnology is a Brazilian priority, and has been
recognized for its potential to promote sustainable

development. The Government recently announced
an ambitious program for Science and Technology,

which includes strategies to develop modern biotech-

nology, continuing three decades of public invest-

ments on capacity building and infrastructure, aimed

principally at the development of technologies applied

to health, agriculture and the environment (MCT 2008

http://www.mct.gov.br/). Research initiatives have

focused on genomics, proteomics, genetically

modified organisms (GMOs), gene therapy, stem cells,

bio-fuels and nanotechnology, among other biotech-

nological topics. Research projects in Brazil have been

mainly developed in public universities and institutions

funded by federal and state agencies, with a minor

participation from the private sector [158]. Genomics,

an area of considerable success in the country, was

launched a decade ago by S. Paulo State Research

Foundation (FAPESP), with the organization of

a virtual institute, called ONSA, comprising several lab-

oratories with themain task of sequencing the genome

of the citrus pathogenic bacterium Xylella fastidiosa

[159, 160].

The success of this genomic network stimulated
biotechnology startup companies and projects with

the focus on other genomes, such as sugarcane and

coffee, including functional genomics and proteomics.

Following in the footsteps of the ONSA network, the

Ministry of Science and Technology created a National

Genome Project Consortium involving institutions

located in the major regions of the country, with the

task of sequencing eight microbial and two plant

genomes. Recently, they concluded the sequence of

Chromobacterium violaceum, a bacterium with

exploitable properties, such as the ability to produce

a bactericidal purple pigment (violacein) and

bioplastics [161]. Later on, several states launched

their own genome programs. A group from Rio de

Janeiro, part of the Riogene network, recently

sequenced the genome of the nitrogen-fixing bacte-

rium Gluconoacetobacter diazotrophicus, a sugarcane

endophyte involved in enhancing growth of large

crops without the addition of nitrogen fertilizer [162,

163], see also the websites of EMBRAPA http://www.

embrapa.br/english and the Ministerio Biotecnologia

e Tecnologia http://www.mct.gov.br/.

Agriculture plays an important role in the Brazilian

economy, being responsible for ca. 40% of the exports

and employing 20% of the active work force. About

http://www.gmo-compass.org/eng/news/523.docu.html
http://www.gmo-compass.org/eng/news/523.docu.html
http://www.mct.gov.br/
http://www.embrapa.br/english
http://www.embrapa.br/english
http://www.mct.gov.br/
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one third of the Brazilian GDP comes from agribusiness.

Traditionally, this country has been competitive in

tropical agriculture, supported by strong research pro-

grams on conventional and modern technologies.

Intense capacity building initiatives resulted in the for-

mation of a critical mass of scientists working in molec-

ular biology and agricultural sciences [158]. Despite

these favorable factors, the adoption of GM crops has

been delayed due to intense opposition organized by

environmental groups and additional difficulties

resulting from a conflicting regulatory framework. In

this overview, we address the current status of Brazilian

biosafety legislation, and discuss the perspectives for

the development of molecular biotechnology in Brazil.
This view is confirmed in a recent editorial in

Nature, [164], interestingly enough with the same

emphasis as above on gene sequencing projects which

are the basis of independent biotechnological research

and development in Brazil.

Also, the latest success of approving regulatory

decisions is symptomatic of the positive biotech cli-

mate in Brazil: The first fully developed transgenic crop

in Brazil has been approved for commercialization,

published in 2007: [165]. The press release of the pres-

ident of AnBio (National Biosafety Association) Leila

Oda emphasizes also the socioeconomic importance of

this approval: [166].

Without going into a survey on the Brazilian oppo-

nent’s activities and reports in detail, here just a typical

example published by a medical group (not linked in

any way with environmental toxicology) [167] on how

science is distorted in order to make a negative and

totally unfounded point against glyphosate is given.

This paper produces negative toxicological effects on

clearly doubtful experimental scenarios: experimental

Xenopus frog embryos were injectedwith glyphosate, as

mentioned in the introduction.

" We show here that sublethal doses are sufficient to

induce reproducible malformations in Xenopus and

chicken embryos treated with a 1/5000 dilution of

a GBH formulation (equivalent to 430 mM of glypho-

sate) or in frog embryos injected with glyphosate

alone (between 8 and 12 mM per injected cell).

GBH treated or glyphosate injected frog embryos

showed very similar phenotypes, including shortening

of the trunk, cephalic reduction, microphthalmy,
cyclopia, reduction of the neural crest territory at neurula

stages, and craniofacial malformations at tadpole stages.

This absurd experiment methodology contradicts

all internationally agreed rules on environmental toxi-

cology testing, as described and cited in detail in [168].

But opponents are well organized on an interna-

tional level, and promptly, the Paganelli paper is cited

in many of those reports, here is just one example:

[169]. In this extensive report, dozens of papers are

cited which do not match the high quality standards of

biosafety science; they are cited because they produce

negative results related to modern soybean agriculture.

The following is an example on how the authors do not

even shy away from distorted reporting of published

results.

" Very few studies directly examine the effects of GM

foods on humans. However, two studies examining

possible impacts of GM RR soy on human health

found potential problems.
Simulated digestion trials show that GMDNA in GM

RR soy can survive passage through the small intestine

and would therefore be available for uptake by the

intestinal bacteria or cells [170]. Another study showed

that GM DNA from RR soy had transferred to intestinal

bacteria before the experiment began and continued

to be biologically active [171]. These studies were not

followed up. GM proponents often claim that GM DNA

in food is broken down and inactivated in the digestive

tract. These studies show that this is false.
Actually, if you read the above Newcastle study

properly, you notice that the GM DNA is completely

decomposed in the colon, the only traces measurable

were found in fresh, undigested stomach probes of

human ileostomy patients. Reading the summary

alone shows the blatant incorrectness of the comments.

Two previous studies, after careful reading, reveal the

same results [170, 172]. The conclusion therefore is

that the interpretation of [169] is false, as confirmed

in the latest publication of the Newcastle research team:

" The transgene did not survive the gastro-intestinal

tract of human subjects fed GM soya.

A recently published paper of Zhang is seen as

a breakthrough in our knowledge on interkingdom

relations between plant and animal genomics: [173].
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First data, obtained with modern genomic analysis,

demonstrate the surprising finding that exogenous

plant miRNAs are present in the sera and tissues of

various animals and that these exogenous plant miRNAs

are primarily acquired orally, through food intake.

MIR168a is abundant in rice and is one of the most

highly enriched exogenous plant miRNAs in the sera of

Chinese subjects. In addition, these findings demon-

strate that exogenous plant miRNAs in food can regulate

the expression of specific target genes in mammals.

This could lead to erroneous conclusions that hor-

izontal gene transfer is possible also for the antibiotic

resistance genes and even for genes expressing Bt toxins

into mammals and humans, and one can see already

that opponents to genetic engineering take advantage

of the news by clear misinterpretation of the results:

They use it as an argument for the unforeseen risks of

the technology. See the comments of anonymous sci-

entists in GMwatch [174]:

" The study is yet another nail in the coffin of the already

discredited ‘safety assessment’ process for GM foods in

the EU and elsewhere. These assessments do not con-

sider the effects described.

This rather naive statement is typical of the think-

ing of GM crop opponents: Firstly, they mix up in an

unscientific way various categories of transgenes; sec-

ondly, they mix up scientific progress and the inevitable

adaptation of risk assessment methodology with the

present day regulatory rules in place in the laboratories.

It is a matter of simple scientific consensus that bio-

safety assessment has to adapt in methodology with the

progress of genetic engineering: on one side, Zink-

Finger and TALES methods (details see Zinc Finger

Targeted Insertion of Transgenes and TALEs: Transfor-

mation Method Transcription Activator-like Family of

Type III Effectors.) with all their precision and elegance

are prone to simplified risk assessments after detailed

studies. On the other hand, technologies using small

RNA molecules will undoubtedly force risk assessment

researchers to adapt to appropriate methods of analy-

sis, as already proposed by [175]:

" In the future, the predictive ERA process will need to be

flexible and adaptable for analysis of the next genera-

tion of crops engineered using RNAi and HD-RNAi.
As a first step, regulatory agencies and risk analysts

need to become familiar with the science of RNAi and

its application to plant biotechnology. A concerted

effort is needed to develop a pool of expertise to ask

the right questions about potential hazards and expo-

sures, to ensure that relevant data are collected and to

characterize uncertainty in risk assessments.

Regulators will have to evaluate the design and
implementation of research protocols for laboratory

experiments and confined experimental field trials. Sci-

entific questions will need to be answered about off-

target effects, non-target effects and the impact of

genetic mutations and polymorphisms. Understanding

the stability, persistence and half-life of small RNAs in

various aquatic and terrestrial ecosystems will be

essential for the characterization of exposure path-

ways. New diagnostic tools will probably be required

for the identification and quantification of small RNAs

for a range of purposes, including crop identity preser-

vation, monitoring and segregation. Ideally, these tools

should have a low detection limit and a high degree of

specificity for each RNAi crop, while being relatively

inexpensive, functional under field conditions and

operable by individuals with diverse backgrounds and

training. With all this in mind, it should be possible

for stakeholders, regulators and citizens to develop

policies and ERA frameworks for RNAi and HD-RNAi

crops. [175]
It is correct that small RNA molecules are consid-

ered and used for GM plant improvements, as

suggested by [175]. And it is also correct that the risk

assessment of GM crops up to now does not specifically

include the effects described by Zhang et al., that is, that

small miRNAs are obviously passing mammal stomach

environments and can be integrated in the organism

and even be active genetically. This seems to be routine

in the evolution of life (and undoubtedly calls for

verification and further studies). And the question

arises whether we should automatically include in the

risk assessment small miRNAs, the answer should be

no: rather it should be another reason to switch Euro-

pean and UN-Risk assessment to product-oriented

mood, following the conclusions drawn in the section

on the GM- and Non-GM-crop Differences Over-

estimated, the “Genomic Misconception”.
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The above examples of misleading statements and

publications of the opponents lead in a logical way to

the following section on the quality of scientific papers:

Peer Review in the Biosafety Science Debate on

Regulation

Before we start talking about regulation, a word on the

science debate shall precede, which depends on the

process of peer review, but it may be flawed in many

ways, although there is no real good alternative in sight,

despite some attempts to change this situation like the

proposal to involve respected science journalists. But

there are objections: journalists might become part of

the system [176] and give up indirectly their strict

impartiality and neutrality – which is, maybe, anyway

an illusion. Or it might be that they may simply not

have the scientific expertise as demonstrated recently in

a contribution of a science journalist in Nature [177],

extensive critical comments in ASK-FORCE contribu-

tion on the Rosi-Marshall publication on aquatic

insects, see [178] (more comments about this study

are given below). It should also be admitted, that

a fresh look of a “greenhorn” might reveal new aspects

of the GMO battle.

The quality of biotechnological research is also

influenced by the research environment offered to stu-

dents and is evaluated in a differentiated way for

Europe by Reiss et al. [179]. Peer review is a very fragile

instrument and needs constant inquiry, as demon-

strated also on the Wikipedia website on the subject

of peer review http://en.wikipedia.org/wiki/

Peer_review. It should also be seriously considered

that the present day peer review system is basically

“faith based,” as described with convincing details

by [180].

A trend toward a magazine style is documented for

some important journals as Nature and others. The

facts show that the percentage of externally peer-

reviewed articles has dropped dramatically. Facts will

be given in a forthcoming publication of R. Laporte,

F. Linkov, and K. Ammann.

We should also include a new element in the reviews

and evaluation of science as proposed by Lubchenco

[181]: the scientific community should formulate

a new Social Contract for science.
problems of the coming century than does our current

scientific enterprise. The contract should be predicated

upon the assumptions that scientists will (1) address

themost urgent needs of society, in proportion to their

importance; (2) communicate their knowledge and

understanding widely in order to inform decisions of

individuals and institutions; and (3) exercise good judg-

ment, wisdom, and humility. The paper concentrates,

according to the zeitgeist of the publication date, too

much on environmental issues alone, today we should

put into the center of our science strategy debates

humanity as a whole – and this means to take care

of the most urgent needs, namely to work on the

eradication of hunger.

However, this process should not be mollified on

the costs of hard science. The line between science and

pseudoscience is often difficult to draw.

An interesting new aspect has been introduced by

the Supercourse Group with Faina Linkov and Ron

LaPorte: [182]. It is true that quality control of Internet

texts need rethinking, and it is also important to ana-

lyze in a critical way peer review of print material: Their

comments can be summarized as follows: High-quality,

Internet-distributed lectures are not basically different

from written science publications, they also must be

documented and references properly. A further element

could be a method of quality management introduced

originally for the industry by Edwards Deming

Wikipedia of Edward Deming http://en.wikipedia.

org/wiki/W._Edwards_Deming, who very successfully

taught management and quality control also in Japan

in the 1950s.

Two more initiatives should be mentioned here,

they can be summarized under a kind of post-

publication peer review.

Faculty of 1,000 System With a total of nearly 84,000

articles reviewed by May 2011, the system has accumu-

lated an important body of comments, see http://f1000.

com/, the comments, although really critical sentences

are not foreseen, the system is now linked to The

Scientist and provides helpful orientation about

important publications. Some examples have been

evaluated by the author [183].

http://en.wikipedia.org/wiki/Peer_review
http://en.wikipedia.org/wiki/Peer_review
http://en.wikipedia.org/wiki/W._Edwards_Deming
http://en.wikipedia.org/wiki/W._Edwards_Deming
http://f1000.com/
http://f1000.com/
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Figure 9

Table 5, upper part, with a ranking of biotech companies

and universities in the USA, from [189], calculation rules

above
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Frontiers of Science Frontiers of Science has been

developed over 2 years in consultation with scientists

and other faculty, as well as with students and postdoc-

toral fellows, to address manifest intellectual, logistical,

and pedagogical issues, see http://www.sciencecore.

columbia.edu/s2.html and http://www.fos-online.org/

Declaration of a New Global Business Ethos as

a Barrier Against Undue Influence on the Publication

Policy of Scientific Journals On October 6, 2009,

Hans Küng, Josef Wieland and Klaus Leisinger

presented the Declaration of a NEW GLOBAL BUSI-

NESS ETHOS at the United Nations in New York

http://www.novartisstiftung.org/platform/content/ele-

ment/3177/Newsletter_3-09_2.pdf.

Although coming from a pharmaceutical company

like Novartis, multinational seed companies will (or

should) most likely join. Such efforts are important,

because there is a constant pressure of undue influence

on scientific papers, although resisted successfully by

most researchers, but the influence of multinational (in

this case pharmaceutical) companies can be hidden but

nevertheless powerful:

An example of such influence by units sponsoring

scientific journals has popped up in Australia: See the

debate around the withdrawal of six Australia-based

Elsevier “fake” journals sponsored by the pharmaceuti-

cal industry, see the statement of Elsevier’s CEOMichael

Hansen [184] and [185–187]. This kind of influence

might still be under control, and peer review is usually

functioning in an unbiased way – but the difficulties are

deep-rooted, and it is a constant fight for quality, as is

summarized comprehensively by Scott [188].

It is a cheap and intellectually intolerable slogan of

opponents of genetic engineering in agriculture when

they discredit researchers for their relationships with

industry, since the great majority of researchers all over

the world act as independent persons, although some-

times also funded by industry. The sole quality criteria

on science are transparency in applied methods agreed

upon by the science community and the reproducibil-

ity of the data. For more details see sectionMore on the

Quality of Scientific Publications.

In the “dangerous” waters of corporate influence,

we need renewed efforts of scientometric analysis,

as given earlier in a report of bio-era: [189]. The top

part of table 5 reveals the few really successful seed
companies in relation to the top universities with

agricultural research regarding R&D (Fig. 9):

The calculation rules for the table below:

" The four R&D measures are weighted equally. For

example, having 10% of industry patents is just as

significant as having 10% of commercialized products.

Share of industry R&D output = (share of industry

patents + share of industry patent citations + share of

industry field trials + share of industry commercialized

products)/4 [189].
More on the Quality of Scientific Publications

Coming back to the peer review on the quality of

scientific papers, all the above statements do not

mean to say goodbye to the factual and methodological

scrutiny per se – even after a paper is already published.

With a focus on the GM food safety research Chassy

and Parrott [168] summarize the criterions on how to

http://www.sciencecore.columbia.edu/s2.html
http://www.sciencecore.columbia.edu/s2.html
http://www.fos-online.org/
http://www.novartisstiftung.org/platform/content/element/3177/Newsletter_3-09_2.pdf
http://www.novartisstiftung.org/platform/content/element/3177/Newsletter_3-09_2.pdf
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judge whether a food study is believable or not: (a)

Making sure the samples tested are comparable sam-

ples. (b) Testing composition to make sure the tests and

controls are comparable. (c) The need for an acceptable

balanced and nutritious diet. (d) Why the dose is

important. (e) What statistics do and do not tell us.

(f) The importance of peer review and scientific pub-

lication. (g) Guidelines for dealing with conflicting

information. (h) Ethical considerations. A very impor-

tant additional point is emphasized by Kostoff [190]:

“Multiple technical experts should average out individ-

ual bias and subjectivity.” Two blatant examples of lack

of peer review properly done are, among others,

discussed in ASK-FORCE (with some additions related

to recent publications, all cited in the renewed blog:

● The case of Bt endotoxins supposedly affecting

aquatic organisms by Rosi-Marshall et al. [191]

See comments in ASK-FORCE blog No. 3 on

Rosi-Marshall et al. 2007b: [178] (including also the

latest publications of [192]. The study has been

criticized heavily by [193] and [194], the main

points of critique, summarized in a letter to the

editor of PNAS [195]: No indication about the

nature of Bt toxin, nor any data about its origin.

Unscientific extrapolation from lab to field experi-

ments, suppression of an important result of Fig. 3:

low toxicity of normal Bt toxin levels for aquatic

organisms etc. It is good to know that the authors of

the original study admitted some mistakes and

tuned down their alarmist interpretation in the

first study:

● The case of the Austrian mice experiments suppos-

edly affecting fertility after some generations [196].

After lots of public and scientific debate, which

caused serious and unfounded damage to the

image of Bt crops, the study results were distributed

on hundreds of websites of GM crop opponents.

But critique came up, and since there was no pub-

lication in a peer reviewed journal available, the

rebuttals were not published in journals either.

The whole bitter debate is summarized extensively

in two ASK-FORCE blogs: [197].

The subsequent official retraction done by the

Austrian Government itself is hidden in an Euro-

pean Commission Health and Consumers Direc-

torate-General Summary Record of the Standing
Committee on the Food Chain and Animal Health

from October 19, 2008: European Commission

Health and Consumer Directorate-General, Sum-

mary Record of the Standing Committee on

the Food Chain and Animal Health Held in

Brussels October 19, 2008: http://ec.europa.eu/

food/committees/regulatory/scfcah/modif_genet/

sum_19102009_en.pdf

See also the published comments of Ammann

in [198]:

" Studies that look at non-obvious risks are a welcome

addition to the literature, say critics, but poorly

conducted studies do more harm than good. “It’s just

bad science,” says Ammann. “There are a lot of scien-

tists producing these studies in a very sloppy way. They

bolster public fear yet do nothing to resolve conflicts or

move the field forward”. And:

But the authors aren’t to blame, says Klaus Ammann,
emeritus professor at the University of Bern in Switzer-

land. They are merely the latest victims of what has

become the political gerrymandering of science to bol-

ster and support anti-GM sentiment in Europe. “The

Austrian government had exhausted all legal avenues

to ban cultivation of GM crops,” Ammann says.

“TheMinistry of Health decided to avoid the peer-review

process and announce study results at a conference,

hide the data from scientists, and let the activists run

amok with the help of uncritical media.” Indeed, in the

ensuing months the Austrian government has

backpedaled. The Ministry of Health responded to

a request to interview Zentek or other authors with

the following: “We asked the scientists to reevaluate

their statistical analysis. Additionally the external evalu-

ation will soon be started. I kindly ask you to wait with

your proposal until the reevaluation is completed.” [198]
● The case of a review by Dona and Arvanitoyannis

[199]. This review would never pass tests designed

by Tang et al. [200], which can detect biased filter-

ing of citations and words: According to Tang et al.,

it is important to distinguish between subjectivity

classification retrieved from opinionated and factual

statements, and combine it with a multiclass senti-

ment classification, and to get a better scale by using

neutral training examples. An extensive scientific

analysis on [199] has been placed in ASK-FORCE

with critical comments: [201]

http://ec.europa.eu/food/committees/regulatory/scfcah/modif_genet/sum_19102009_en.pdf
http://ec.europa.eu/food/committees/regulatory/scfcah/modif_genet/sum_19102009_en.pdf
http://ec.europa.eu/food/committees/regulatory/scfcah/modif_genet/sum_19102009_en.pdf
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A caveat at the end of this paragraph on peer

review is appropriate. Although it is in principle

necessary to ask ethical questions, we should first

concentrate on the scientific assessment of

a professional peer review strictly following

a factual agenda such as [168, 202] are demanding.

Only then when this filter has been passed success-

fully, it is important to go into ethical and socio-

economic questions. But as often, it is the farmers

and the market regulating efficiently, and – no sur-

prise – they follow quite naturally socioeconomic

principles. It is wrong to mix scientific and ethical

questions as de Melo et al. and Interman et al. are

asking for [203, 204], the result is then to accept for

discussion a paper like the one of [205], which has

been seriously and repetitiously criticized on

a factual basis by EFSA [206–208]. Such papers

should not be seen as a publication which takes

also into account a “balanced view,” because they

are flawed in the first place. Papers from the labo-

ratory of Séralini are then often cited as done by

independent scientists, which is not very convincing,

since digging into the financial support of Séralini

and his CRIIGEN lab it is highly interesting to realize

that they also receive funds which come from oppo-

nents of GMO technology, such as Sevene Pharma,

commercializing homeopathic products which claim

to detoxify various toxic products [209] and more.

CRIIGENhas been createdwith the financial support

of the retailer Carrefour, which has also contributed

financially to certain studies of Séralini and his

group. Interestingly enough, Carrefour, the second

largest food distributor in the world, sells its own

brand of “GMO-free” products. . .Source: [210].

" The result of this discussion: it will be necessary to call

for new, Internet-based methods to create a more effi-

cient peer review system. A nucleus of such a system is

given in Ron LaPorte’s supercourse system http://www.

pitt.edu/∼super1/.
GM- and Non-GM Crop Differences Overestimated,

the “Genomic Misconception”

Early Phase of Risk Assessment In the wake of

molecular breeding, in particular with the first suc-

cesses of “gene splicing,” the safety debates started
soon after the discovery of the DNA structure by Wat-

son & Crick [211–213], followed by the Asilomar Con-

ference [214, 215] – see also some historical accounts

[7, 216, 217]. The fascination about the novelty of

transgenesis was justified, but also overwhelming, and

the many unforeseen scientific breakthroughs follow-

ing were unprecedented in the history of molecular

biology. Unfortunately, the enthusiasm also lashed

back in an overacting in risk assessment, when the

first GM crops went into production. The debate on

how GM crops should be regulated started very early

with an emerging divide between regulation in the USA

and Great Britain, including later the whole of Europe

[218, 219]. Some more traces of early disputes about

regulatory decisions in the USA and in Great Britain

can be seen in letters to Nature in 1992: [220, 221].

Some support tighter regulation including field bio-

safety assessments, others fear strangulation of biotech-

nology research. During the wake of the Cartagena

Biosafety Protocol most countries adopted (around

2003) the European way of risk analysis of genetic

engineering, emphasizing process-oriented regulation

and rejecting product-oriented regulation.

The seemingly absolute novelty of genetic engineer-

ing on the molecular level has been contested already in

the early days of molecular biology in the 1930s and

1950s with the discovery of cellular systems for genome

restructuring discovered with the classic papers of

McClintock [222, 223] and with later commentaries

of Fedoroff [224, 225], also summarized under “natural

genetic engineering” [226, 227].

Molecular Processes Similar in Natural Mutation and

Transgenesis Genetic engineering has been brought

into evolutionary perspective of natural mutation by

authorities such as Werner Arber: his view remains

scientifically uncontested that molecular processes in

transgenesis and natural mutation are basically similar

[228–232]. In a recent paper, Werner Arber [19]

reemphasized those similarities on a broader organis-

mal and evolutionary basis; the abstract reads:

" By comparing strategies of genetic alterations intro-

duced in genetic engineering with spontaneously

occurring genetic variation, we have come to conclude

that both processes depend on several distinct and

specific molecular mechanisms. These mechanisms can

http://www.pitt.edu/%7Esuper1/
http://www.pitt.edu/%7Esuper1/
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be attributed, with regard to their evolutionary impact,

to three different strategies of genetic variation. These

are local nucleotide sequence changes, intragenomic

rearrangement of DNA segments and the acquisition

of a foreign DNA segment by horizontal gene transfer.

Both the strategies followed in genetic engineering and

the amounts of DNA sequences thereby involved are

identical to, or at least very comparable with, those

involved in natural genetic variation.

Therefore, conjectural risks of genetic engineer-
ing must be of the same order as those for natural

biological evolution and for conventional breeding

methods. These risks are known to be quite low.

There is no scientific reason to assume special long-

term risks for GM crops.
For future agricultural developments, a road map is

designed that can be expected to lead, by a combination

of genetic engineering and conventional plant breed-

ing, to crops that can insure food security and elimi-

nate malnutrition and hunger for the entire human

population on our planet. Public-private partnerships

should be formed with the mission to reach the set

goals in the coming decades. “from [19].

The same claim is made with a more organismic

view by Hackett [233].

It is therefore no surprise that a natural transgene

species has been discovered in a widespread grass genus

[234]. An extensive overview on “natural transgenic

organisms” is given in the excellent blog of David

Tribe GMO pundit on natural transgenics: http://

gmopundit2.blogspot.com/2005/12/collected-links-to-

scientific.html.

Recent publications demonstrate that transgenesis,

for example, has less impact on the transcriptome of

the wheat grain than traditional breeding [235–237]

(more details see [44, 238]).

One should also take into account that many of the

conventional breeding methods such as colchicination

[239, 240] and radiation mutation breeding [241] can

be obviously more damaging to the genome, and it is,

in addition, not possible to clearly define what impact

the untargeted process could have caused. Or, on the

other hand, as [242] have demonstrated, that irradia-

tion-induced wheat – Aegilops biuncialis intergenomic

translocations will facilitate the successful introgression

of drought tolerance and other alien traits into bread
wheat. In their review, [243] criticized the biased state-

ments of [244, 245] who focus in an unjustifiedmanner

on transgenesis alone when describing unwelcome

mutations. Still, it has to be admitted that repair mech-

anisms on the DNA level are powerful [246–248]. It is

thus not logical that opposition within organic farming

toward genetic engineering is now expanding also to

some of those conventional breedingmethods, some go

even so far as to reject marker-assisted breeding –

symptomatic for the organic agriculture scene, this

trend is based on the myth of “intrinsic integrity of

the genome” [249, 250], for which term it is not pos-

sible to find a proper scientific definition, which inev-

itably should be based on comparisons [44]. The

addition of rejected breeding methods would ulti-

mately lead to an absurd situation where most of the

modern time traits would have to be rejected and

breeding would be forced to virtually start from

scratch.

Basically, many of the first-generation GM crops

should be today subject to a professional debate on

deregulation, and there is good and sturdy reason to

state that many of these GMcrops should not have been

treated in such a special way in the first place, they can

be compared in their risk potential to many crops

created with traditional methods.

" This should not be misunderstood as a plea for general

deregulation of GM crops, rather for a strictly science-

based, risk-based regulation and clearly for a shift from

process-based regulation toward product-based

regulation.

Dissent over Differences Between GM- and non-GM

Crops Causes Transatlantic Regulatory Divide This

actually includes a critical questioning about some basic

rules of the United Nations Convention on Biological

Diversity (CBD). Transgenic crops of the first-

generation should not have been generally subjected

to regulation purely based on the process of transgenesis

alone; rather it would have been wiser to have a close

look at the products in each case, as John Maddox

already proposed in 1992 in an editorial in Nature

[251]. This is also the view of Canadian regulators

[252–254], where the novelty of the crop is the primary

trigger for regulation. This transatlantic contrast has been

http://gmopundit2.blogspot.com/2005/12/collected-links-to-scientific.html
http://gmopundit2.blogspot.com/2005/12/collected-links-to-scientific.html
http://gmopundit2.blogspot.com/2005/12/collected-links-to-scientific.html
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commented by many [16, 218, 255–258], and although

for many years a solution and mediation seemed

to be too difficult, contrasts can be overcome:

In a letter to the executives of the Convention on

Biological Diversity (CBD), the Public Research and Reg-

ulation Initiative (PRRI) http://www.pubresreg.org/

index.php?option=com_docman&task=doc_download&

gid=490 is asking for a scientific discussion in order to

exempt a list of GM crops from the expensive regula-

tory process for approval, here is only the final

statement:

" Bearing in mind that the method of transformation

itself is neutral, i.e., that there are no risks related to

process of transformation, PRRI believes that there are

several types of LMOs and traits for which - on the basis

of the characteristics of the host plant, the functioning

of the inserted genes and experience with the resulting

GMO - it can be concluded that they are as safe as its

conventional counterpart with respect to potential

effects on the environment, taking also into

account human health.

Unfortunately, there was no substantial reaction

from the leading Cartagena organizers.

To be quite explicit once more, this does not mean

to exempt transgenesis from biosafety assessment as

a whole, but it should say that “several types of LMOs

and traits, where the inserted genes demonstrate in

large scale commercialization (of course after risk

assessment done in due course) can be deemed as safe

as conventional counterparts according to several years

of beneficial agricultural practice, should be exempt

under article 7.4 of the Cartagena Protocol for further

expensive and time-consuming risk assessment and

regulatory procedures. This motion has now officially

been repeated by PRRI (Public Research and Regula-

tion Initiative at the occasion of the COP10-MOP5

negotiations in Nagoya, Japan, see the interventions

on the website www.pubresreg.org with recent

additions.

In a recent paper, an indiscriminate continuation of

food biosafety research is questioned on the basis of all

the above arguments by Herman et al. [259] with good

reason:

" Compositional studies comparing transgenic crops

with non-transgenic crops are almost universally
required by governmental regulatory bodies to sup-

port the safety assessment of new transgenic crops.

Here we discuss the assumptions that led to this

requirement and lay out the theoretical and empiri-

cal evidence suggesting that such studies are no

more necessary for evaluating the safety of trans-

genic crops than they are for traditionally bred

crops.
Perspectives for Solutions, a Synthesis of Divergent

Views in 2.4

These new perspectives create hope that solutions can

be found. Even within the difficult and for GMOs

totally negative legal environment of the Cartagena

Protocol, there are some slim possibilities:

In a first phase some of the widespread transgenic

crops like transgenic maize with the Cry1Ab endotoxin

could be exempt from regulation. This is indeed possi-

ble according to art. 7.4 in the Cartagena Protocol.

In COP-MOP5 2010, in Japan (Fifth meeting of the

Conference of the Parties serving as the Meeting of the

Parties to the Cartagena Protocol on Biosafety (COP-

MOP 5), 11–15. 10. 2010 Nagoya, Japan http://bch.cbd.

int/protocol/meetings/) it should be possible, to amend

the protocol with the introduction of a dynamics which

allows to start the regulatory process with an initial

phase focusing on the process of transgenesis, first

following procedures proposed for nontarget insects

by [260, 261].

Indeed, in COP10-MOP5 in Nagoya October 2010,

PRRI www.pubresreg.org has made a request for the

exemption of widely adopted Bt maize crops of the

endotoxin type of Cry1Ab, see the press release for

the context (PRRI press release: http://www.

pubresreg.org/index.php?option=com_docman&task=

doc_download&gid=586), here the original text as read

at the plenary meeting in Nagoya: PRRI Statement on

exemptions MOP5: http://www.ask-force.org/web//

PRRI-MOP5/PRRI-MOP5-statement-Strategic-Plan-

delivered.pdf:

" Third, there is an underlying misperception that there

are demonstrated cases of adverse effects. This is incor-

rect. Over the last 15 years GM crops have been planted

over a billion hectares by tens of millions of farmers in

the developing and developed world. These crops

http://www.pubresreg.org/index.php?option=com_docmantask=doc_downloadgid=490
http://www.pubresreg.org/index.php?option=com_docmantask=doc_downloadgid=490
http://www.pubresreg.org/index.php?option=com_docmantask=doc_downloadgid=490
http://www.pubresreg.org
http://bch.cbd.int/protocol/meetings/
http://bch.cbd.int/protocol/meetings/
http://www.pubresreg.org
http://www.pubresreg.org/index.php?option=com_docmantask=doc_downloadgid=586
http://www.pubresreg.org/index.php?option=com_docmantask=doc_downloadgid=586
http://www.pubresreg.org/index.php?option=com_docmantask=doc_downloadgid=586
http://www.ask-force.org/web//PRRI-MOP5/PRRI-MOP5-statement-Strategic-Plan-delivered.pdf
http://www.ask-force.org/web//PRRI-MOP5/PRRI-MOP5-statement-Strategic-Plan-delivered.pdf
http://www.ask-force.org/web//PRRI-MOP5/PRRI-MOP5-statement-Strategic-Plan-delivered.pdf
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have been grown in numerous different environments,

and they have been consumed in billions of meals. The

substantial scientific evidence accumulated shows that

there are no verifiable reports of any adverse effect to

environment or human health.

The Strategic plan includes an indicator “Number
of reports to the BCH on the identification of LMOs or

specific traits that may have adverse effects”. Such an

indicator makes little sense, because it is never possible

to rule out that any organisms, LMO or non LMO, may

have adverse effects. What is crucial is the question

whether they are likely or unlikely to have adverse

effects, and PRRI proposes that the strategic plan

includes these two questions. PRRI is ready to submit

examples of categories of LMOs of which the risk

assessments and accumulated evidence indicate that

they are unlikely to have more adverse effects on bio-

diversity or human health than their non modified

counterparts, and that consequently those LMOs can

be exempted from the AIA procedure on basis of article

7.4 of the Protocol.
In future, it should also be possible to shift eventu-

ally the focus on the product, making it possible to

abbreviate the regulatory process wherever possible

and feasible. The ultimate goal of new regulatory con-

cepts should be to minimize obstacles for new and

urgent necessities in crop development, such as

Swaminathan and Raven are proposing [262, 263].

The author remains pessimistic, since the whole cum-

bersome process of legal changes in the Cartagena

Protocol is also systematically hindered by a strong

anti-GMO lobby, having made its way through the

institutions to higher and powerful positions within

the Cartagena administration quite successfully,

starting from MOP1 all the way up through MOP5,

thus influencing negatively all change of regulatory

appeasement and lowering regulatory costs. Unfortu-

nately, the recent overview of the European legislation

on GM crops does not generate much optimism

either: [264].

A second negative trend is triggered by a growing

community of risk assessment researchers, who have

a vested interest to keep the pot cooking, examples can

be downloaded at the website of GENOK www.genok.

com and also from the website of the Third World

Network http://www.twnside.org.sg/ with its intricate
mixture of activist statements and questionable and

peer-reviewed scientific contributions. Other similar

examples supporting this view can be downloaded

over the Freiburger Oekoinstitut http://www.oeko.de/

and on the website of ENSSER, European Network of

Scientists for Social and Environmental Responsibility

http://www.ensser.org/

A conceptual framework is proposed by IFPRI/ISNAR

in 2002, the International Service for National Agricul-

tural Research [265]; a careful evaluation of process-

based versus product-based triggers in regulatory

action can also lead to a merger of both seemingly so

contrasting concepts into a legalized decision-making

process on which trigger should be chosen in a case-by-

case strategy:

" Process-based triggers are the rule in almost all coun-

tries that have developed national biosafety regulatory

systems; there are exceptions, however, where the

novelty of the trait determines the extent of regulatory

oversight and not the process by which the trait was

introduced. While such a product-based approach to

defining the object of regulation is truest to the scien-

tific principle that biotechnology is not inherentlymore

risky than other technologies that have a long and

accepted history of application in agriculture and

food production, it is less prescriptive than process-

based regulatory systems.

Many of the debates on those two concepts suffer

from a lack of clear-cut definitions, it will be important

to have a close look at the Canadian regulatory system

and the definition of PNTs (Plants with Novel Traits).

In Canada, the trigger for risk assessment is the novelty

of the plant rather than themethods used to produce it.

The difficulties start there, where a clear definition of

PNTs is needed to come to a decision. It means that

plants produced using recombinant DNA techniques,

chemical mutagenesis, cell fusion, cisgenics, or any

other in vitro technique leading to a novel trait need

to undergo risk assessment in the Canadian system. No

wonder the Canadian definition of novel traits is rather

wordy, but remains broad minded:

" A plant variety/genotype possessing characteristics

that demonstrate neither familiarity nor substantial

equivalence to those present in a distinct, stable pop-

ulation of a cultivated seed in Canada and that have

http://www.genok.com
http://www.genok.com
http://www.twnside.org.sg/
http://www.oeko.de/
http://www.ensser.org/
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been intentionally selected, created or introduced into

a population of that species through a specific genetic

change.

Conclusions: There can be no doubt that product-

based regulatory approaches are truest to the scientific

principle that biotechnology is not inherently more

risky than other technologies that have a long and

accepted history of application in agriculture and

food production, it is also less prescriptive than

process-based systems, see for more details McLean

et al. [265].
The Costs and Lost Benefits of Overregulation

The Issue

The Cartagena Protocol on Biosafety (CPB) has now

been adopted by 157 parties http://www.cbd.int/bio-

safety/signinglist.shtml. It still builds on the principle

that GM crop plants might bare risks in contrast to the

conventional crops, objective of CPB: http://www.cbd.

int/biosafety/articles.shtml?a=cpb-01. The huge appa-

ratus on risk assessment based on this protocol is

building on the principle that the mechanism of

transgenicity is totally artificial and is not found in

nature. Modern molecular science insights have proven

the contrary, as shown in ASK-FORCE AF-9 [201] on

the molecular basis of transgenesis. This results in

maintaining the concept of an asymmetric risk assess-

ment of innovation of GM crops. The possible exemp-

tion of widespread GM crops in Art. 7.4 (Cartagena

Protocol on Biosafety, Article 7: http://www.cbd.int/

biosafety/articles.shtml?a=cpb-07) is not even consid-

ered officially up to now.
Summary

An excellent summary graph is given in [266] in

Fig. 10b: innovations active in the R&D pipeline were

growing at an increasing rate during the period before

1998, but declined after 1998. Apart from competition of

reasonably close nontransgenic substitutes, the authors

consider one regulatory reason to be the main culprit:

The halting of regulatory approvals in 1998 in Europe.

Although the authors consider the full extent of reasons

still to be conjectural, their data suggest that changes in

regulatory environment may have been a cause. In
a combination of high costs for lost implementation

and high costs for regulatory approvals, the present

state and operational experience has grown into

a major obstacle of modern crop breeding (Fig. 11).

" Commentary from Table 1 in [266]: The primary survey

combined records from scientific publications, field

trial records, and regulatory filings to identify 558 trans-

genic plants with quality improvements and determine

how far they had progressed through stages of R&D by

2004, including those that had only been published in

the scientific literature; those that had reached initial

field trials (defined as having completed 1–3 field tri-

als), mid-stage field trials (4–9 field trials) or advanced

field trials (>10); those that had entered regulatory

filings; and those that were commercialized. The sec-

ondary survey canvassed expectations of firms and

analysts about the likelihood and time frame for future

commercialization of transgenic product quality inno-

vations. Complete one-to-one correspondence

between individual observations of the two surveys

was not possible.

In a recent publication [267] document the same

dramatic negative trend for specialty GM crops is

demonstrated:
Costs and Lost Benefits Worldwide and Europe

An excellent summary graph is given in [266] in Fig. 6

above: innovations active in the R&D pipeline were

growing at an increasing rate during the period before

1998, but declined after 1998. Apart from competition

of reasonably close nontransgenic substitutes, the

authors consider one regulatory reason to be the

main culprit: The halting of regulatory approvals in

1998 in Europe. Although the authors consider the

full extent of reasons still to be conjectural, their data

suggest that changes in regulatory environment may

have been a cause.

The full extent of the GM crop development pipe-

line can be evaluated in websites like the Information

Systems for Biotechnology alone from the USA, there

are (October 23, 2009) 14,204 notifications with 1,586

full field release permits registered in this Database,

ISB: Information Systems of Biotechnology: Field Test

Releases in the US: http://www.isb.vt.edu/cfdocs/

fieldtests1.cfm

http://www.cbd.int/biosafety/signinglist.shtml
http://www.cbd.int/biosafety/signinglist.shtml
http://www.cbd.int/biosafety/articles.shtml?a=cpb-01
http://www.cbd.int/biosafety/articles.shtml?a=cpb-01
http://www.cbd.int/biosafety/articles.shtml?a=cpb-07
http://www.cbd.int/biosafety/articles.shtml?a=cpb-07
http://www.isb.vt.edu/cfdocs/fieldtests1.cfm
http://www.isb.vt.edu/cfdocs/fieldtests1.cfm
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GM Crop Risk Debate, Science and Socioeconomics. Figure 10

Innovation in Ag-Biotech. (a) Location and sector of organizations conducting R&D for the 558 transgenic product

quality innovations identified. Private sector consists of corporate and privately held firms. Public sector consists of

government research laboratories, universities, and nonprofit research institutes. (b) Annual entry, exit, and the numbers

of innovations active in the R&D pipeline were calculated from observations of the 558 innovations tracked in the primary

survey. The number of active innovations stopped growing in 1998, after which those new innovations that entered were

more likely to be published and less likely to move toward commercialization. Figure 1 from [266]
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Overall, the present day regulatory regime detains

public research in molecular breeding considerably due

to enormously high regulation costs.More information

about this effect on the development of GM trees is in

Strauss and McLean [268, 269]; the abstract reads:
" Against the Cartagena Protocol and widespread scien-
tific support for a case-by-case approach to regulation,

the Convention on Biological Diversity has become

a platform for imposing broad restrictions on research

and development of all types of transgenic trees.

Some comprehensive tables on the massive costs of

regulation of the major commodity crops are given by

Kalaitzandonakes [270]. The compliance costs for her-

bicide tolerant maize alone have been calculated based

on the events in 2006 for the USA. They amount to US

$6,180,000–14,510,000 – a sum most likely to be pro-

hibitive for any trait developed by a public institution.
Another case is reported by Piero Morandini from

Italy. A scientific assessment on a field trial on Bt maize

is delayed in publication by the Italian Government,

although (or because?) it yields very positive results

[271, 272].

" The grain yield data (tons/ha, GM crop vs. their con-

ventional counterparts) were rather spectacular: 15.9

vs. 11.1 and 14.1 vs. 11.0, translating into a 43 and 28%

yield increases for the P67 and Elgina, respectively.

These data have already been released by the INRAN

(National Institute for Research on Food and Nutrition,

a research institution funded and run by the govern-

ment) in 2006, albeit without the emphasis they

deserved.

The delay in properly communicating these data
can be considered as a very costly omission. In fact,

taking into account the total area of maize cultivation

in Italy together with yield differences, maize prices
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Field trials and regulatory approvals. (a) Using the UNU-MERIT database, field trials conducted in 24 developed

countries between 2003 and 2008 were separated on the basis of commodity, forest tree, or specialty crop. From this,

the specialty crops were further subdivided based on the country in which the field trial was conducted. (b) The numbers

of field trial permits acknowledged or issued in the USA are plotted by year for commodity crops and specialty crops.

(c) The 84 unique transgenic events that have been granted regulatory approval by one or more countries are plotted by

year of approval. If the year of approval varied among countries, the first year of regulatory approval granted by any

agency for a given event was used. From [267]
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and pest pressure, these data translate into

a forfeited value of between roughly € 300 million

and € 1 billion a year because Italian farmers are

not allowed to plant Bt maize.
A summary of the Lombardia maize case has also

been published in Nature Biotechnology [273]. Unfor-

tunately, the original research report is still not

published, it is “resting” in an Italian government

drawer. . .

The present day regulatory “cropping apartheid” of

high tech farming versus organic farming, large-scale

farming against smallholders seriously hampers the

development of GM crops, which could foster a more

ecological production [44, 274] [275] and [276] – in

short, Gene Peace instead of Greenpeace.
Costs and Lost Benefits in Developing Countries

Even more drastically, in the developing world, there is

regulatory legislation in place hindering the develop-

ment of transgenic crop breeding for the benefit of the

poor, Driessen, Herring, Paarlberg [277–280].

Doubling agricultural research investment per se

(no regulatory costs included in the calculation),

would reduce poverty in Sub-Saharan Africa by 9%

according to Alene & Coulibaly [281]. But these pros-

pects are seriously hindered and as a result are practi-

cally nullified by the exorbitantly high regulatory costs

during the implementation phase. Moreover, GM-free

private standards set up by food companies and dis-

tributors in developed countries have influenced bio-

safety policymaking in developing countries: Gruère

and Sengupta [282] found 29 cases where private

importers have affected policy decisions in numerous

countries due to irrational fear of export losses.

This is based on two generally misleading premises:

(1) Europe or Japan represents the only market for

exports, and (2) non-GM segregation is too costly. It is

amazing to realize, that many of the cases rely on

unpublicized lobbying activities, and because of the

lack of comprehensive evidence, many cases do not

provide straightforward evidence of causality links

between importers or traders and policy decisions.

There is evidence that development of GM crops in

Africa is mainly based on public research, and that the

private sector only reluctantly invests in projects for
developing countries, although the situation is getting

better in the last few years [283, 284].

A blatant case of eco-imperialism is reported from

Zambia by Andrew Apel in GMobelus: http://www.

gmobelus.com/news.php?viewStory=234, where the

Norwegian Government has partly sponsored

a $400,000 laboratory, for which GENOK has contrib-

uted equipment and training, thus guaranteeing

a research policy hostile to GM crops, in accordance

with the official policy of the Zambian government,

that characterizes GM crops as poisonous. The Norwe-

gian GENOK is a well known anti-biotech NGO, with

a very negative attitude toward GM crops, not shying

away from spreading myths on allergy caused by pollen

of transgenic maize in the Philippines; This is

documented in the controversy between GENOK and

Rick Roush: http://www.botanischergarten.ch/Allergy/

Traavik-Roush-Philippines-controversy-2004.pdf, also

supported in favor of Genok without a shred of evi-

dence by John Vidal from the Guardian: http://www.

guardian.co.uk/science/2004/feb/27/gm.science. Typi-

cally enough, the laboratory’s priority will be to detect

and search for genetically modified seeds and crops.

Former Zambian researcher Ed. Rybicki, nowworking in

Cape Town, said “that the lab would better serve Zambia

and the whole region by looking at genuine threats,

studying local biodiversity and even making transgenic

crops themselves”, as reported by SciDev Net http://

www.scidev.net/en/news/zambia-s-molecular-biology-

lab-fully-functioning-a.html?utm_source=link&utm_

medium=rss&utm_campaign=en_news. Indeed, it is

rather ironical that many of the biosafety educational

efforts undertaken by organizations, highly critical to

transgenesis, are turned into the “contrary”: the bio-

technological methods introduced in those countries

are now also used for research and development of GM

crops. A comprehensive report on agricultural biotech-

nology by Alhassan [285] demonstrates that high reg-

ulatory hurdles would hinder a reasonable

development of modern agriculture in Africa.

Gruère and Smale [286, 287] report in a carefully

calculated assessment that if rice cultures in India,

Bangladesh, Indonesia, and the Philippines would be

based on present day GM traits, the benefits amount to

US$4,331 million. For the USA, an earlier assessment

calculates similar sums of benefits related to the intro-

duction of biotechnology in agriculture [288].

http://www.gmobelus.com/news.php?viewStory=234
http://www.gmobelus.com/news.php?viewStory=234
http://www.botanischergarten.ch/Allergy/Traavik-Roush-Philippines-controversy-2004.pdf
http://www.botanischergarten.ch/Allergy/Traavik-Roush-Philippines-controversy-2004.pdf
http://www.guardian.co.uk/science/2004/feb/27/gm.science
http://www.guardian.co.uk/science/2004/feb/27/gm.science
http://www.scidev.net/en/news/zambia-s-molecular-biology-lab-fully-functioning-a.html?utm_source=linkutm_medium=rssutm_campaign=en_news
http://www.scidev.net/en/news/zambia-s-molecular-biology-lab-fully-functioning-a.html?utm_source=linkutm_medium=rssutm_campaign=en_news
http://www.scidev.net/en/news/zambia-s-molecular-biology-lab-fully-functioning-a.html?utm_source=linkutm_medium=rssutm_campaign=en_news
http://www.scidev.net/en/news/zambia-s-molecular-biology-lab-fully-functioning-a.html?utm_source=linkutm_medium=rssutm_campaign=en_news


946 GM Crop Risk Debate, Science and Socioeconomics
There has been much more written about regula-

tory costs and their negative follow-ups. Here only

a small selection of important papers [130, 261,

289–294] is given.
The Golden Rice Development Hampered Through

Overregulation. Biofortification as an Ideal

Sustainable Way of Foreign Aid in Agriculture

In the case of the Golden Rice this tedious and costly

regulation forced upon the regulatory authorities by

the CBD solely based on the process of transgenesis has

serious ethical consequences as documented in http://

www.agbioworld.org/biotech-info/topics/goldenrice/

index.html and in [270, 295]. A delay of the introduc-

tion of the biofortified rice is directly causing each year

hundreds of thousands of children to die or to go blind

due to severe vitamin A deficiency. Unreasonable and

unscientific regulatory obstacles cause massive delay in

approvals, especially in developing countries of S.E.

Asia [296–311]. The initiator of the Golden Rice Ingo

Potrykus project complains bitterly about the

unjustified delays due to overregulation in a Nature

article: [312].

Specifically related to the developing world, we

should refrain from the old myths that international

corporate companies are dominating the field – on the

contrary Public Research is responsible for 85% of crop

developments, 7% private local companies, and only

1%multinational companies according to figures from

Cohen [284], supported by FAO statistics [313]. The

myth that patenting rules are seriously hampering the

spread of helpful biotech crops in poor countries has

been seriously contested [314–316].

As an example, the Golden Rice project will result in

biofortified rice traits, which will be distributed to the

farmers free of royalties. The Asian farmers will also be

able to multiply seeds without paying royalties. The

homepage of the project is the main information

source http://goldenrice.org/. More about the subject

can be found in the important and comprehensive

Handbook of Intellectual Property Rights of Krattiger

et al. 2007 [317], and more: [318–321].

Biofortification programs are prone to get

the highest index numbers in the evaluation system

for foreign aid programs of Lempert [322]. Bioforti-

fication of indigenous landraces by systematically
crossing-in the valuable and royalty free traits

to enhance the nutritional value is certainly one of

the best ways to sustainably help indigenous people

suffering from any kind of malnutrition. In all cases

known, the technology transfer is royalty free, secured

by contracts.

Use of an indicator to assess the quality and success

of developing aid projects defined by [322] reveals that

most of the major NGO and UN actors in the field of

development are actually providing relief rather than

development and are creating dependency by treating

symptoms rather than long-term solutions. The indi-

cator points to the specific areas where they need to

improve in order to fulfill sustainability criteria

including tests of whether aid distorts financial mar-

kets and business competition, erodes appropriate

government functions, and reverses colonial institu-

tions and ideologies that interfere with sustainable

consumption within a resource base.

Estimates in costs for vitamin A capsules are clearly

incompatible with the living standard in developing

countries; a major distribution campaign would result

in millions of dollars. Neidecker-Gonzales [323] pro-

duced in their study the following figures:

" Total costs are lowest (roughly US$0.50 per capsule) in

Africa, where wages and incomes are lowest, US$1 in

developing countries in Asia, and US$1.50 in Latin

America. Overall, this study derives a much higher

global estimate of costs of around US$1 per capsule.

A bibliography of publications of the Golden Rice

and Biofortification demonstrates the importance of

this field of research; out of a general bibliography of

1,640 references a list of over 200 important papers is

assembled: http://www.botanischergarten.ch/Golden-

Rice/Bibliography-Golden-Rice-WOS-KA-20091008-

links-abstracts.pdf.

It should be mentioned that biofortification strate-

gies are also proposed for feed [324]. Straw from

harvested crops can be adapted to higher feeding

straw quality for cattle.

Conclusions drawn by Ingo Potrykus [325], the

creator of the Golden Rice:

" The huge potential of plant biotechnology to

produce more, and more nutritive, food for the poor

will be lost, if GMO-regulation is not changed from

http://www.agbioworld.org/biotech-info/topics/goldenrice/index.html
http://www.agbioworld.org/biotech-info/topics/goldenrice/index.html
http://www.agbioworld.org/biotech-info/topics/goldenrice/index.html
http://goldenrice.org/
http://www.botanischergarten.ch/Golden-Rice/Bibliography-Golden-Rice-WOS-KA-20091008-links-abstracts.pdf
http://www.botanischergarten.ch/Golden-Rice/Bibliography-Golden-Rice-WOS-KA-20091008-links-abstracts.pdf
http://www.botanischergarten.ch/Golden-Rice/Bibliography-Golden-Rice-WOS-KA-20091008-links-abstracts.pdf
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being driven by “extreme precaution” principles to

being driven by “science-based” principles.

Changing societal attitudes, including the regulatory
processes involved, is extremely important if we are to

save biotechnology, in its broadest applications, for the

poor, so that public institutions in developing as well as

industrialized countries, can harness its power for good.
As a whole, the new, well-documented review paper

of Adenle [326] delivers overwhelming evidence that

GM crops are urgently needed in the developing world:

" The world needs fast and reliable solutions to fast

growing population and the problems of hunger, mal-

nutrition, ravaging diseases, poverty and global

warming crisis. One of ideal technological innovations

such as GM technology can be part of solutions to

these problems. It is imperative to understand that

GM technology cannot establish its ground if continu-

ously faced with the baggage of constraints as

discussed above. Moreover, it is not surprising to

gather from a variety of literatures that most develop-

ing countries lack capacity building and still struggling

with the establishment of biosafety system that can

facilitate GM field trials and commercial release of GM

products. Some of the challenges associated with the

development of modern biotechnology still boil down

to the fact that individual country government and

international organisations have not clearly identified

a coherent strategy and enabling policy instrument to

deal with the problems. While some progress have

been made on GM technology in terms of research

and development, capacity building, and biosafety reg-

ulation in developed countries and a few developing

countries, concerted effort is still needed to make it an

accessible technology for every country. [326]

The Dispute Between Scientists and Opponents

Today

The Role of Some Activist NGOs in the Debate

There is a continuous need for dialogue with regula-

tors, the public, and specifically consumers, since the

new technology emerging from modern life science is

affecting all aspects of human life, including food,

reproduction, etc. We do have an unfortunate trend

toward irrational and antiscience argumentation in the
GM crop dispute as clearly diagnosed by [327] in his

book “The March of Unreason”), see also [328, 329].

This said, we should not create misunderstandings.

There is no room for appeasement politics today when

it comes to the activist NGOs like Greenpeace and

Friends of the Earth, or websites like the Institute of

Science in Society (I-SIS) and GM-Watch. Those pro-

fessional organizations have proven repetitiously not to

be interested in peer-reviewed science in a debate on

the science and the sociocultural issues. They rather

rely on unconfirmed reports in order to follow their

own ideological and commercial interests. Any rational

discourse with such organizations would be very wel-

come, but needs to be based on the latest peer-reviewed

science. Their usual tactics is to appeal on fear. A good

example from Greenpeace has been described on the

EFB forum website http://www.efb-central.org/index.

php/forums/viewthread/13/ about baseless accusations

that 1,600 sheep have died from feeding Bt cotton

leaves. A critique on the distorted picture on Indian

cotton cultivation by NGOs is given by Herring [330]

with lots of figures, facts, and extensive documentation.

Another blatant example of junk science has

been launched recently by Greenpeace on You Tube

“Genetic engineering: The world’s greatest scam?”

http://www.youtube.com/watch?v=1H9WZGKQeYg

full of misinformation and hatred against multina-

tional seed companies.

We are also confronted with violence – activities

clearly documented and justifiably named and pursued

as terrorism [331]. Also, in Europe, there are regularly

occurring field destructions [332], which hamper seri-

ously biosafety research – what an irony! Eco-terrorism

is not confined to Europe, problems of such kind are

very real also in the USA [333]:

According to the Federal Bureau of Investigation

(FBI), the Earth Liberation Front, together with its

sister organization, the Animal Liberation Front

(ALF) has committed from 1997 to 2003 more than

600 criminal acts that have resulted in more than $43

million in damages. Moreover, attacks have been per-

petrated in virtually every region of the USA against

a wide variety of targets.

Recently, Greenpeace destroyed government field

research in Australia [334] and defended the act of

eco-terrorism with very thin arguments – and

promptly lost lots of supporters and sympathy: Even

http://www.efb-central.org/index.php/forums/viewthread/13/
http://www.efb-central.org/index.php/forums/viewthread/13/
http://www.youtube.com/watch?v=1H9WZGKQeYg
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some old friends and supporters of Greenpeace (but

not all) distanced themselves from the action: [335].

A list of field destruction actions in Europe has been

compiled by Marcel Kuntz [336]. This list, far from

being complete, demonstrates that activists have lost

their moral compass in recent years: [337, 338].

One of the best rebuttals of cheap anti-GMO pro-

paganda coming in attractive book editions, widely

distributed in international events by the author Jeffrey

Smith [339, 340] has been published on the Internet by

Bruce Chassy http://academicsreview.org/reviewed-

content/genetic-roulette/. It is actually a scientific com-

ment, section-by-section, based on the best available

peer-reviewed literature.

More chagrin emerges from the mounting pressure

fromwithin the academia, where, for instance, German

university leaders in Giessen ordered to cease field

research on GM crops which is unwelcome in the eyes

of the extremists, [341] and there are serious com-

plaints about the difficult atmosphere for biotech

researchers in Germany [4].

Another symptomatic row is presently taking place

in India, related to the approval of Bt brinjal, where

activists are in a desperate attempt to stop the regula-

tory approval of Bt brinjal with outrageous and

completely unfounded rumors like “GM brinjal will

render the soil sterile,” But contradictions have been

posted as well: the most recent and comprehensive

summary report published by Kameswara Rao [342],

which is a review of massive evidence for the safety of Bt

Brinjal and the detrimental heavy use of pesticides for

the production of conventional Brinjal. It is ironic that

one of the main arguments for proponents of the Bt

Brinjal moratorium in India is now seriously

questioned. There was the seemingly clear evidence

on a crop biodiversity center for Brinjal in India,

which called for extra protection of indigenous

genomes. But recent extensive genomic analysis has

clearly demonstrated that Brinjal is originating in

Africa [343].

As an exemplary dispute, you can also follow the

exchange of letters between the Public Research and

Regulation Initiative (PRRI) and Friends of the Earth

(FoE) [344]. Some of those anti-GMO activist groups

get hefty funding from governments in the EU, as

documented accurately by Andrew Apel and his

GMobelus website: Europe’s massive funding of
world-wide activism. Compare also his recent article

on the same subject, focusing on global aspects: [345].

The current set of arguments of GM crop oppo-

nents is often a mix of anti-American, antiglobal, post-

modern, and even antiscience notions, [346], a strategy

which has now been taken over very successfully by

NGOs like Greenpeace and Friends of the Earth as

global actors. These leading protest forces have helped,

particularly in Europe, to build up a postmodern neg-

ative picture of biotechnology as a whole [347]. In this

light, it is easy to act as “opinion leaders” with pseu-

doscientific arguments. The feedback mechanisms

through the media and a network of citations of all

the flawed stories make it possible for the global oppo-

nents to maintain confirmation of negation mecha-

nisms. We are in a situation where the opponents

already try to claim victory, penetrate highest political

levels in governments and international organizations

like the United Nations, some produce strikingly

flawed reports on GM crops.

An analytical article about media and NGO activi-

ties in New Zealand has been published by Motion and

Weaver [348]: by attracting media attention through

dramatic protests, Greenpeace risks to jeopardize its

reputation. The abstract reads:
are likened to a contest in which various organizations

attempt to promote and circulate their version of

events; however, this is particularly difficult when

attempting to circulate less established, unpopular or

critical knowledge. Although complying with, and

managing, news values is an important starting point,

the need to move beyond news values to consider the

commercial values and realities of media organizations

is highlighted. In this paper, a case study is undertaken

of the Greenpeace media relations in New Zealand

when a proposed controversial expiry of

a moratorium to release genetically modified organ-

isms into the environment. The predicament for

Greenpeace is that in attracting media attention

through dramatic protests it risks jeopardizing its rep-

utation as a credible news source that can influence the

framing of news stories. Insights are offered into the

need for organizations to understand and manage

the story or knowledge to be circulated and comply

with contradictory news values.

http://academicsreview.org/reviewed-content/genetic-roulette/
http://academicsreview.org/reviewed-content/genetic-roulette/
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Related to this paragraph on NGOs, it is necessary to

write a word on the press: Newspapers and other media

usually are mirroring what is important in the public

debate, and the NGOs are clever in manipulating both

the public and the press, after all, it is easy to provoke

with fear and scaremongering, and the majority of

journalists of all calibers are also committed to their

own product, position, and its commercial situation.

A classic example is the coming and going of the

Frankenfood Myth, see Fig. 3 and http://en.wikipedia.

org/wiki/The_Frankenfood_Myth. Interestingly enough,

this myth had its sharp peak in the press statistics

around 1998 (see Fig. 3) and since then it has vanished

from the headlines [104] as a major buzz word.

Those mechanisms have been precisely described by

Burke for the situation in Great Britain some years ago

[349]. But it is also clear that in the last 5 years

more balanced voices appeared in the press, although

there is no room to extend this topic here, just one

recent example from the London Financial Times may

suffice [350].
The GM Crop Battle, the Dispute Among Scientists,

the Use of Strong Language

First, let us not forget some words of Antony Shelton

[291], the most important words can translate into

a slogan: “Quality of science must back up personal

opinions,” the abstract reads:

" In agricultural biotechnology there are roles and

responsibilities of scientists, scientific journals, the pub-

lic media, public agencies, and those who oppose or

advocate a specific technology and serious conse-

quences for science in general when those roles and

responsibilities go awry. Scientists may feel the pres-

sure of competition, especially in an academic setting.

Personal views may continue to decide which issues

one will work on, but the quality of science must back

up those personal opinions. Common sense tells us

that scientific inquiry and the publication and

reporting of results to the scientific community and

general population should be performed with high

standards of ethical behavior, regardless of one’s per-

sonal perspective on agricultural biotechnology.

One of the arising problems is that there has been

recently a tendency to mollify peer review for the sake
of politically correct so-called critical views of genetic

modification of crops, with some blatant examples

of flawed pseudocritical papers having passed for

publication in highly respected scientific journals –

a few examples have been commented by [351].

Some of those papers just passed due to flawed peer

review, others passed despite rejection by some peer

scientists, obviously for the sake of public debate (and

for the promotion of the journal), see as an example

the rather thin justifications of the editor in chief of

Lancet Richard Horton to go ahead with the publica-

tion of Pusztai’s rat experiments [352–356]. For more

details about this controversy, see in ASK-FORCE on

Pusztai [357], it is an anatomy of the case in 46 pages

on the Pusztai affair, which had a big influence on the

regulatory climate on GM crops in Great Britain and

the world.

It is only between 2005 and 2011 that a certain

fatigue of new negative arguments against GM crops

is developing, and it is interesting to note that oppo-

nents, lacking real negative health and environmental

effects, now shift their emphasis on negative arguments

in socioeconomics. There are hardly any new issues in

food safety and environmental impact to be dealt with

in the last few years. This might also be the reason why

in a desperate routine of repetitious “negative,” GM

crop stories get into journals, often also on rehashed

events which have been clearly rebutted scientifically

many years before. Those “news stories” often pass

uncontested and get printed in “news” media due to

a mix of short memory effects of uninformed editors

and readers of all kind, or worse, they are purposefully

repeated by activists counting on short memory of

press and public.

A strange effect should also be mentioned that

scientists, who defend good science in biosafety

research, sometimes get blamed because they use

straightforward language when criticizing flawed

papers. A paper on such debates has been published

by Nature [177], see the comments in a contribution of

ASK-FORCE [178] on a paper on aquatic organisms

supposedly harmed by Bt toxins of GM maize by Rosi-

Marshall [191] and [192]. There are several controver-

sial hints in this Nature story put forward by science

journalist Emily Waltz, who is neither specialized nor

experienced in the hot scientific regulatory debate on

GM crops, suggesting that to criticize flawed papers

http://en.wikipedia.org/wiki/The_Frankenfood_Myth
http://en.wikipedia.org/wiki/The_Frankenfood_Myth
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with “strong language” is detrimental to the progress of

scientific research. This statement was supported by

interviewed writers such as Ignazio Chapela (famous

for starting the controversy of the Mexican gene flow of

transgenic maize with a letter to Nature [358], which

later turned out containing insufficient evidence for

publication [359], see the latest summary in [360].

Another interview Waltz conducted in the cited Nature

piece with David Schubert, who tries as a pharmacist to

give advice in biosafety rules of GM food, and with his

strong anti-corporate mood publishes fraud accusa-

tions against pro-GMO scientists [361]. Both inter-

viewees Chapela and Schubert defend independent

scientific whistle blowing, but themselves they have a

proven negative agenda about GM crops, see more

controversy papers: [295, 362, 363]. In the meanwhile,

several letters to the editor of Nature have been written

commenting the feature of Emily Waltz in Nature, they

are all cited in [178], the majority is not supporting her

thesis.

Incidentally: Strong language has been used before

in the history of science, remember some really bitter

and hefty disputes about the history of discovery of the

double helix structure of DNA between Watson and

Crick [216], who later made their peace again.

Other numerous examples of a fight out in the open

are documented about evolution when Darwin pro-

posed his revolutionary ideas. Two citations of strong

language may suffice: in a debate on natural selection

[364] writes on a dispute with William Bateson:

" By these admission almost the last shred of that teleo-

logical fustian with which Victorian philosophy loved

to clothe the theory of evolution is destroyed. Those

who would proclaim that whatever is right will be wise

henceforth to base this faith frankly on the impregna-

ble rock of superstition and to abstain from direct

appeals to natural fact.

Another clear example of sharp and relentless sci-

entific controversy on evolutionary biology with strong

language has been described in detail by Strick [365],

among the numerous juicy examples:

" His [Bastian’s] tone was sharp in response to Huxley’s

public accusations that his technique was sloppy (a

much more high-powered attack than Huxley ever

adopted in private when attempting to correct young
scientists). Huxley replied with an equally sharp tone,

now saying sweepingly that “what Bastian got out of

his tubes was exactly what he put into them,” i.e.

contaminants.

And one last word about strong language: The word

“abuse” has been printed by Nature in the Battlefield

paper [177] very prominently in the subtitle, when

attacking a group of authors including me who criticize

flawed papers in the GM crop debate with blunt, but

still polite words – what an irony! – And to be quite

clear, no complaints from my side. . . .

Negative Effects of Modern Breeding Methods in

Food and Environmental Safety do (or Should) not

Pass Strict Scientific Procedure Rules and Peer

Review or They Are Based on an Unscientific

Focusing on Transgenesis Instead on Management

Mistakes

If researchers would follow strict procedural rules, the

world of scientific biosafety debate would be far less

complex, here are a few papers standing for such in fact

uncontestable rules: [168, 260, 261, 267, 312, 366–369].

It is a fact that for some years basically no new arguments

against agricultural biotechnology (in particular clearly

related to transgenesis) on an agronomic base can be put

forward for the most widespread crops, which have run

throughmultiple regulatory processes inmany countries.

This does not mean that transgenic crops are

completely free of problems, but, in fact, it is that in

comparison with conventional crop problems these are

minor and manageable in a more efficient way. One of

the basic mistakes of GM crop criticism is the unilateral

focus on the risks of transgenes inserted, instead of

comparing, in a fair and scientific (holistic!) way, with

conventional cropping [370].

Still, a growing number of herbicide tolerant weeds

are emerging: [371–374]. Powels [375] rightly points to

the monotonous fields of glyphosate-resistant soybean

landscapes, where the herbicide-tolerant weeds emerge

more rapidly:

" Indeed, in spite of longterm use, the evolution of

glyphosate-resistant weed populations in non-GRC,

burndown systems has been very limited. Thus, func-

tionally competent gene traits endowing glyphosate

resistance are relatively rare and not easily enriched in
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plant populations [376], [377]. This is why glyphosate is

a remarkably robust herbicide from a resistance avoid-

ance viewpoint. However, as reviewed above, it is clear

that, where there is very intense glyphosate selection

without diversity, glyphosate resistant weed

populations will evolve. In particular, the evolution of

glyphosate-resistant weed populations is a looming

threat in areas where transgenic glyphosate-resistant

crops dominate the landscape and in which glyphosate

selection is intense and without diversity. [375]

But it is also a fact that the emergence of glypho-

sate-resistant weeds is happening on a much slower

pace than that of conventional herbicides [378].

Some critical science journalists question the strat-

egies and behavior of the global opposition players. In

a kind of last bid, questionable reviews are published,

either containing lots of negative assumptions [379] or

wrong toxico-analytical concepts resulting in an exag-

gerated risk assessment for nontarget insects as the

lacewings as promoted by Hilbeck et al. [380–382]

and contradicted clearly in Romeis [383]. Other exam-

ples of questionable eco-toxicological conclusions have

been drawn by producing or reviewing flawed data or

statistics, or drawing questionable conclusions, see the

debate on Ermakova’s flawed rat experiments: [384],

more details in a contribution to the ASK-FORCE

[385]. Typical other examples recognizable on filtered

citation lists are Dona et al. and Séralini et al. [199,

386]. Séralini conducted his experiments in disrespect

of the internationally approved rules of biosafety exper-

iments established by the OECD [387, 388] and also

avoided the citation of certain contradicting peer-

reviewed references. Many of those papers have been

or will be treated in ASK-FORCE [389], where you can

read about new or recently updated ASK-FORCE con-

tributions, for more details see section ASK-FORCE

Organization and Related Websites.

It also must be said (remember Saner’s statements

at the beginning of this section) that vested interests

can be spotted with some biosafety researchers, who are

in need of research grants and thus paint a negative

picture on biosafety; they symptomatically have diffi-

culties to distinguish between the “nice-to knows” and

the “need-to knows.” Example: see the ASK-FORCE

contribution [178] on the publication of [13], a paper

which is flawed in several ways. It has been completely
rebutted by Shelton et al. [14], the questions asked in

the Lovei paper are irrelevant for Bt maize cultivation,

since the Bt-toxin-technology is overwhelmingly ben-

eficial for majority of nontarget insects [390–394]. One

of the major flaws of the Lovei paper is that they used

low quality prey for their laboratory feeding studies.

A thorough analysis of risk assessment research has

been recently published by Raybould [261]: We need

to carefully distinguish between basic ecological

research and purposeful and targeted risk assessment

research which concentrates on the real agronomic

risks and needs [395, 396].

The question and negative answer given in the letter

of the Public Research and Regulation Initiative (PRRI)

to the Secretariat of CBD [397] is fully justified, and

PRRI stands ready to expand on the points made in this

letter.
effects?

No. Since the first application of genetic modifica-
tion in the 80s, many thousands of field trials have been

conducted with GM organisms (to date mostly plants),

and since 1996 many hundreds of millions of hectares

have been planted with GM crops by many millions of

farmers and consumed by hundreds of millions of

consumers in developed and developing countries,

without any verifiable reports of adverse effects on

the environment or human or animal health.

In fact, taking a broader look, experience with

those GM crops has shown environmental and socio-

economic benefits in terms of increases in yield, signif-

icant reductions in use of pesticides, fossil fuels and soil

erosion, less mycotoxins in grains, as well as increased

farmers health and income.
Final remarks: Coming back to the first statement

of Saner [120] given under General Views on the Dia-

logue Related to Regulation of GM Crops, value-laden

scientific activity cannot be avoided, but minimized – if

you refrain to work with flawed data, with filtered

citation lists, and with reviews pontificating on nega-

tive assumptions. The only remedy is to work with

high-quality data produced in a methodologically

transparent way following international agreement.

It is appropriate to end this rather pessimistic

section with a positive note, not free of irony:
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As Gupta [398] recently stated, there is hope that the

introduction of strict biosafety rules in the Cartagena

Protocol, originally aiming at a slowing down or even

at stopping the transboundary movement (and indi-

rectly development) of GM crops, now seems to turn

into its contrary:

" Through analyzing the dynamics of GMO-related infor-

mation disclosure to the global Biosafety Clearing

House (BCH), I argue that the originally intended nor-

mative and procedural aims of disclosure in this case to

facilitate a GMO-importing country’s right to know and

right to choose prior to trade in GMOs are not yet being

realized, partly because the burden of BCH disclosure

currently rests, ironically, on importing countries. As

a result, BCH disclosure may even have market-

facilitating rather than originally intended market-

regulating effects with regard to GMO trade, turning

on its head the intended aims of governance by

disclosure.
Debate Improvements: What can we do to

Enhance the Situation?

Foremost, it is important to shift from pro-reactive to

proactive mode. This does not automatically mean to

filter away negative views on GM crops and to organize

a eulogy on the benefits, the pro-active mode should

actually engage a new mode of debate, which is more

discursive, more structured and definitely concentrates

on a solution-oriented decision-making process. It is

time for action – as far as a strict scientific view is

allowing this. There are several websites working hard

on sorting out the strictly science-oriented messages in

biotechnology, as mentioned below. We should not, as

it often happens, in our struggle against the negative

pseudo facts focus on the risk alone and thus trap

ourselves in a negativistic perspective.

Rather we should address in a balanced way the

obvious (or lost) benefits as well. But this alone will

not provoke a turnaround. This shift must be embed-

ded in a discourse with concerned people and organi-

zations and it must clearly oppose untruthful strategies

of the global protest corporations and thus also refrain

from using the same countertactics. One of the appro-

priate organizations for this activity will be the two

platforms: (1) Public Research and Regulation
Initiative PRRI www.pubresreg.org run by public

researchers and (2) also the European Federation of

Biotechnology http://www.efb-central.org/, so that

public science will get a more important place in the

international regulatory debate (but also where private

seed companies are not fundamentally battled in

a naı̈ve neo-Marxist scheme). In many meetings strictly

based on science and organized by PRRI, both plat-

forms are well received. The project outline can be

described as follows:

ASK-FORCE Organization and Related Websites

There is a flood of papers which cast doubt on the GM

crops already regulated in many countries. Most (if not

all) of these papers are written in a bad quality, either

with flawed methodologies not internationally agreed

upon, or with conclusions which are not supported by

the data [13], rebutted by [14], details see in [178].

There are also many reviews published in a scientific

style, but unfortunately either with a strongly biased set

of references or with unsupported assumptions and

doubtful conclusions – contradicted by peer-reviewed

publications often not cited. In some cases, the flaws

are more hidden: Experimental data are achieved on

clearly theoretical schemes, working with outdated Bt

maize and nontarget butterflies which have in their

biology, in nature, no connection to maize fields:

[399]. It is therefore important to set the record straight

and to try to rebut at least the most important and

blatant cases.

Within an EU project with Marc van Montagu and

Piet van der Meer, which has been granted to PRRI,

a blog was launched with the name ASK-FORCE on the

PRRI website www.pubresreg.org with the secretarial

help of Kim Meulenbroeks (until 2008) and presently

Zuzana Kulikova. A list of about 130 items [400] has

been compiled with international help and will be

entered step-by-step in the grid of the following six

sections. (1) General (2) Human and Animal Health

(3) Environmental Safety (4) Agriculture (5) Public

Perception (6) Developing Countries.

Up to now, 11 contributions have been published

on the Internet; for links and contributions see [389].

These were reviewed by the experts of the steering

committees of Public Research and Regulation Initia-

tive and the European Federation of Biotechnology,

http://www.pubresreg.org
http://www.efb-central.org/
http://www.pubresreg.org
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some also by the experts united in the blog community

of AgBioWorld http://www.agbioworld.org/. All three

lists contain some of the best specialists on green bio-

technology from all around the world for reviewing

and commenting.

In order to become more proactive, we need to

develop forward-looking strategies. It is up to the sci-

entists to ask questions to the opposition, and in par-

ticular to the professional distorters of the scientific

facts. This must escalate into public campaigns if

(what is to be expected) those specific questions are

ignored. Carefully built contacts with science writers

are important here, as a help for networkers a selected

list is given here http://www.ask-force.org/web/ASK-

FORCE-Summary/Contacts-ASK-FORCE-2011.pdf

Long-Term Discourse and Decision-Making

Processes

Let me first be quite clear that I think a dialogue with

the professional protest corporations is, as a rule,

a waste of time (specifically Greenpeace and Friends

of the Earth, not to mention some other organiza-

tions). Their only interest is to keep the pot cooking

and make sure that the population remains in a state of

fear. They should be addressed with a confrontational

strategy, which is included in ASK-FORCE. Often such

NGOs get the willful help of the press, which acts

according to the old proverb (Macbeth, Shakespeare)

“evil always fascinates – goodness rarely entertains”

[401], see also the arguments produced by Andrew

Moore [402]. While some press products concentrate

onmirroring public concerns, a press more or less close

to boulevard strives to foster its marketing with the

help of sensational headlines, creating stories which

sell better, but indirectly they are exacerbating the

problems. We are also not going to talk about

a special discourse, as described by Erjavec [403],

related to the politics of the EU commission.

Nevertheless we have to address all segments of the

public with its concerns, feelings, and interests. And the

discourse we are going to concentrate on is solution

oriented. This should be done according to the discur-

sive rules of the management strategies of the second

generation, the Systems Approach (see under The Sec-

ond Generation Systems Approach as a New Decision

Making Process). As a basic reference with description
and citations, see the classic book of Churchman [79].

If we follow some ground rules, this should not be too

complicated.

The Second-Generation Systems Approach as a New

Decision-Making Process

Instead of making questionable concessions (example:

“let’s not talk about transgenic crops” as often done by

Nestlé and Unilever, with notable exceptions [404]

within these two companies!), the dialogue should be

organized in an atmosphere of “Active Listening” [405]

and understanding in which, apart from the strict rules

of scientific argumentation we should send signals that

the new technologies also trigger socioeconomic and

cultural feedbacks. This will be the key to solveWicked

Problems [406], which contain also sociocultural ele-

ments besides a set of hard, often contradictory facts

[122]. In his usual cynic precision, George Bernard

Shaw defined the ultimate problem in the dialogue

between scientists and lay people: “Every profession is

a conspiracy against the laity.”

The new discourse is not about the usual stake-

holder meetings; rather it is about instigating modern

planning processes of the second generation in evi-

dence based but open ended decision-making pro-

cesses. This Systems Approach of the second generation

contrasts to linear planning with predetermined targets

and dominating deontic thinking (e.g., of the industrial

corporations and government agencies), it contrasts

also to the Systems Approach of the first generation

(e.g., Apollo moon landing with clear target).

The Rationale of New Management and Decision-

Making Processes

" Some problems are so complex that you have to be

highly intelligent and well informed just to be

undecided about them. Laurence J. Peter [407]

These new strategies should dissolve the traditional

stakeholder concept in favor of a much more efficient

system respecting different kinds of knowledge and other

rules (such knowledge differentiation is also known

from learning processes, which are related to our deci-

sion-making dynamics [408].

There are more practical reasons to employ into the

Systems Approach and its concept of different kinds of

http://www.agbioworld.org/
http://www.ask-force.org/web/ASK-FORCE-Summary/Contacts-ASK-FORCE-2011.pdf
http://www.ask-force.org/web/ASK-FORCE-Summary/Contacts-ASK-FORCE-2011.pdf


954 GM Crop Risk Debate, Science and Socioeconomics
knowledge, as Zwart [409] rightly emphasizes: Ever

since we have realized that the low number of human

genes (approximately, 22,500) cannot be interpreted as

a narcissistic offence, since organisms are so highly

complex, including the emerging consciousness of

our human brain, genomics takes us now beyond

a genetic deterministic understanding of life, this

must have consequences on societal research and

debate as well. Policies for self-improvement will

increasingly rely on the use of complex interpretation.

Therefore, the emphasis in our discourse must shift from

issues such as genetic manipulation and human enhance-

ment to issues involved in governance of novel forms of

information. The same can be said on the side of agri-

culture. Ikerd [410] develops with the means of the

systems approach amore holistic picture of agricultural

management.

Fairclough [411] as a linguist gives an in-depth and

critical analysis on discourse related to globalization

with lots of facets, and again with a totally different set

of terminology, he also presents negative examples of

discourse. Objectivism treats globalization as simply

objective fact, which discourse may either illuminate or

obscure, represent or misrepresent. In the Churchman

systems approach, there is no such thing as an objective

approach, rather it is objectivation. Ideologism focuses

upon how particular discourses of globalization system-

atically contribute to the legitimation of a particular

global order which incorporates asymmetrical relations

of power such as those between and within countries.

Scoones et al. [412] come to similar conclusions as

the Churchman school, but this time related to agricul-

tural policy, the paper explores the national and trans-

national character of mobilization against GM crops in

India, South Africa, and Brazil in the 10-year period up

to 2005. The paper argues for a better understanding of

national political and economic contexts which must

be taken into account, alongside on how the GM

debates articulate with other foci for activism and the

complex and often fragile nature of alliances that make

up activist networks. It is important to understand that

the debate about GM crops has become a much wider

one: about the future of agriculture and small-scale

farmers, about corporate control and property rights,

and about the rules of global trade, see also the new

report of the Royal Society [18]. In sum, a debate

should not just focus on the pros and cons of
a particular set of technologies – after all, they have

proven safe – it is more about politics and values and

the future of agrarian society. Again we see the plea for

the complexity of “wicked problems” to be solved.

The downside is that those planning processes of

the second-generation are time consuming and need

a careful and tedious procedure in developing the most

important and difficult zero-step – before such decision

making can be started. It also implies an exchange of

knowledge between the parties beforehand, in order to

minimize hidden agendas. It also must be emphasized

that those decision-making processes do not lead nec-

essarily to a predefined goal, they are often open-ended

and demand flexibility among the discourse partici-

pants, who need to remain open-minded.

The more questions we ask the more answers are

possible and vice versa. Limitations of technological

solutions are always hidden in the open ecological

and social systems: Just compare the (in)famous case

of DDT sprayings in the past [413–415]. Today, it is

clear that with linear planning, DDT has been banned

for ecological and health reasons, not considering the

wider argument field of malaria prophylaxes. This

inconsiderate DDT ban has caused millions of malaria

deaths in Africa. Today, reasonable domestic use of

DDT has again lowered the malaria threat measurably.

Constraints in possible secondary effects in ecology

should be examined carefully. This is well demon-

strated in the case of the Monarch larvae being killed

by Bt-Maize-Pollen, the result of a laboratory study

published in Nature [416] where the subsequent press

interpretation got way out of proportion – even though

the author Losey himself warned about the limitations

of this small lab study. Would researchers have asked

the farmers, they would have been able to say that

feeding time of the young larvae do rarely overlap

with the time of pollen shed of maize, and that the

plants the Monarchs are feeding upon are fiercely

fought as a weed. Subsequent field studies revealed

that there is no problem arising from extensive Bt

maize planting for the Monarch larvae [12].

In order to tackle wicked problems, you need to go

through an extensive process of argumentation, also

called objectification, not to be mixed up with an

“objective approach” to the problem.

There is rational planning, but there is no way to

start to be rational: One should always start a step
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earlier, since there are important trends and facts which

will make straightforward rational thinking and acting

in solving wicked problems useless. It is not the theory

component, but rather the political component of the

knowledge, which determines the vector of the action.

This is the zero-step so important in the publications of

Horst Rittel [121, 122].

As an example: The fact, that experts can be wrong

and farmers know better in certain situations in agri-

culture because they are better observers out in the field

and because they are very experienced in traditional

knowledge [417].

The knowledge needed in solving wicked planning

problems is not concentrated in a single head. It is

absolutely essential to let all partners be involved in

the problem solution process, which includes part of

the population (mainly farmers’ organizations and

consumer organizations), the Governmental Regula-

tors, the Non-Governmental Organisations, the Life

Science Companies, and the Scientists. There is no

monopoly of knowledge. Having illustrated the diffi-

culties in solving wicked problems, we need a new

approach in problem solving, in order to avoid the

pitfalls of ignoring bottom up feedbacks.

You only can keep to this rule if you are also fol-

lowing another important rule. All partners in the

planning process have to avoid hidden agendas, which

is certainly eased by a minimum amount of respect

paid to each other partner. Nobody should be criticized

for speaking up in his own interest.

A caveat: It would be naive to just believe in the

discursive capacities of the civil society, contrary to

what Gerhards [418] has shown – that Habermas’ sup-

port for the discursive model is based on the assump-

tion that actors of the civil society argue much more

discursively and on a higher level of rationality than

other collective actors do. But empirical results show

that actors of the civil society are, maybe, even less

discursive than other actors.

It is primarily the paradox of rationality which has

been severely underestimated in the systems approach

of the first generation when tackling wicked problems.

How to SolveWicked Problems in Biotechnology and

the Environment What we need in such cases is

an action-oriented approach. Risk Assessment

and Management must be seen as a planning strategy
of the second generation in developing a professional

framework for decision making.

Strategies have to be developed to recognize the

consequences of our doing on one side, and to specify

our knowledge on the other side. This knowledge has to

be gained step by step and case by case. If we want to

clearly distinguish our present state knowledge from

appropriate decisions to be made not based on our

views and opinions, we need to go through the follow-

ing steps:

● What is the problem?

● What do we want?

● What are the alternatives?

● How do we compare them?

● How can we reach the solution?

All participants need to keep in mind that there are

various types of planning knowledge (arranged

according to the five questions asked above).

Examples given here are lumped together as simple

keyword illustrations, taken out of their context in real

planning examples, and they cannot be regarded as an

example of a realistic situation; this would be exactly

the task of a planning process of the second generation.

Factual knowledge is the knowledge of what actually

happens (quantitative data or empirical, observational

data). Gene flow species by species/region by region/

facts about insect resistance in agriculture.

● Deontic Knowledge, the very important knowledge

of what ought to be. The knowledge about new

crops which enhance agricultural production/new

agricultural techniques to avoid erosion/new bio-

logical approaches to fight insect pests etc.

● Explanatory Knowledge explains why things are

so or why certain effects will happen. Here,

you already start to determine the direction of the

solution. The way Bt proteins are acting on specific

pest and beneficial insects/what are the main

reasons of unwelcome erosion effects/mechanisms

of vertical gene flow/mechanisms of resistance

development.

● Instrumental knowledge on how to steer certain

processes, on how to achieve certain goals, knowl-

edge which needs to be balanced against regulation

and safety. The way how to build Bt and other genes

into crops and how to stabilize them/how to avoid
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vertical gene flow/how to avoid unwelcome soil

erosion/how to avoid early upcoming pest

resistance.

● Conceptual knowledge which would allow avoiding

conflicts before they pop up. This is the knowledge

about complex situations, taking into account all

previous kinds of knowledge and also weighing

them against arguments coming from open ecolog-

ical and societal systems. Concepts about transgenic

crops compatible to the ideas of a sustainable agri-

culture. Lawyers and judges also may work with this

kind of procedural knowledge.

You need to go through an extensive, time-consuming

process of argumentation, also called objectification, not

to be mixed up with an “objective approach” to the

problem. The hopes of this process are:

● To forget less, to raise the right issue

● To look at the planning process as a sequence of events

● To stimulate doubt by raising questions, to avoid

short-sighted explicitness

● To control the delegation of judgment. Experts have

no absolute power; scientific knowledge is impor-

tant, but always limited.

There is no such thing as “scientific planning.”

● Solving practical problems as to develop sustainable

transgenic crops cannot be dealt with by

“scientification of planning.” Dealing with wicked

problems is always political because of its deontic

premises (means that you have to involve knowl-

edge what ought to be) and because we deal with

traditional knowledge. Science only generates fac-

tual, instrumental, and in the best case explanatory

knowledge.

● The planner (here the manager of an action plan) is

not primarily an expert, but a mid-wife of problem

solving, a teacher more than a doctor. Moderate

optimism and careful seasoned disrespect, casting

doubt is a virtue, not a disadvantage of an action

plan manager.

● The planning process of wicked problems has to be

understood as an argumentative process, it should be

seen as a venture (or even adventure) within

a conspiracy framework, where one cannot antici-

pate all the consequences of plans.
● Systems methods of the second generation are trying

to make this deliberation explicit, to support it and

to find means in order to make this process more

powerful and to get it under better control for all

participants. Methods like the computer-based

argument mapping systems of can be helpful [419].

● It helps making such processes more successful if

they are conducted in the spirit of the Symmetry of

Ignorance [420] – this is the secret of the active

listening which often leads to acceptable outcomes

and trust.

This seems to be a rather theoretical approach with

lots of restrictive rules, but actually it is, on the con-

trary, an opening for much more freedom in dialogue.

Also, it is more practical and efficient in creating results

and contrasts with the traditional stakeholder concept

where hidden agendas prevail in often disguised

authoritarian structures. Such discursive processes

are described in detail [80, 121–123, 421–425].

A comprehensive and voluminous monograph on

risk-related debate methods has been published by

Ortwin Renn [426], see especially the texts related to

risk communication with essays 7 and 8 and section

8 on risk participation with numerous references, but

notably lacking completely the papers on the “Systems

Approach” of the Churchman/Rittel/Webber school.

In a French paper, the origin of negatively connoted

words in the debate on GM crops like “contamination,”

“pollution,” “Frankenfood,” etc., Moirand [427] clearly

reveals the links to negative events like BSE, dioxin

scandals, and of course Tchernobyl, etc., thus

explaining new words like “mad soya” and “mad

colza” in the media. Moirand concludes that a new

type of discourse is needed, but also Renn [426] does

not refer to the very pragmatic and promising systems

approach of Churchman and Rittel.

There are many more schools promoting discourse

and new decision-making processes, also in specialized

journals, only a few can be summarized here for space

reason: [75, 76, 78, 84, 119, 120, 411, 427–441].

See Patrick Moore’s practical examples of decision-

making processes solving environmental and sustain-

ability problems in forestry, consult his own website

Green Spirit http://www.greenspirit.com/index.cfm.

These processes need time. Patrick Moore [442–444]

has gone successfully through such processes in the

http://www.greenspirit.com/index.cfm
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difficult task of reconciliation between the needs of tim-

ber production and environmental constraint; he needed

months of debate to come to reasonable decisions.

Another good example on how group discourses

have good learning effects, has been described by

Snyder et al. [258]: Although the US government has

assured stakeholders of their safety, the EU continues to

be an outspoken opponent. This can largely be attrib-

uted to a lack of trust in the regulatory process, and

especially a cynical perspective on the underlying sci-

ence and institutions that govern approval. Such dis-

parities were illustrated in 2003 when the USA donated

GM maize to aid African countries stricken by famine.

Under purported EU threats, negative propaganda by

NGOs, and stressing retaliatory trade sanctions, Afri-

can officials refused the aid. An examination of this

episode contrasts the potential discord between those

affected and those who formulate government policy.

Using resources from both sides of the debate, this

scenario summarizes the pertinent issues regarding

EU’s refusal to the import of transgenic crops.

A group discussion and debate protocol was developed

for facilitating small group and entire class consider-

ation of the scenario while strengthening student crit-

ical thinking skills.

It helps, if you prepare carefully scenarios before

people start the process, a method which has been

successfully applied to the reconciliation processes in

South Africa after abolishing apartheid by Adam

Kahane, one of the principal mediators [445]. He also

followed another wise rule: Should only people partic-

ipate in such processes who are part of the problem.

Another excellent example of long-term discourse is

described in many aspects by von Grebmer et al. [437]:
" By working collectively the process will be more open, " The debate about genetic modification (GM) can be
transparent, inclusive and accountable, and sensitive

to the normative dimensions of the issues critical to the

participants. The themes and processes outlined in this

article set the stage for the discussions, internally and

between countries, that will shape the policies of agri-

cultural biotechnology in the region. If the dialogue

can frame the discussion and be enriched by the infor-

mation generated from actions taken, it can sustain the

interest and commitment of the stakeholders, and

more successfully direct biotechnology toward reduc-

ing hunger and poverty in the region.
There are toomany scientists remaining in the ivory

tower, shying away from public debates. They fear

losing their independence, a fear which is not just

unfounded, but actually it is the contrary: remaining

in the academic ivory tower means having lost your

independence, since science is not an art per se, it is full

of importance for society and humanity. A strong plea in

this direction is coming from [446]. Although science

should remain at the heart of invention and the drive to

make our lives better, scientists should, instead of

always having “the answers” ready, should not be afraid

to engage in a contradictory evidence-based mode.

In one of the most successful examples of long-term

discourse, the author participated as an invited expert

in a public hearing in 2000. Strikingly, it was done

without the theoretical load described above, but with

lots of financial and logistic help from the New Zealand

Government, in particular from the Royal Commission

on Genetic Modification. A report was finalized after

a 14-month inquiry into the risks and benefits of

genetic modification. It heard from over 400 experts,

including scientists, environmentalists, and ethical spe-

cialists. It considered more than 10,000 public submis-

sions and heard the view of many others during a series

of public meetings, hui, and workshops around New

Zealand.

The Royal Commission’s major conclusion was that

New Zealand should proceed cautiously with genetic

modification (GM) but not close the door to the

opportunities offered by the new technology http://

www.mfe.govt.nz/issues/organisms/index.html. The

discourse is still continuing. Again, it is visible that

the discourse is less confrontational and may lead to

innovative solutions in the future [447]:
seen as characteristic of our time. Environmental

groups, in challenging GM, are also challenging mod-

ernist faith in progress, and science and technology. In

this paper we use the case of New Zealand’s Royal

Commission on Genetic Modification to explore the

application of science discourses as used by environ-

mental groups. We do this by situating the debate in

the framework of modernity, discussing the use of

science by environmental groups, and deconstructing

the science discourses evident within environmental

groups’ submissions to the Commission. We find

http://www.mfe.govt.nz/issues/organisms/index.html
http://www.mfe.govt.nz/issues/organisms/index.html
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science being called into question by the very move-

ment that has relied on it to fight environmental issues

for many years. The environmental groups are chal-

lenging the traditional boundaries of science, for

although they use science they also present it as

a culturally embedded activity with no greater episte-

mological authority than other knowledge systems.

Their discourses, like that of the other main actors in

the GM debate, are thus part of the constant re-

negotiation of the cultural construct of ‘science’.

However, this process should not be mollified on

the costs of hard science. The line between science and

pseudoscience is often difficult to draw.

A Remark About the Psychology of the GMO Debate

To be written in the next coming days.

It should also be possible to think and act in

relation to the reconciliation of science and spiritu-

ality, since it will be an important element besides

the ratio of science, the ethics of our societal activ-

ities, and the emotional elements in human life. But

it will be difficult to separate the cheap esoteric

chaff from the precious seeds of true spirituality,

as Helmut Reich’s writings demonstrate [448]. We

must endeavor new fields of thought, as done by

Papazova Ammann [449], a Bulgarian-born Swiss

philosopher with roots in the schools of Muntjan

and Rittel.

" What do we need as visionaries: Progress or Develop-

ment? This is my question today, as I deal with the topic

of Biovisionaries here in the Library of Alexandria. I ask

this question because I am convinced that we need to

build a new culture of questioning. We need a culture

orienting itself by authentic questions. How can we

develop taste and the ability to distinguish between

those questions which are cognitive, statement-

oriented and those which are authentic, close to life

and to people? What is more important: cognizance or

decision for action? How can we move between State-

ments and Questions? Statements reflect the need to

understand the world. But they are the result of past

experience and are often contained in frameworks

which are coined by society. They may even protect

old routines which hinder innovation. Questions, in

contrast to statements¸ can transform our judgements

and prejudices. Questions give birth to energy for new
orientation, for a more conscious future. This orienta-

tion towards the future, towards vision provokes those

choice-questions, and they alone will open the way for

an urge to change the world. Visions need people who

are free! The quality of freedom is inherent in the

question. We must strive for this quality through

choice-questions. If we cannot befriend these choice-

questions with science, it will disengage from the ques-

tioners and will not be human science anymore. Thus

we need a new humility of thinking – as it has been

wonderfully defined by the German philosopher Hei-

degger: “The question is the devoutness of thinking”.

Conclusions Only a multifaceted dialogue over

a considerable time span will lead to success. The Inter-

net scene is developing fast and new communication

software tools are available now, so careful scrutiny for

such a network of networks need to be done first, and

the big players like Google and competing networks

should be consulted as well.

Personal experience in dialogue with many

networkers reveals that sometimes important networks

are only known in specific clusters, these lacunas

should be closed for many reasons – see section Illu-

sions and Realities on Educational Effects in the

Debate, the Dialogue Between Science and the Public.

Knowledge exchange, jumping over national fences,

and coordination will be a follow-up effect, without

even declaring it to be the goal of such activity. As for

now, this is just an idea and needs to be discussed with

Internet and website specialists. After all, the leading

webmasters and coordinators agree that it is time to

enhance collaboration through better communication.

ASK-FORCE can contribute to this process in mak-

ing sure that professional peer-reviewed risk assess-

ment papers are fed into the dialogue processes and

are ideally fed into a life decision–making process with

relevant participants.
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(SIBI), Gijon, p 119

277. Paarlberg R (2009) The ethics of modern agriculture. Society

46(1):4–8

278. Herring RJ (2007) The genomics revolution and development

studies: science, poverty andpolitics. J Develop Stud 43(1):1–30

279. Paarlberg RL (2002) The real threat to GM crops in poor

countries: consumer and policy resistance to GM foods in

rich countries. Food Policy 27(3):247–250

280. Driessen PL (2006) Eco-imperialism: green power–black

death. Academic Foundation, New Delhi

281. Alene AD, Coulibaly O (2009) The impact of agricultural

research on productivity and poverty in sub-Saharan Africa.

Food Policy 34(2):198–209

282. Gruère G, Sengupta D (2009) GM-free private standards and

their effects on biosafety decision-making in developing

countries. Food Policy 34(5):399–406

283. Spielman DJ, Cohen JI, Zambrano P (2007) Are developing-

country policies and investments promoting research and

research partnerships in agricultural biotechnology? Int J

Biotechnol 9(6): ISSN 0963-6048(print)|1741-5020(electronic)

284. Cohen JI (2005) Poorer nations turn to publicly developed

GM crops. Nat Biotechnol 23(1):27–33

285. Alhassan WS (2002) Agrobiotechnology application in West

and Central Africa (2002 Survey outcome). CORAF/WECARD–

IITA International Institute of Tropical Agriculture, Ibadan, p 107
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Glossary

Cereals Monocotyledon plant grains that accumulate

starch as the main storage substance for subsequent

germination. Two types have been distinguished –

cereals that contain gluten and are used for bread-

making (wheat, oats, barley, rye) and cereals that do

not contain gluten (rice, maize).

Genotype � environment interaction Relative

changes in genotype performance when grown

under different environments.

Grain development Structural and functional changes

that occur in the fertilized flower producing

a mature grain capable of germinating.

Grain growth Irreversible increase in grain weight and

size caused by cell division, expansion, and reserves

accumulation.

Grain quality Group of grain characteristics and

measurable attributes (objectively or subjectively)

to meet the clients’ requirements (i.e., customer,

industry, consumers).
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Oilseeds Dicotyledon plant grains that accumulate oil

as the main storage substance for subsequent ger-

mination. Oilseed crop seeds (sunflower, rapeseed,

ground pea) are composed of 40–50% oil and

20–30% protein while proteo-oil crop seeds

(soybean, lupine) comprise 15–30% oil and

30–40% protein.

Photoassimilates Carbohydrates (sugars, starch, or

fructans, depending on the species) synthesized by

the green plant parts and translocated to actively

growing organs, like grains. Photoassimilates may

originate from current photosynthesis or reserve

remobilization.

Source–sink balance Quantitative relationship

between plant photosynthetic capacity (source)

and number of organs under active growth (sink)

that are sustained by the former.

Plant stress Changes in plant metabolism in response

to environments that endanger plant survival or

hinder reaching maximum reproductive capacity.
Definition of the Subject

Grain quality is frequently regarded by agronomists

and breeders to be as important as yield. Quality char-

acteristics are the reason why only few plant species are

used to satisfy most human requirements for food

and fiber [1]. Grain quality comprises a group of char-

acteristics that collectively determine the usefulness of

the harvested grains for a particular end use. Therefore,

to breed and manage grain crops to achieve a specific

quality standard and to be able to predict the quality of

a particular crop in a particular growing environment

is rather important. Achieving this objective is depen-

dent upon the knowledge of the factors modifying

grain composition, and consequently grain quality.

As grain markets have become more specialized,

there is a growing pressure on farmers to produce

grains with greater uniformity and with certain

characteristics [2]. Appropriate husbandry to obtain

grains with high and stable “quality” will likely be of

increasing importance in achieving economic benefits.

It is well known that grain quality is modified by the

environment and the crop management practices used

by farmers. However, the strategies and tools required

to produce grains with certain quality characteristics
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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are not as well established as the ones for achieving high

yields. In this context, improving the understanding of

the factors that determine grain quality has become

increasingly important.

Grain Quality: Concept and Importance

In field crops, the quality of the end product is related

to the composition and structure of the seed at harvest

maturity. Seed composition and structure at harvest are

determined by the genotype, the environment, and

the crop management practices used during the crop

growing cycle. It is not possible to propose a unique

grain quality definition for any specie because it

changes depending on the product end use. There is

a proper criterion on the concept of quality for each

specific end use and for each stage of the commercial

chain in every crop (i.e., from harvest in the field,

through grain dealers to the industry, Fig. 1). In this

context, quality will be considered in relation to the

criteria used by those involved in the various aspects of

growth and utilization of the grain. As an example, for

wheat and barley (Fig. 1), grain quality at the moment

of harvest in the field is related to grain size

(and weight) and the carbohydrates and protein
Grain
quality
Grain

quality

Genotype

Environment

G ¥ E

S
T
P
G

Grain weight
Carbohydrates
Proteins

Quantity
and type

Grain Quality in Oil and Cereal Crops. Figure 1

Schematic postharvest processing and storage of wheat and
composition. When the grain is sold to the grain dealer,

seed purity, test weight, grain moisture, and protein

percentage are the main characteristics that are taken

into account for the prize (Fig. 1). After this stage,

other attributes may be relevant and they will depend

on the involved industry. For baking industry,

flour yield and dough strength will be of maximum

importance in wheat, while barley for producing beer

will take into account the screening percentage, malt

extract, and diastatic power, which in turn is related

with nitrogen content.

This article aims to summarize key elements of

grain structure, grain growth, and synthesis of major

grains components in field crops in order to highlight

the main attributes which modify grain quality.

Grain Structure

Harvested cereal and oilseed organs may comprise

true seeds (soybeans, rapeseed) or fruits (seeds and

maternal-accompanying structures, like sunflower

achenes or wheat, barley, rice, maize, and sorghum cary-

opses). Seeds develop from fertilized ovules and consist of

three genetically different tissues: (a) the embryo devel-

oped from a zygote (diploid, representing the next
Industrial
quality

Industrial
quality

Commercial
quality

Commercial
quality

eed purity
est weight
roteins
rain moisture

Flour yield
Gluten 
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Bread volumen

Screnning
Malt extract
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Viscosity
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barley production and main quality attributes in each step
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generation), (b) the endosperm (usually triploid), and (c)

the seed coat formed out by integuments, representing

the maternal tissues of the ovule [3]. The proportion of

these three components differs in mature seeds of

cereals and oilseeds; endosperm is preponderant in

cereals while the embryo prevails in oilseeds. With

a few exceptions, the development of the endosperm

always precedes that of the embryo; and the seed coat

development precedes both. These genetically different

parts interact closely during development and germi-

nation, and recent studies demonstrate the complexity

of the connections and regulations among the different

seed tissues [4, 5]. After fertilization and seed setting,

grains are the primary sink in the plant. Grain filling

requires important amounts of photoassimilates sup-

plied by the mother plant through actual photosynthe-

sis and/or the remobilization of stored carbohydrates

from vegetative structures. No vascular connection

exists between the mother plant and the developing

embryo [5, 6] so grain growth is therefore sustained

by water and solute movement through cell mem-

branes regulated by both mother plant and seed.

Seed-attached structures include coats (testa and

tegmen) and other diverse maternal-originated

structures, like the lemma and palea in cereals, pods

in soybeans, siliques in rapeseed, and hull (ovary wall

attached to the floral receptacle) in sunflower. These

structures can greatly influence grain quality apprecia-

tion. The seed coat color in different types of beans

(Phaseolus) impacts consumers differently according to

the region, causing rejection of some genotypes albeit

their good nutritional properties. Sorghum caryopsis

with or without tannins are another example of the

importance of grain coats affecting seed quality. Some

seed coats can provide nutrients, like the B-group

vitamins and micronutrients in cereal brans. In addi-

tion, they contribute to other important biological and

technological functions, protecting the seed from

mechanical damage in postharvest, or by affecting the

industrial grain processing (wheat grinding, barley

malting, rice parboiling). Seed coats can also impact

seed dormancy and germination processes [7]. During

recent years, seed-attached structures have received

special attention as influencing the potential grain

size and volume [8–11].

Seeds store carbohydrates (starch, oil) and proteins

(soluble and insoluble). The places where these reserves
are accumulated vary widely between cereals and

oilseeds. In cereals, the tissue that specializes in storing

starch and protein is the endosperm. In contrast, oil

seeds do not have a specialized storage tissue; oil and

protein accumulate in embryo and cotyledon cells. The

well-developed starchy endosperm of cereals, with an

outer aleurone layer, can comprise as much as 80% of

the dry weight of the mature seed. The mature

endosperm consists of dead cells packed with starch

granules embedded in a protein matrix. The embryo is

relatively small, accounting for only about 1–2% of the

seed dry weight in wheat, and is usually located on one

side of the seed near the point of attachment of the seed

to the mother plant [3, 6]. The non-endospermic true

seed of oilseeds consists of a large embryo with two

cotyledons and the embryo axis. The majority of the

reserve materials are stored in the cotyledons, which

make up as much as 70% (sunflower) to 90% (soybean,

rapeseed) of the total seed dry weight [6].

Grain structure is important since it determines

grain and industrial processing quality. Cereal endo-

sperm structure is defined by the number, shape, and

size of the starch granules, together with the quantity

and type of proteins in the protein matrix. Endosperm

structure is used to classify wheat according to its

hardness (soft, hard), thus affecting its industrial

processing quality (milling capacity and flour yield).

In addition, endosperm structure is used to separate

dent and flint maize according to the quantity and

partitioning of the floury and horny endosperm

(greater proportion of horny endosperm in flint

maize). Other endosperm structure characteristics

that affect grain quality are vitreousness and color,

both important for maize, rice, and bread and pasta

wheat. Grain structure is also important for defining

oilseed quality. In sunflower, the proportion of hull and

embryo is an important attribute that defines oil yield,

since the hull does not store oil and therefore reduces

the oil concentration in the embryo. In the past

30 years, genetic improvement has reduced the hull

proportion of sunflower oilseed, increasing the oil

percentage on the whole seed [12]. However, thin

hulls are usually harder to remove during industrial

processing, so other improvement strategies are needed

to increase the percentage of sunflower oil in the future.

Grain structure has, therefore, a strong impact on the

commercial and industrial quality of the grain, and
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for this reason its attributes are present in grain

marketing regulations worldwide.

Grain Growth and Source–Sink Balance

Seed Biomass During grain filling, the pollinated

flower undergoes cell division and differentiation and

forms a mature grain (development), which increases in

size and weight (growth), reaching mature grain dry

weights of 30–50 mg (wheat-barley), 250–400 mg

(maize), 20–25 mg (rice), 30–50 mg (sunflower), 150–

400 mg (soybeans), and 2–5 mg (rapeseed). Growth and

development dynamics can be described by analyzing

the rate and time period of grain growth (Fig. 2). The

latter are useful tools to explain changes in the final

grain weight due to genotypic and environmental fac-

tors. Species differ in their biomass per seed, and ample

intra-specific differences are also observed [6].
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Dynamics of individual seed dry weight (Dry Wt), water

content per seed, and seed moisture of wheat seed
Commercial genotypes used by farmers in maize,

wheat, and soybean show differences in seed size, and

this variability is even larger when exotic material is

considered.

Seed biomass accumulation is commonly

partitioned into three phases: the lag phase, the effec-

tive seed-filling period, and the maturation drying

phase (Fig. 2). The lag phase is a period of active cell

division. It is characterized by a rapid increase in water

content with almost no dry matter accumulation. Fol-

lowing the lag phase, cells within the seed enter

a differentiation and maturation phase, and a period

of rapid dry matter accumulation resulting from the

deposition of seed reserves. This phase is generally

referred to as the effective seed-filling period. As in

the lag phase, water content continues to increase

rapidly and eventually establishes the maximum

volume of the seed. Species vary considerably as to

when maximum seed water content is achieved during

seed filling [13]. In maize kernels, maximum water

content occurs near mid seed filling [14], while in

soybean seeds maximum water content is achieved at

a later stage, when 70–80% of the final seed size

has been achieved [15] and conversely, sunflower

reaches it earlier with only 30% of final grain dry

weight [10]. During the third phase of development,

seeds loose water content, reach “physiological matu-

rity” (maximum dry matter accumulation), and enter

a quiescent state [3]. Seed water concentration declines

throughout the three stages of seed development

(Fig. 2). This decline is most obvious after seeds reach

physiological maturity, but it also occurs during rapid

seed filling as water is displaced by reserves [14–16].

The progress of dry matter accumulation in

developing seeds and the concurrent loss of water are

closely related phenomena. Studies with maize, wheat,

soybean, and sunflower [17–20] have shown that final

seed size is achieved at, or near, a minimum water

concentration. Also, results from several studies have

shown that seed water concentration accurately

predicts the percent of maximum seed size achieved

at any moment during seed filling in wheat, soybean,

maize, and sunflower [17–20]. Such results support the

notion that the duration of seed filling is determined

by the interaction between reserve deposition and

declining cellular water content, where deposition of

reserves such as starch, protein, or lipids replace water
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until a critical minimum water concentration

is reached [6, 20, 21]. Species differ in the seed water

concentration when they achieve maximum seed

biomass [13]. For example, soybean seeds reach

maturity at �62%, maize seeds at �36%, and

wheat seeds at �37% moisture. Although minor com-

pared to differences across species, it has been shown

that when an ample set of cultivars within

a species is analyzed, variability for this trait can also

be observed [22].

The rate of seed growth during the effective seed

filling is highly dependent upon the number of sites for

reserve deposition. The usual estimate of seed sink

capacity is the number of differentiated cells during

the lag phase. In maize, wheat, and other cereals, the

number of endosperm cells is highly related to the rate

of seed growth during rapid seed filling. In legumes

such as soybean or pea, the number of cotyledon cells is

highly related to the rate of seed growth. Thus, rate and

duration of grain filling are important to define the

final grain weight, an important attribute of grain

quality.

Source–Sink Balance In higher plants, nutrients

from assimilation sites (sources) are delivered to sites

of nutrient utilization (sinks) through an

interconnected network of sieve elements. Partitioning

of phloem-delivered nutrients between competing

sinks is governed by their relative ability to unload

major osmotic species from the importing phloem

sieve elements [23]. This process depends upon a set

of intercellular (post-sieve element) transport events

which are integrated with growth or storage functions

of the recipient sink tissues [24].

Species differ on the seed size at maturity [25], and

this interspecific variability is more related the amount

of assimilates available per seed during the early lag

phase than during the effective seed-filling period [21].

At flowering, plants adjust the number of seeds and

the potential seed size to the growth environment [21],

and species differ in how they distribute available

assimilates into more seeds or more potential

seed size at around the period when seed number is

being determined [26]. Seed size is mainly determined

by the genotype, although the environment can

affect the final size as well. Water availability and tem-

perature are two environmental conditions that can
create important changes in the size of the seeds at

maturity.

The amount of assimilates available per seed is

usually referred as the source–sink balance, and

is used to describe the relation between the total

amount of available assimilates and the sink number.

This ratio is used to simplify the idea of assimilate

availability per sink, and the way the source–sink

ratio has been estimated can vary widely. Different

researchers have used plant growth per seed, green

leaf area per seed, sucrose availability per seed, and

alternative approaches including plant growth per day

per unit of sink growth per day. The source–sink

balance that the seeds experience during their growth

is adjusted at around flowering, when plants are setting

the number of seeds.

Because plants grow in a nonuniform environmen-

tal condition, the source–sink balance during the

period when seeds are accumulating biomass can

change. An example can be a defoliation caused by an

insect eating leaves attacking the crop at mid grain

filling (which would reduce the source–sink balance

of the crop) or a drought stress reducing plant growth

(also reducing the source–sink balance). The

source–sink balance becomes relevant because not all

seed components vary to the same degree when

assimilate availability per seed is altered, so the seed

composition and quality may change [27–29].

Jenner and coworkers developed a theoretical model

to understand how changes in the amount of assimilates

available per seed can affect seed composition [28]. Their

model is based on the idea that each one of the seed

components can be more or less affected by changes in

the level of precursors available for the growing seed

because not all components are receiving from the

mother plant the same level of precursors needed for

their deposition within the seed. An example is illus-

trated in Fig. 3, where changes in the level of precursors

will most surely not affect the starch content of the seed

but changes in the level of precursors needed for pro-

tein synthesis will affect the protein content and the

final protein concentration. This model helps explain

why changes in plant growth (that affect the precursor

levels) will most surely not affect starch content but will

surely affect the protein content of the seed.

Recent studies conducted on soybean [30] and maize

compositions [27, 31] agree with this model.



S
ee

d 
ac

cu
m

ul
at

io
n 

ra
te

Supply level of precursors

Starch
Protein

Grain Quality in Oil and Cereal Crops. Figure 3

Level of precursors available per seed to synthesis of

different components of seeds (Adapted from [28])

977Grain Quality in Oil and Cereal Crops
Synthesis of Major Components

Grain growth involves growth processes of various

structures (seed coats, embryo, endosperm) and

accumulation of different substances (starch, oil,

protein). Grain components are not synthesized

simultaneously nor do they occur at the same rate;

thus, physical and chemical grain composition varies

during grain filling. This is an important aspect when

dealing with industrial and nutritional grain quality.

As an example, the different parts of a wheat grain

and the main components synthesized during

grain filling are shown in Fig. 4. Starch is the main

component in wheat, comprising 70–80% of the final

grain weight. Different types of starch granules of

varying numbers, shapes, and sizes are synthesized

into the endosperm cells. The A-type granules are big-

ger and quantitatively more important than the

succeeding B- and C-type granules. Starch is composed

of amylose and amylopectin at a 3:1 ratio, except in

waxy genotypes where amylopectin is more abundant.

In wheat bread, proteins comprise 5–20% of the

final grain dry weight and include albumins and

globulins (30–40%); gliadins and glutenins (60–70%).

Albumins and globulins have enzymatic and metabolic

functions and are located in the embryo and aleurone

layer; gliadins and glutenins form the gluten and

are reserve proteins, confined in the endosperm [32].

During grain filling, metabolic proteins are synthesized

first and predominate until 10–15 days after anthesis.

Reserve proteins accumulate during the effective filling
phase; gliadins are the first to be detected (10–15 days

after anthesis) while glutenins are deposited later

(15–20 days after anthesis). Gliadins give viscosity to

the mass while the glutenins confer elasticity, and both

result in viscoelastic gluten appropriate for a good loaf

volume. Since the gliadins:glutenins ratio changes dur-

ing grain filling, crop exposure to stressful conditions

(i.e., high temperature, water stress) during this phase

will modify the total protein mass and the gliadins:

glutenins ratio, affecting baking quality.

Grains from other species have different grain com-

ponent synthesis patterns. For example, in maize there

is only one type of starch granule and although starch is

synthesized through the entire effective filling phase

amylose accumulation occurs after amylopectin.

Reserve proteins (5–14% of the final grain weight) are

accumulated during the entire effective filling period as

well, forming protein bodies in the endosperm cells. Oil

accumulation (3–15% of the final grain weight) takes

place at the end of the filling phase and most of the oil

is found in the embryo. In oilseeds, oil and protein

are the main reserve substances; carbohydrates are

scarcely accumulated (<20%). Sunflower seeds contain

40–55% oil and 10–20% protein, while soybean seeds

contain greater protein percentages (35–50%) and

lower oil percentages (10–25%). Both protein and oil

are deposited in the embryo cells during the linear

grain filling phase. Oil deposits form oleosomes or

lipid bodies of spherical shapes, while reserve proteins

form dense and irregular protein bodies [33, 34].

During grain filling oilseeds, protein synthesis usu-

ally occurs after oil synthesis. Oil is formed by triglyc-

erides, which are composed of one glycerol molecule

combined with three fatty acids. Fatty acids differ in the

number of carbon atoms (typically between 14 and 22

in vegetable oils) and the number of double bonds

between carbon atoms. The different proportions of

fatty acids modify the physicochemical and industrial

properties of oils. Oils with high saturated fatty acid

percentages (without double bonds; like palmitic and

stearic acids) are semisolid at room temperature,

with a high melting point and a higher resistance to

oxidation (fat degradation due to oxygen presence).

However, consumption of these oils (especially

palmitic acid) increases cholesterol levels in the blood-

stream. On the contrary, oils with high proportions of

monounsaturated fatty acids (like oleic acid) and
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polyunsaturated fatty acids (like linoleic and linolenic

acids with two and three double bonds, respectively)

are liquid at room temperature, have a lower melting

point, and a higher susceptibility to oxidation as the

number of double bonds increase; these oils are health-

ier than saturated fatty acids. During grain filling, the

proportion of fatty acids varies according to the species

and crop varieties. In traditional sunflower genotypes,

the oleic:linoleic ratio decreases during grain filling

while total oil accumulation increases. In contrast, in

“high oleic” sunflowers, the oleic proportion is high

and constant during grain filling due to the low activity

of the enzyme responsible for the linoleic synthesis

deriving from oleic acid [35, 36]. Oil final composition

varies greatly among oilseed species, and genetic

improvement has achieved a wide variety of fatty acid

compositions within the same species resulting from
physical and chemical mutagenesis that affect specific

enzyme functions responsible for the presence of

double bonds in fatty acids [37, 38]. These enzymes

are also affected by the environment, producing

changes in grain oil content and composition.

Main Factors Affecting Grain Quality

Genotypic Effects

Some few grain attributes are mainly driven by the

genotype, and the environment has relatively low

influence. For example, the color of the wheat grain

(white, yellow) is strongly determined by the ability of

genotype to accumulate lutein, and the character “high

oleic” in oilseed genotypes is associated with genetic

mutations defective for the enzyme that desaturates

oleic acid. Genotypes within the same species can
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composition ranges reported in different species

Species Grain composition range Source

Soybean 33–42% protein [35]

Sunflower 20–30% oil (confectionary type) [33, 38]

40–55% oil (oil type)

Wheat bread 5–20% protein [40]

Corn 5–14% protein [31]

8–12% protein (pop corn type) [41]

5–10% oil (high oil content) [42]
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present large differences in grain composition.

For example, in commercial genotypes of soybean, the

difference in protein percentage can easily vary from

33% to 42% [39]. This variability can be observed for

any seed component in any species [40–42], as ample

natural variation is common (Table 1).

Earlier studies working on understanding the

genetic basis of genotypic differences in seed composi-

tion were based on the use of mutants, and these

usually yielded qualitative differences in seed compo-

sition. For example, a commercial genotype of maize

usually contains �40% amylopectin and �60%

amylose, and a waxy mutant contains 100% amylopec-

tin and no amylose. At present time, a large number of

mutants have been discovered and used within any

species as specialty quality genotypes.

The modification of the fatty acid profile of oil

seeds has been one of the main tasks faced by oilseed

breeders over the past 40 years. Success in this field has

been of paramount importance for the worldwide

expansion of some oilseed crops. The elimination of

erucic acid (a harmful fatty acid) from rapeseed oil was

the first step toward the development of canola (zero-

erucic, low-glucosinolate rapeseed) as one of the major

sources of vegetable oil in the world. Other landmarks

in oilseed breeding for seed oil quality have been the

development of high oleic, low linolenic acid canola,

low linolenic acid linseed and soybean, high oleic acid

sunflower, high saturated sunflower, and sunflower

lines with modified tocopherol (antioxidant

compounds) composition. Most of these traits defining

seed oil quality have been found to be governed by

a reduced number of genes (one to three major genes,
with several alleles for each locus in most cases), and

this fact implies that the practical management of

single quality traits in breeding programs is relatively

easy if compared with polygenic traits (as grain yield,

grain weight or protein and oil content). Additionally,

the fatty acid composition of the seed oil is determined

by the genotype of the developing embryo (not the

whole plant), so mutagenesis and selection can be

carried out at a single-seed level, using the half-seed

technique.

In wheat, improving yield potential without nega-

tively affecting grain quality is difficult, mainly because

increases in grain yield are generally accompanied by

a decrease in grain protein content, which is strongly

associated with bread-making quality. Wheat breeders

give grain quality the same level of importance as yield

potential and disease resistance. In contrast to the low

heritability of protein content, grain hardness and

yellow pigment are highly heritable and can be readily

improved through conventional breeding. Plant

breeders select at least one parent with the desired

quality when designing their crossing strategies, partic-

ularly as end-use requirements frequently determine

the fate of potential new cultivars, but the stage in the

breeding process at which quality determination takes

place will influence which tests (micro or macro tests)

are applied, according to the sample size available.

At present, natural variation for seed composition

is being studied identifying quantitative trait loci

(QTLs) for different seed components (oil, protein),

as any seed component is a quantitative trait governed

by many genes and each one with an individual small

effect. The study by Blanco and coworkers can be

mentioned as an example, where the authors studied

seed protein concentration in wheat where three major

QTLs were detected [43]. This methodology is

currently becoming very popular and has yielded

molecular markers associated with seed component

traits that can help understand the genetic bases of

the trait and be used by breeders and the industry.
Environmental Effects

As mentioned earlier, the majority of quality traits are

greatly modified by the environment and by genotype–

environment interactions. Grain weight and protein

concentration are found within this group of traits.
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Environment variables like high temperature, water

and nitrogen (N) availabilities have been the most

studied modifying grain quality.

The response in grain composition to a particular

stress depends mainly on the stress characteristics (i.e.,

intensity, duration of the stressful period, opportunity

of occurrence, and the interaction that this stress may

have with other stresses to which the crop is exposed

to). The relevance of the intensity and duration of the

stress on the magnitude of the change in grain compo-

sition is self-explained (the more severe and the longer

a stress is, the greater change in composition produced,

though not necessarily this implies that the relationship

is linear). The timing of occurrence is also critical, as

shown in Fig. 4 not all stages are equally critical for the

final determination of grain quality: if the stress coin-

cides with critical stages for synthesis and deposition of

the components, the changes will result far stronger

than that of stresses occurring is less-critical stages.

Therefore, the grain composition responses to stressful

factors may range from virtual insensitivity (if punctual

synthesis reductions are compensated by recovering

when no stress occurs) to different ranges of quality

reductions to even crop failure to produce a certain

quality level.

Seed growth and development are responsive to

temperature, but their responses vary with the temper-

ature range considered [44]. As a general rule, the rate

of seed development increases as temperature

increases, reducing the duration of seed-filling period.

At lower temperatures, seed growth rates decrease

linearly as temperatures fall below 15�C in wheat,

soybean, rice, sunflower, and maize. Seed growth rates

increase when temperatures rise from 20�C to 30�C;
however, this increase does not offset the linear

decrease in seed-filling duration, resulting in lower

grain weights [44]. In most cases, moderately high

temperatures (20–30�C) prevail during grain filling,

although short periods of very high temperatures

(>30–32�C) may occur reducing seed growth rate

and causing the early end of grain filling period.

In addition, the earlier the heat stress, the greater the

impact on grain weight [45, 46]. Brief periods of high

temperatures can cause reductions in grain weight, but

these effects can be overlooked if only the average

temperature during post-flowering period is consid-

ered. Thus, moderately high temperatures (20–30�C)
during the post-flowering period reduced grain weight

mainly through shortening the grain filling period,

while very high temperatures (>30–32�C) even for

a few days can reduce grain weight by reducing grain

filling rate and the early cessation of grain growth

period. Both aspects of post-flowering temperature

should be considered especially because climatic

change could bring about high-temperature scenarios

in the next decades, together with an increase in

heat-stress events [47, 48].

Grain quality and composition are also affected

by temperature. Several experiments suggest that the

temperature effects on seed composition are related to

dry matter metabolism and accumulation. The timing,

intensity, and duration of occurrence of heat stress may

alter final grain quality according to the grain compo-

nent synthesis process involved (carbohydrates,

proteins, oils). Interestingly, there are some reports on

the possibility of recovery post-stress [49, 50]. In wheat

and barley, protein percentage increases with increas-

ing temperatures (15–30�C) because the negative

impact of high temperatures on starch synthesis is

greater than the impact on protein synthesis, thus

decreasing the starch proportion in the grains [28].

High temperatures also affect protein quality, generally

increasing gliadin:glutenin ratio, which causes weak

dough with a low bread-making quality. The tempera-

ture impact on wheat grain quality will therefore

depend on the balance between the positive (higher

protein) and negative (greater gliadin:glutenin ratio)

effects. Temperature also affects oil fatty acid composi-

tion in oilseeds [51]. The higher the temperatures

during grain filling, the higher the fatty acid saturation

(i.e., greater proportions of oleic acids and lower

proportions of linoleic and linolenic acids) due to the

reduced activity of unsaturation enzymes in grains

[52]. Temperatures registered during the night in

early grain filling phases have shown to have the best

predictive values for modeling the final oil composition

in sunflower [53]. Progress in modeling the quality of

other grains is underway [54].

In field crops, high-temperature occurrences are

commonly associated to water stress, increasing the

negative temperature effects. Drought stress produces

a shortage of assimilates and often reduced

N availability, which cause a reduction in grain growth.

In general, a drought episode occurring after flowering
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has a similar effect as an increase in temperature – the

quantity (mg grain�1) of protein per grain remains

stable, while starch accumulation in grain is

significantly reduced, resulting in smaller grains with

a greater protein percentage [55]. In oilseeds,

post-flowering droughts decrease grain oil percentages

and increase protein percentages [56, 57] indicating

that carbon metabolism is affected to a greater extent

than N metabolism. Water stress has a smaller impact

on fatty acid composition; in general, droughts do not

modify the saturation degree in oils except under severe

stress conditions which produce an early grain-filling

cessation [58].

N availability also affects final cereal and oilseed

grain composition. In general, when soil N availability

is low, cereal crop yields respond positively to

N fertilization. A dilution effect occurs when N taken

up by the crop is partitioned in a greater number of

grains, which reduces grain protein percentage.

If N availability is further increased, both crop yield

and grain protein percentage are increased. In addition,

the stage of development when N is added is important

in defining wheat grain quality. N applications around

flowering increase nitrogen availability per grain,

increasing protein percentage. It is reported that

increases in N availability result in increases of

gliadin:glutenin ratio, which in turn produce

a weakening of the dough [59]. In oilseeds, a greater

soil N availability increases crop yield and grain protein

percentage. Consequently, oil percentages in grain

decrease due to the negative relationship between oil

and protein (expressed as a percentage of the grain

weight). Nitrogen application effects on the grain

fatty acid composition are smaller and more variable

compared to temperature and water stress effects [60,

61]. A greater knowledge on the physiological processes

that regulate the responses to these environmental

factors is essential to decide the management of the

crop to produce grain for a specific end use.
Management Strategies

Although both grain yield and quality are determined

throughout the growing season, important decisions

that will strongly affect them should be taken before

planting [62]. The farmer’s choice of genotype and the

amount of nitrogen available are central for successfully
combining the genotype potential for yield and quality

with the environmental availability of resources. As

stated earlier, final grain quality is the result of the

interaction between the genotype, the natural

environment, and the crop management practices

[63]. In extensive production systems, it is not possible

to provide each stage of the crop cycle with the optimal

combination of environmental factors to reach

the highest possible yield and quality, therefore,

a trade-off is to make preplanting decisions to ensure

that critical crop stages for the definition of yield and

quality are given a preferential environment [62].

Nevertheless, knowledge of the effects of environment

and G � E interaction is still rather imprecise, so man-

agement strategies with the objective of increasing yields,

while obtaining high quality, are difficult to design.

There are a number of grain quality attributes that

are strongly governed by the genotype and therefore

choosing the proper genotype in relation to the final

end use of the grain is critical. In several countries, for

trading purposes wheat is classified into distinct

categories of endosperm hardness (soft, semihard,

and hard). Grain hardness is determined by the packing

of grain components in the endosperm cells [40] and

according to this attribute, the end product can vary

from pasta (hard endosperm), biscuits (soft

endosperm), to bread (hard endosperm). Usually, this

classification can be more detailed and complex [64].

In the case of sunflower, oil fatty acid composition is

genetically controlled [65], and the oil composition has

been modified mostly by altering the function of major

genes through mutagenesis [38].

Addition of nitrogen fertilizer is one of the most

frequent management practices for altering grain qual-

ity (and of course grain yield). It is difficult a priori to

know the effect of adding nitrogen to grain quality as

many other factors are intervening andmodify the final

expected result. In the case of wheat crops, the initial

amount of nitrogen in the soil, the specific moment of

fertilization, the amount of available water, and rain

pattern during the growth cycle as well as plant density

at sowing and genotype nitrogen use efficiency are the

main factors that interact and may modify the final

response in grain quality. In general, it is accepted that

regardless of the species, the increase in grain yield

leads to a decrease in the protein to starch or oil ratio.

This negative relationship between yield and grain
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N concentration reflects the fact that carbon assimila-

tion and accumulation during the grain filling period is

sink-limited [66] while nitrogen accumulation in

grains is usually source-limited [67], as a result of

dilution effects. The final protein concentration will

thus depend on the balance between the source

capacity to provide nitrogen and the strength of the

sink for accumulating carbohydrates [68].
Future Directions

The compositional requirements for a particular grain

vary from one product to the other depending on its

end use. In addition, grain quality is a dynamic concept

as it changes constantly as new uses can be developed

for particular grains. The three major pillars of grain

composition are: the genotypes, the environments

during grain growth, and their interaction.

On the genetic pillar, the knowledge gained in the

recent past has been extraordinary. Based on the

molecular tools developed, a number of genes and

QTLs involved in the determination of particular

grain components (in turn determining grain quality

attributes) have been identified and mapped in several

crops, and it seems easy to predict that in the near

future almost any breeding program in the world will

be able to manipulate these genetic factors with

certainty.

Regarding the environment during grain filling,

important and useful findings have been reported in

relation to high temperatures, and in lesser extent in

water stress, and nitrogen availability. Few studies have

attempted to examine the interactions between these

environmental factors on grain quality attributes. It has

been recently reported that high-temperature stress

effects may be mitigated under high nitrogen availabil-

ity for wheat and barley [69–71].

Undoubtedly, the challenge for breeders and

agronomist is dealing with G � E interactions [72].

Therefore, there is a need for increasing current knowl-

edge on the physiology of quality traits in order to

obtain both high yield and high quality through breed-

ing and management strategies. This will also help

predict grain composition through a series of geno-

types and environments.

Using agronomic simulation models properly

calibrated and validated for the target population of
environments can be a tool for understanding and

predict final grain composition. The incorporation of

grain quality modules into crop simulation models is

increasing (European Journal of Agronomy 25, 2006).

Grain protein content was the first trait incorporated

into modeling as well as grain size (grain weight)

which is a quality criteria especially valued by millers

in the case of cereals but also for oil extraction in oil

crops. Recently, more detailed concepts have been

incorporated such as the type of protein [73] and oil

quality [74]. It is expected that incorporating genetic

data into simulation routines will be done in the near

future.
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Glossary

Exclusion The ability to maintain low concentrations

of toxic ions in the plant shoot.

Ionic stress The stress imposed on a plant by the

accumulation of salts to toxic concentrations in

cells, particularly those of the shoot, leading to

premature death.

Genetically modified plant A plant which has been

transformed by artificial means with single or mul-

tiple genes from another variety or species.

Osmotic stress The stress imposed on a plant by the

accumulation of high concentrations of salt around

the root, which reduces plant growth.

Osmotic tolerance The ability of a plant to maintain

growth under osmotic stress.

Saline soil Soils affected by excess accumulation

of salts. Accumulation of sodium chloride (NaCl)

on agricultural land has a severe impact on

crop yield.

Salt tolerant plant A plant with the ability to grow and

set seed in saline environments without significant

reductions in plant biomass or yield.

Selective breeding Where two plant species with

desirable phenotypes are bred together in an

attempt to produce an offspring with both traits.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Tissue tolerance The ability to withstand high con-

centrations of toxic ions in the shoot.
Definition of the Subject

Plant growth and yield are severely affected by saline

soils. High concentrations of salt in the soil make it

difficult for plants to take up water, while the accumu-

lated salts in cells, particularly the sodium (Na+) and

chloride (Cl�) ions, are toxic to plant metabolism.

These two factors result in a reduction in plant growth,

an increase in the rate of leaf senescence, and a loss in

crop yield. The fact that significant areas of farmland

worldwide are affected by salt brings with it potentially

serious implications for crop yield.
Introduction

Saline soils have been defined as areas where the elec-

trical conductance (ECe; a means of measuring the

amount of ions in the soil) is greater than 4 dS/m. It

is at around 4 dS/m (approximately 40 mM NaCl) that

most plants start to exhibit significant reductions in

yield [1]. Over 800 million hectares of land worldwide

are affected by saline soils; this accounts for more than

6% of the total land area of the world [2]. Most of this

salt-affected land has arisen from natural causes, such

as the weathering of rocks, which releases a variety of

soluble salts including Cl�, Na+, calcium, magnesium,

sulfates, and carbonates [3]. Other sources of salt accu-

mulation include the deposition of salts from seawater

that is transported by wind and rain, as well as from

salts carried in rainwater. It has been estimated that

rainwater contains 6–50 mg/kg of sodium chloride

(NaCl) which, over time, results in large-scale salt

depositions [1].

In addition to the natural processes of salinization,

farmland areas are affected by secondary types of salin-

ity which are a consequence of human activities such as

land clearing and/or irrigation. This secondary form of

salinity results in the raising of water tables and an

increase in the concentration of salts around plant

roots. Approximately 32 million hectares of the 1,500

million hectares farmed by dryland agriculture are

affected by secondary salinity, while 45 million hectares

of the 230 million hectares of irrigated land are salt
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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The effect of salt stress on the growth rate of a crop plant.

Plants experience an immediate reduction in growth rate

after exposure to salt as a result of osmotic stress.

Overtime, the effect of ionic stress increases as shoot Na+

concentrations build to toxic levels (Adapted from [1])
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affected [2]. Although it accounts for only 15% of the

total cultivated area, irrigated land is twice as produc-

tive as dryland agriculture. Consequently, losses of

yield which result from an increase in soil salinization

in irrigated areas have a disproportionally large effect.

Unfortunately, the areas of farmland affected by salini-

zation are increasing and irrigated land is particularly

at risk [1].

The deleterious effect of soil salinity on agricultural

yields is enormous. To solve this problem will require

a variety of approaches including altering farming

practices to prevent soil salinization; the implementa-

tion of remediation schemes to remove salt from soils;

and programs aimed at increasing the salt tolerance of

crop plants, either through traditional breeding or by

genetic manipulation technologies. By increasing crop

salinity tolerance, plant varieties can be generated

which will grow on marginal saline soils while longer

term land management practices are being introduced.

However, before crop salinity tolerance can be

improved, an understanding is required of the two

separate stresses imposed on a plant when it is grown

on a saline soil: osmotic stress and ionic stress.

Effects of Salt Stress on Plant Growth

Osmotic Stress

Osmotic stress affects a plant as the salt concentration

around the root reaches 4 dS/m and results in an

immediate reduction in shoot growth [1, 4, 5]

(Fig. 1). Osmotic stress reduces the rate at which grow-

ing leaves expand, the rate of emergence of new leaves,

and the development of lateral buds. As this stage of salt

stress concerns the inability of a plant to maintain

water relations, the cellular and metabolic processes

involved are similar to those observed in drought-

stressed plants [6]. In dicotyledonous crop species,

such as soybean, this osmotic stress results in reduc-

tions in the size of leaves and the number of branches

[1]; in the monocotyledonous cereals, such as wheat,

barley, and rice, the major effect is a reduction in total

leaf area and number of tillers [6, 7].

Although it is the roots that are initially exposed to

the saline soil, it is actually the growth of the shoot

which displays a greater sensitivity to salt; root growth

recovers quickly even after exposure to high levels of

NaCl [4, 8]. The reduction in leaf development has
been attributed to the high salt concentration outside

the roots and not to toxic levels of Na+ or Cl� within

the tissues of the plant [9–11]. This is supported by

experiments where plants demonstrate reduced shoot

growth when grown in a mixture of salts which indi-

vidually are at concentrations below those necessary for

ionic toxicity but together cause osmotic stress [7, 12].

The mechanisms underlying this down regulation of

leaf growth and shoot development remain unclear, but

a decrease in shoot area is likely to reduce water use

by the plant, thereby conserving soil moisture and

preventing an increase in the soil salt concentration. It

has been suggested that this reduction in growth rate is

regulated by long distance signals in the form of plant

hormones and, as the reduction in growth rate is inde-

pendent of carbohydrate or water supply, is not due to

nutrient deficiency [13, 14]. However, it is not just

vegetative growth that can be affected by osmotic

stress but also the reproductive development of a crop
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plant – osmotically stressed plants have been found to

exhibit either early flowering and/or a reduced number

of flowers [1].

Osmotic stress has other detrimental effects on crop

plants. On the surfaces of their leaves, plants have

stomatal pores, tiny holes through which carbon diox-

ide (CO2) enters the leaf for use in photosynthesis and

carbohydrate production, and water and oxygen leave

the plant. Due to reduced water uptake, osmotically

stressed plants close these stomatal pores [1, 15]. The

consequent reduction in CO2 assimilation results in

a reduction of carbohydrate production which is detri-

mental to crop yield. Many plants are able to compen-

sate partially for the reduction in the amount of CO2

entering the leaf by producing smaller, thicker leaves

with more densely packed chloroplasts although this

is expensive in terms of expenditure of energy [1]. The

decrease in photosynthesis caused by the closure of

stomatal pores has the secondary effect of a build up

of reactive oxygen species (ROS) [16, 17]. Reactive

oxygen species are high energy forms of oxygen, such

as superoxide and hydrogen peroxide, which can dam-

age plant DNA and proteins. These ROS accumulate in

plant leaves when the energy absorbed from sunlight by

chloroplasts cannot be used to synthesize carbohy-

drates as there is insufficient CO2 in the leaf to provide

the carbon source. If left unchecked these ROS can

cause significant damage to plants so cells must pro-

duce a range of enzymes, such as superoxide dismutase,

ascorbate peroxidase, and catalase, to detoxify and

convert the ROS into harmless forms [16, 17]. These

detoxifying enzymes are naturally present in plants to

protect leaves from sudden burst of sunlight, such as

that which occurs when the sun emerges from behind

a cloud, but moremust be manufactured in response to

salt stress, this again being an energy expensive process.
Ionic Stress

Ionic stress has a slower speed of onset than osmotic

stress (Fig. 1). It occurs only when the Na+ or Cl�

accumulation in older leaves reaches a high concentra-

tion which results in premature leaf senescence [1, 4, 6,

18]. All salts at high concentrations can affect plant

growth but in saline soils it is the Na+ and Cl� ions

which cause the most detrimental effects on growth.

For some plant species, especially citrus, soybean, and
grapevines, it is the accumulation of Cl� ion in the

shoot which leads to toxicity, as Na+ is retained within

the roots and the stem [18–22]. However, for most crop

plants including the cereals, Na+ reaches toxic concen-

trations before Cl� and is the ion responsible for most

of the damage caused to plants [1].

Na+ and Cl� are delivered to the shoot in the

transpiration stream, that is, in the water which is

being transported from the root to the shoot in the

xylem of the plant. For most plants, the movement of

Na+ and Cl� back from the shoot to the roots via the

phloem is relatively small, most of the salt delivered to

the shoot remaining there [1, 18]. High concentrations

of Na+ in the shoot can cause a range of metabolic and

osmotic problems for plants [1, 23]. The metabolic

toxicity of Na+ is largely as a result of its ability to

compete with K+, which is required for many essential

cellular functions. Over 50 essential enzymes have been

shown to be activated by K+. Consequently, high levels

of cellular Na+, which will increase the cellular Na+:K+

ratio and decrease the availability of K+, can disrupt

a variety of enzymatic processes [24]. In addition, pro-

tein synthesis requires high concentrations of K+ so

that tRNA can bind to ribosomes [25]. A reduction in

the amount of available cellular K+ due to high con-

centrations of Na+ will disrupt protein synthesis [26].

As older leaves have ceased expanding they cannot use

additional water to dilute the salt being transported

into, and this leads to an increase in the senescence of

older leaves. Consequently, a failure to exclude Na+

from the shoot over time will result in the accumula-

tion of toxic levels of ions leading to premature senes-

cence and leaf death [4, 27]. If the rate of leaf death is

greater than leaf production, the photosynthetic capac-

ity of the plant will be reduced, the plant will be unable

to supply carbohydrates to any new leaves, and the

growth rate of the plant will decrease.

There is also an osmotic component to ionic stress.

During ionic stress, Na+ and/or Cl� remain when water

from the transpiration stream evaporates and can,

therefore, accumulate to high concentrations in the

leaf apoplast [5, 28]. These high extracellular concen-

trations of ions will result in water leaving cells with

a consequent severe impact on cellular function. High

concentrations of Na+ and Cl� in the leaf also present

another osmotic problem, that of maintaining cellular

water potential below that of the soil, thereby
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facilitating water uptake for growth. Under conditions

of elevated salt concentrations in the soil, plants need to

accumulate solutes in order to maintain water uptake.

Under such circumstances, the most readily available

and energy efficient solutes are the Na+ and Cl� ions;

however, high cellular concentrations of these ions are

toxic. Although Na+ and Cl� can be stored within the

vacuole of a cell or in the apoplastic space, plant cells

have difficulty in maintaining low cytosolic Na+ and

Cl� [29–31]. Therefore, in order to reduce the water

potential within the cell, plants need to synthesize sol-

utes which can be accumulated at high concentrations in

the cytoplasm of cells without interfering with metabo-

lism [32, 33]. The synthesis of such compatible solutes,

however, is energetically expensive and can make sig-

nificant demands on the energy resources of a plant.

Overall, in comparison with non-stressed plants,

salt stressed plants grow more slowly and die more

rapidly. It has been estimated that, due to its immediate

effect on plant growth, the osmotic stress has a greater

impact than ionic stress on the growth rate of a crop

[1]. Ionic stress affects plants only at a later stage and

has a lesser effect than osmotic stress, particularly at

moderate salinity levels. Only when salt levels are high

or if a plant is extremely salt sensitive will the ionic

effect be greater than the osmotic.
Variation in Plant Salinity Tolerance

Plants vary widely in their response to saline soils.

Many show reduced rates of growth and yield while

others, such as the salt tolerant saltbush (Atriplex

amnicola), only reach an optimal growth rate when

a moderate level of salt is present [1, 34]. Depending

on their sensitivity to saline soils, plants can be divided

into two groups: the salt sensitive glycophytes, which

are relatively easily damaged by salt; and the salt toler-

ant halophytes which can tolerate, and may even

require, high concentrations of salt in the soil. Indeed,

the halophytic saltbush has been shown to survive at

concentrations of salt similar or higher than that of

seawater [34]. It has been estimated that only 2% of

plant species are true halophytes, while the majority of

species, including most crops, are glycophytes [35].

Within the monocotyledonous cereals, rice (Oryza

sativa) is one of the most salt sensitive [36–39], and

shows a significant decrease in growth and yield when
exposed to moderate levels of NaCl. By contrast, barley

(Hordeum vulgare) is significantly more salt tolerant

[1, 40]. While not as tolerant as barley, the hexaploid

bread wheat (Triticum aestivum), which contains the

genomes of three different wheat species (AABBDD), is

moderately salt tolerant and is able to exclude 97–99%

of Na+ entering the shoot. The tetraploid durumwheat

(T. Turgidum ssp durum), which has the genomes of

two species (AABB), is more salt sensitive than bread

wheat as it lacks genes for salinity tolerance found on

the bread wheat D genome and can exclude only

94–95% of the Na+ entering the root [6, 30]. In

durum wheat, there is a clear deleterious relationship

between the amount of Na+ that accumulates in its

shoot and the yield of the plant: the higher the Na+

concentration, the lower the yield [41].

The variation in salinity tolerance of dicotyledon-

ous crop species is even greater than that observed in

the cereals. On a scale of salt sensitivity, sugar beet has

been reported as salt tolerant, cotton and tomatoes

intermediate in tolerance, and chickpea, beans, and

soybean as sensitive to salt [42, 43]. Many fruit trees,

such as citrus, are classified as very salt sensitive [43].

A number of legumes have been shown to be extremely

salt sensitive, even more so than rice; others, such as

alfalfa (Medicago sativa) are more salt tolerant than

barley [1]. In addition to this variation in salinity

tolerance between different crop species, variation

also exists within species, some varieties and lines

having significantly greater salinity tolerance than

others [40–44].

Mechanisms of Salt Tolerance

Osmotic Tolerance

Osmotic stress immediately reduces the expansion rate

of shoots and roots. It also results in the closure of

stomatal pores. Plants that are more tolerant to osmotic

stress will exhibit greater leaf growth and stomatal con-

ductance. This would be desirable in irrigated farmland

where water is not limiting, but may be problematic in

dryland agricultural systems if the soil water content is

depleted before the end of the growing season.

Although it is believed that considerable variation

for osmotic tolerance may exist within crop species,

until recently this was not easily measured. The esti-

mation of growth rates requires daily measurements of
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leaf growth or measurements of stomatal conductance

[7, 41, 45–47]. These methods are usually either time

consuming or have required destructive measurements

of plant material to ensure accuracy. Nondestructive

imaging technologies have been developed which use

digital photographs to calculate plant area and mass

[48], or infrared thermography to measure leaf tem-

perature and, thereby, stomatal conductance [49].

These technologies have been used to measure the

growth rates of plants in saline environments and,

hence, measurement of osmotic tolerance. Variation

for osmotic tolerance has now been observed in

durum wheat [45, 49] and in wild relatives of wheat,

such as T. monococcumwhich is a modern day variety of

the plant which donated the A genome to both durum

and bread wheat [48].

Ionic Tolerance

Na+ can accumulate in the shoots of plants to reach

toxic levels at concentrations which are below those

required of Cl� for toxicity. Consequently, most studies

have focused on revealing any variation in shoot Na+

accumulation and on the transport of Na+ within the

plant. Ion concentrations in specific tissues can easily

be measured at a specific developmental age, and either

image analysis [48] or a meter that measures chloro-

phyll content can be used to measure leaf senescence.

Ionic Tolerance: Exclusion A long established mech-

anism for salinity tolerance in crop plants is the exclu-

sion of ions, particularly Na+, from the shoot. Due to

the ease of experimentation, this is the mechanism

perhaps most studied. A strong correlation between

salt exclusion and salt tolerance has been shown for

many crops, such as in durum wheat [41, 50], rice [51,

52], barley [40, 53, 54], lotus [55], and Medicago [56].

Na+ enters a plant initially from the soil through the

root and is then rapidly transported to the shoot in the

water of the transpiration stream. Roots are able to

maintain relatively constant levels of NaCl by exporting

excess salt either back to the soil or to the shoot. As

a result, there is a higher accumulation of Na+ in the

shoot compared with the root. If the net delivery of Na+

to the shoot could be reduced, this may enable a plant

to become more salt tolerant. There are four distinct

components that can be modified in order to reduce
shoot Na+ and Cl� concentrations, all of which occur

in the root: reduction in the initial influx of ions from

the soil into the root; maximization of the efflux of ions

from the roots back to the soil; reduction of the efflux

of ions from the inner root cells into the xylem cells

which are carrying water and ions to the shoot in the

transpiration stream; andmaximization of ion retrieval

from the transpiration stream into root cells thereby

retaining Na+ and Cl� in the root.

Ionic Tolerance: Tissue Tolerance Tissue tolerance is

the ability to accumulate Na+ or Cl� ions in the absence

of any detrimental effects on plant health. Tolerance

requires the toxic ions to be compartmentalized into

areas where they can do no damage. At the cellular

level, this usually involves avoiding the accumulation

of Na+ and Cl� in the cytoplasm of the plant cell where

most of important metabolic processes occur. One

strategy of tissue tolerance involves compartmentaliza-

tion of ions within the vacuole, a large plant cell

organelle which can be used as a storage structure.

Employing such a mechanism will allow a plant to

accumulate high concentrations of Na+ and Cl� within

the shoot, while avoiding all of the toxicity effects.

There already exists a large body of evidence for varia-

tion between different varieties of crops in terms of the

rates of accumulation of shoot Na+ and Cl�, as well as
for the concentrations of these ions which the different

varieties can tolerate.
Generation of Salt Tolerant Crops

Salt tolerant crop plants may be generated only once

there is a clear understanding of the mechanisms

underlying salinity tolerance, and of the variation

between plant species in effecting such mechanisms.

Once identified, the benefit of introducing these salin-

ity tolerance mechanisms into crops must be consid-

ered. For example, there would be little point in

introducing into a cereal the salinity tolerance mecha-

nisms from a slow growing highly tolerant halophyte if

that mechanism involved a slow growth phenotype

which would result in the cereal taking years to reach

maturity for flowering. In addition, a salt tolerant crop

plant must do as well as a sensitive plant when grown in

the absence of salt. A high yielding salt sensitive crop

which shows a 50% yield reduction under salt stress
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will still be of greater value to a farmer than a salt

tolerant variety which displays little reduction in yield

but which produces only 40% as much grain as the salt

stressed sensitive variety in the first place.

Crop plants developed to have increased tolerance

to both ionic and osmotic stresses would be able to

grow at productive rates throughout the life cycle, and

the severe losses of yield experienced for most crops

growing on saline soils would be reduced. It should

also be noted that it may be necessary to develop crop

plants with different salinity tolerance mechanisms

depending on the environment in which the plants

will grow. Crops grown by dryland agriculture may

benefit particularly from possessing tissue tolerance

mechanisms, as the accumulation of high concentra-

tions of ions within the vacuoles of the plant cells may

assist the plant in retrieving more water from the soil.

By contrast, an osmotic tolerance strategy, combined

with Na+ exclusion, may be more beneficial to crops

grown under irrigation so that water availability is not

an issue but the Na+ content in that water may be high.

Two approaches may be taken to improve the salt

stress tolerance of current crops: the exploitation of

natural variation in salinity tolerance between different

varieties and species of crops; or, the generation of

transgenic plants with altered gene expression to

increase salinity tolerance. Both approaches have

advantages and disadvantages as discussed below.
Exploitation of Natural Variation

For many crop species there exists large natural varia-

tion in salinity tolerance mechanisms, with some lines

and varieties producing significant yields under salt

stressed environments. The screening of 5,000 acces-

sions of bread wheat led to the identification of 29

accessions which produced seed when grown in 50%

seawater [57], while screening of 400 Iranian wheats

identified several accession with high grain yield under

both salt stressed and control environments [58]. Vari-

etal differences in yield in saline conditions have been

observed in many crops such as durum wheat [41, 45,

59], barley [60, 61], soybean [62], citrus [19, 63],

chickpea [42, 64], and rice [65, 66]. The selection and

breeding of these salt tolerant varieties with the current

elite varieties grown by farmers would be a step forward

in the generation of salt tolerant plants.
The selective breeding of lines with desirable salt

tolerance traits with those lines possessing desirable

traits for yield is an approach for generating salinity

tolerant crops that has been practiced for thousands of

years. One limitationwith this approach is the time and

space necessary to grow offspring from these crosses,

test their salinity tolerance, obtain viable seed, and then

repeat the crossing with a parent to produce the next

generation. Recently, new molecular technologies have

been developed which have aided this approach con-

siderably. Different varieties and species have different

DNA sequence. The difference between the DNA may

be subtle, such as between varieties of the same species

where there may be a single nucleotide change in the

coding sequence of a gene, or the differences can be

extreme, such as the gene duplications or deletions

observed between species. Modern molecular tech-

niques enable the detection of these differences

between individuals, varieties, and species and allow

the design of molecular markers which recognize spe-

cific differences in the DNA between two individuals.

Using these molecular markers as DNA landmarks it is

possible to produce a map of plant chromosomes

which can be divided into regions. By finding differ-

ences in regions of DNA between two varieties of plants

and then observing the phenotype of the offspring

produced by breeding the two original varieties, it is

possible to identify regions in DNA linked to that

phenotype. These regions are often called quantitative

trait loci (QTL). By identifying two different plant vari-

eties with differences in salinity tolerance and by observ-

ing molecularmarkers that are different between the two

parents, it is possible to identify QTL linked to salinity

tolerance by screening their offspring. As salt tolerance is

a complex trait, both genetically and physiologically, it is

not uncommon to observe several QTL associated with

tolerance.

QTL have now been identified for salinity tolerance

in a number of plant species including barley [67, 68],

tomato [69], rice [70], citrus [63], bread wheat [71],

and durum wheat [41]. When QTL have been discov-

ered, one approach is to then identify the gene in that

region of DNA which is responsible for the salt toler-

ance phenotype. The SKC1QTL identified on chromo-

some 1 in rice and the Nax1 and Nax2 loci observed in

durum wheat on chromosomes 2A and 5A, respec-

tively, have been narrowed down to genes belonging
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to a family of Na+ transporters [70, 72, 73], which have

been shown previously to be important for exclusion of

Na+ from the shoot [74–79]. Once a QTL has been

discovered, the plant which contains that important

piece of DNA for salt tolerance can be bred with salt

sensitive varieties to introduce into them the salt

tolerant phenotype. As a molecular marker will be

linked to the QTL, it is not necessary to screen every

offspring produced from this cross with a salt sensitiv-

ity assay, rather, it is possible to identify which of the

offspring have the piece of DNA important for

salt tolerance by screening for the molecular marker

linked to the salt tolerance QTL. While this does not

necessarily speed up the length of time it takes an

individual plant to reach maturity, it does reduce the

necessity to screen hundreds of plants in saline condi-

tions looking for those that are salt tolerant, so that

more focus can be placed on breeding tolerance traits

into crops.

While one approach is to identify a variety of a crop

with good salt tolerance and then cross it to other

members of that species, a second approach is to intro-

duce salt tolerance traits from related species or near-

wild relatives.

Bread wheat and durum wheat are two separate

plant species, but because of their genetic background

there is the possibility of breeding these two species

together to exchange valuable traits. Durum wheat is

a tetraploid (AABB) containing two genomes from an

ancient ancestral cross, the A genome and the

B genome. Bread wheat is a hexaploid (AABBDD),

with the same A and B genomes as durum wheat and

also a third genome, the D genome [80]. It is possible to

breed a bread wheat and durum wheat together to

produce a pentaploid hybrid offspring, which has an

AABBD genome. During sexual reproduction, there is

the possibility of the chromosomes from the different

wheat backgrounds to swap DNA, a process called

recombination, thereby transferring genes from bread

wheat to durum wheat and vice versa. Importantly,

however, only chromosomes from the same genome

can recombine, i.e., durum genome A with bread

genomeA and not durum genomeAwith bread genome

B. By crossing this offspring with either bread wheat or

durum wheat it is possible to re-obtain tetraploid

durum wheat and hexaploid bread wheat, only now

containing genes from the other species. This has been
done successfully to transfer disease resistance genes

[80] and could be used for transferring salt resistance

traits between the two species. Although difficult,

because durum wheat contains no D genome, it is

possible to introduce genes from the bread wheat

D genome into durum wheat; however, a special

wheat plant, with a mutation that affects the way in

which chromosomes align in recombination, is

required [81]. This technique was used to transfer the

K+/Na+ discrimination locus Kna1 from chromosome

4D of bread wheat to chromosome 4B of durum wheat

[82]. This new durum wheat line was able to maintain

a high K+/Na+ ratio in the leaves [82, 83], thereby

increasing its salinity tolerance. However, there was

no significant difference in grain yield between durum

plants with the bread wheat Kna1 and those without,

perhaps due to a yield penalty imposed by having

a large section of the bread wheat D genome in

durumwheat. Unfortunately, no agronomically accept-

able durum variety containing the bread wheat Kna1

locus has been released [80].

In addition to looking for variation in plant salt

tolerance in current cultivars, there is the possibility of

introducing salinity tolerance traits to crop from their

near-wild relatives. These species may have been evolv-

ing in areas of high salinity, away from the selective

pressures inflicted on domesticated crops. It is, there-

fore, likely these relatives have developed novel salt

tolerance mechanisms which might be introduced

into current crops. This approach is not new and

there have been many attempts to introduce genes

from salt tolerant wild relatives to current salt sensitive

crops. Traits for salt tolerance have been discovered in

wild relatives of tomato, [84], potato [85], rice [44],

wheat [80, 86–88], and barley [40, 86] and several

attempts have been made to introduce them to culti-

vated crops. Screening of eight wild Hordeum species,

wild relatives of domesticated barley, revealed that

seven of the eight had better Na+ and Cl� exclusion

than domesticated barley under a variety of salt stressed

environments. A number of these relatives, such as

H. spontaneum, H. marinum, and H. intercedens, had

significantly higher relative growth rates than domesti-

cated barley when grown under high salinity stress

[40, 89].

T. urartu (AA) is the modern day ancestor of

the species that gave rise to the A genomes of
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durum and bread wheat. Both T. urartu and other

closely related A genome species, such as

T. monococcum spp. monococcum and T. monococcum

spp. aegilopoides, show greater Na+ exclusion than

durum wheat [80, 90]. Lines of T. monococcum also

show great variation in both osmotic and Na+ tissue

tolerance [48] and are, therefore, a potential source of

novel genes for salinity tolerance. It is possible to cross

these species with durum wheat and transfer salinity

tolerance traits. One success story of breeding a salinity

tolerant crop has been the introduction of a Na+

exclusion trait into durum wheat from a near-wild

relative T. monococcum. Screening of multiple

durum wheat lines for Na+ exclusion from the shoot

identified a durum landrace, line 149, with significantly

lower shoot Na+ than cultivated durum [59]. It

was discovered that Na+ exclusion in these lines was

controlled by two major genes, Nax1 and Nax2,

which had been introduced into durum from

a cross with T. monococcum [91]. These two genes

have now been introduced separately into the

Australian durum wheat Tamaroi and have undergone

field trials.

Another wild relative source for wheat is from

Aegilops tauschii, which is the modern day version of

the species that donated the D genome to bread wheat –

there appears to be no modern day equivalent of the

B genome [80]. Several screens of Ae. tauschii have

identified lines with lower shoot Na+ accumulation

and enhanced K+/Na+ discrimination than durum

wheat, although the phenotype was comparable to

bread wheat [29, 71, 92]. As the natural environment

of Ae. tauschii is dry and moderately saline [80], there

exists the possibility of introducing novel salinity

tolerant genes into wheat. One possibility is the

re-creation of the original cross that generated bread

wheat by breeding durum wheat (AABB) with

Ae. tauschii (DD), thereby creating a synthetic

wheat (AABBDD) with a genome similar in style to

bread wheat. While the technique is tricky, it has been

successful in the past [92]. The advantage of this

technique is that the Na+ exclusion locus found on

the D is introduced which is not on the A or

B genomes of wheat. Synthetic hexaploid lines

with enhanced Na+ exclusion have been created

successfully to have Na+ exclusion similar to that of

the parent Ae. tauschii and significantly greater
exclusion than that of the durum parent [29] at both

high and moderate levels of salt. Indeed, some of

the synthetic hybrids produced have significantly

lower shoot Na+ accumulation than bread wheat and

often greater yield under salt stress conditions [80, 93].

These results indicate that the approach clearly has

validity.

The use of wild relatives in breeding programs

remains controversial as few salt tolerant crops are

released through this approach [39]. Wheat was one

of the earliest crops to be crossed with halophytic wild

relatives but over 25 years have elapsed since that initial

cross, and no new tolerant varieties has yet been

released to farmers [39]. However, a recent report of

significant yield advantage in a saline field site of

durum wheat plants incorporating a Na+-excluding

locus, Nax2, from Tmonococcum appears to be partic-

ularly promising [94].

A considerable disadvantage with introducing

salinity tolerance traits into crops which are already

well adapted for cultivation is the introduction of

undesirable traits encoded by genes which may be

physically close to the desirable gene for salinity toler-

ance in the plant genome [80]. This is a particular

problem when breeding current crop varieties with

wild relatives, as cultivated crops have been designed

by breeders for thousands of years to have desirable

traits such as high grain yield, appropriate height and

disease resistance. When new traits are introduced into

crops by breeding it is not possible to introduce only

the gene responsible for that trait. The piece of DNA

introduced from the wild relative can be quite large and

will contain many genes, for most of which the func-

tions are unknown. If these genes have an undesirable

effect which impacts on the agricultural value of the

crop leading, for example, to low yield or incorrect

flowering time, the crop will be of no value to

a farmer. This phenomenon is known as linkage drag

[39, 80]. It is possible to reduce the size of the DNA

insertion from the wild species by breeding the line

with a cultivated crop as, over time, fragments of the

wild species DNA will be replaced by that of the culti-

vated crop. This process, however, can take many gen-

erations and requires the breeder to have a molecular

marker specific to the Na+ tolerance gene that has been

inserted into the genome; otherwise this gene also

would be lost [80].
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Intracellular location of proteins in a plant cell which are

encoded by candidate genes for transformation into

transgenic crop plants. NHX1 is a transporter which is

involved in the compartmentation of Na+ into the vacuole

by swapping a cytoplasmic Na+ ion with a vacuolar proton

(H+). AVP is a proton pump that uses the energy released

from the breakdown of PPi to move protons into the

vacuole. These protons can then be used by transporters

such as NHX to transport Na+ into the vacuole. HKT

proteins are involved in the transport of Na+ from the

extracellular space (apoplast) into the cytoplasm. In the salt

overly sensitive (SOS) pathway, high concentrations of Na+

are detected by a membrane bound salt sensor, which

results in the release of Ca2+ to the cytoplasm. This

cytoplasmic Ca2+ binds to the calcium binding protein

SOS3, which activates the protein kinase SOS2. Together

SOS3 and SOS2 activate the Na+ transporting ability of the

SOS1, which moves Na+ out of the cell
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Transgenic Approaches to Generating a Salt

Tolerant Crop

Transgenic approaches are attractive in the generation

of salinity tolerant plants, as the sequences of genes

known to encode proteins involved in salinity tolerance

can be artificially introduced directly into the target

variety, without the compounding effects of bringing

in multiple, and often undesirable, genes through tra-

ditional breeding approaches. In theory, the transfor-

mation of commercially relevant crop plants directly

with genes for salinity tolerance would help to reduce

the time required before farmers can use these crops in

the field.

There are numerous possibilities for generating

transgenic crops with increased salinity tolerance,

either by introducing novel genes for salinity tolerance

into crops from other plant species, or by altering the

expression of existing genes within the crop (see Fig. 2

for examples).

To date, the greatest success with the development

of transgenic salinity tolerant crops has been the gen-

eration of plants which are better able to compartmen-

talize Na+ in the vacuole, where Na+ can accumulate to

high levels without detrimental effects on the plant

cells. Central to this process of vacuolar compartmen-

tation is a gene encoding a vacuolar Na+/H+ antiporter

(NHX), which transports Na+ into the vacuole in

exchange for a proton (H+) [1, 95, 96] (Fig. 2). The

activity of this transporter has been shown to increase

under salinity and it is expressed in a variety of different

plant species including barley [97], maize [98], sun-

flower [99], tomato [100], cotton [101], and

Arabidopsis [102]. Constitutive expression in yeast of

the NHX gene from Arabidopsis, AtNHX1, had the

effect of significantly increasing the salinity tolerance

of the yeast [103, 104]. Transgenic plants which

have been created to constitutively overexpress the

same Arabidopsis AtNHX gene, such as Arabidopsis

[105], tomato [106], Brassica napus [107], and cotton

[108], also show increased Na+ accumulation in the

shoot and greater salinity tolerance. These plants are,

therefore, Na+ tissue tolerators. Importantly from

a farmer and a consumer point of view, Na+ accumu-

lation only occurred in the green tissue and not in the

fruit, as in the case for tomato [106]. Of particular

interest is that both increasing or decreasing the
expression of the Arabidopsis AtNHX gene has been

shown to significantly affect the expression patterns of

other genes involved in salinity tolerance mechanisms

[96, 109, 110]. This finding has significant implications

for the generation of transgenic crops as it indicates

that it may not be necessary to transform a plant with

multiple salinity tolerant genes but rather with one

gene which can regulate others.

Several homologues of the AtNHX1 gene have

now been identified in a number of crops including
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wheat [111, 112], barley [113], cotton [101], Medicago

[114], Maize [98], and rice [115, 116], and the consti-

tutive overexpression of these gene in Arabidopsis

[111], rice [115–117], wheat [118], tobacco [101],

and barley [113] has also been reported to improve

salinity tolerance.

Another candidate gene family for the generation of

salinity tolerant transgenic crops are the vacuolar H+

pyrophosphatase genes [1, 96, 119]. Similar to the

NHX genes, H+ pyrophosphatase genes, such as

Arabidopsis AVP1, are involved in Na+ sequestration

to the vacuole. These genes do not encode proteins that

are directly responsible for the transport of Na+ into

the vacuole, but rather ones that use the energy released

from the breakdown of the high energy molecule inor-

ganic pyrophosphate (PPi) to pump protons (H+) into

the vacuole (Fig. 2). PPi is produced as a by-product of

a wide range of biosynthetic pathways. Use of PPi as an

energy donor for the activity of the vacuolar H+-PPase

allows ATP to be conserved and improves plant cell

performance under more demanding environmental

conditions. Once the vacuolar H+ pyrophosphatase

proteins have transported protons into the vacuole,

these protons can then be used by Na+ transporters

such as NHXs to move Na+ into the vacuole. Analysis

of plants that are growing under salt stress, such as

barley and Arabidopsis, reveals that these genes are

significantly upregulated [102, 113]. Arabidopsis,

alfalfa (Medicago sativa), tobacco (Nicotiana tabacum),

bentgrass (Agrostis stolonifera L.), and rice plants genet-

ically engineered to either express AVP1 alone, or in

combination with NHX, have been shown to have

increased salinity tolerance [111, 117, 119–122]. Trans-

genic alfalfa which was constitutively overexpressing

AtAVP1 maintained a greater shoot biomass than wild

type alfalfa when grown on 200 mM NaCl [122]. Sim-

ilarly, transgenic bentgrass expressing the AtAVP1 gene

was not greatly affected when grown on 100 mM NaCl,

and was able to survive salt stress of 200 and 300 mM

NaCl, levels which severely reduced the growth of wild

type bentgrass [123].

In addition to the success in generating salt tolerant

plants using genes involved in the mechanisms for

sequestering Na+ in the vacuole, transformation of

plants with genes controlling other processes, such as

exclusion of Na+ from the plant, have also been suc-

cessful. Other candidate genes for increasing the
salinity tolerance of crop plants include members of

the Salt Overly Sensitive (SOS) pathway.

Many aspects of plant growth, development, and

responses to environmental stresses are mediated by

the calcium ion (Ca2+) as a secondary messenger sig-

naling molecule. The external cue is first perceived by

receptors on the plant cell membrane and this then

activates a signaling cascade, using calcium, which reg-

ulates the activities of proteins and gene expression

[124–127]. The SOS pathway mediates the response

of a plant cell to salinity stress. The SOS pathway was

so named due to the extreme salt sensitivity of plants

which had mutations in key genes of this pathway

[128]. Initially, three genes from these mutants,

AtSOS1, AtSOS2, and AtSOS3, were identified in

Arabidopsis as being important in salinity tolerance

[129]. It should be noted, however, that the SOS

name refers to a specific salt sensitive phenotype and

that the genes sharing the same SOS identifier are

unrelated to each other. Indeed, the proteins encoded

by these genes are quite different: AtSOS1 is a plasma

membrane Na+ transporter [130]; AtSOS2 is a protein

kinase belonging to a large family of Calcineurin B-like

Interacting Protein Kinases (CIPKs) [125, 127]; and

AtSOS3 is a plasma membrane bound Ca2+ binding

protein which belongs to the Calcineurin B-Like pro-

teins (CBL) [125, 127]. However, although they have

completely different functions, it is the interactions of

these proteins that help a plant cell survive salt stress.

It has been shown in Arabidopsis that under salt

stress Ca2+ is released into the plant cell cytoplasm

from either internal or external cellular stores and it

binds to the plasma membrane bound AtSOS3

(AtCBL4). CBL proteins have specific regions which

allow them to bind to specific CIPKs, such as SOS2.

When Ca2+ becomes bound to AtSOS3, it recruits

AtSOS2 to the plasma membrane where the kinase

phosphorylates the Na+/H+ antiporter AtSOS1,

thereby activating the transporter and allowing the

movement of Na+ out of the cell [1, 124, 125, 127]

(Fig. 2). Although these genes were identified initially

in Arabidopsis, homologues for all three genes have

now been discovered in a variety of plant species,

including crops, such as Thellungiella halophila [131],

poplar [132], and rice [133]. In all of these species, the

genes involved in the SOS pathway have been shown to

be significantly upregulated under salt stress,
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particularly in the plant roots. This would make them

ideal as candidate genes for transformation into trans-

genic crops to increase salinity tolerance.

Arabidopsis plants that were engineered to consti-

tutively express the AtSOS1 gene had significantly

increased salinity tolerance, showing greater biomass,

increased chlorophyll retention, and reduced concen-

trations of Na+ in the shoot when compared to wild

type plants when grown under high saline conditions

[134]. Importantly, these plants did not suffer any yield

penalty when grown under non-stressed conditions.

The increase in the salinity tolerance of the transgenic

plants was attributed to them having a great efflux of

Na+ at the cellular level, when compared to control

plants.

It is not always necessary to generate a salt tolerant

plant by altering the expression level of a gene that

encodes a transporter of ions. The salinity tolerance

of a plant can also be increased by overexpressing genes

encoding molecules that are involved in signaling or

activating genes. Overexpression of the transcription

factor Alfin1 in alfalfa resulted in plants with increased

root and shoot growth under both control and salt

stressed conditions [135]. Enhanced expression of

genes involved in signaling pathways, such as those

encoding calcium binding CBL proteins and the pro-

tein kinase CIPKs, increases the salt tolerance of

Arabidopsis, rice, and tobacco [136–139], presumably

through enhancing the signaling response of the cell

when it is under salt stress. However, the way in which

some genes contribute to overall salt tolerance remains

unclear. Transgenic tomato that had been transformed

with the yeast gene HAL1 showed increased salt toler-

ance under stressed conditions but had reduced shoot

weight when grown in control conditions, significantly

lower than non-transformed plants [140]. This dem-

onstrates that there remains significantly more to

understand about the timing and regulation of genes

in planta before a transgenic salt tolerant plant can

successfully be produced.

Certain genes that have been identified as impor-

tant for plant salinity tolerance have nevertheless not

been shown to increase the salinity tolerance of

genetically modified plants when constitutively

overexpressed. For example, although the HKT gene

family has been shown to be important in salinity

tolerance, the constitutive overexpression of an HKT
gene was found to have a detrimental effect. The HKT

gene family can be divided into those genes encoding

a Na+ transporting protein (subfamily 1) or a K+/Na+

transporting protein (subfamily 2) [23, 74]. Members

of subfamily 2 are considered to be involved in nutri-

tion and the uptake from the soil of ions essential to

plant growth (small quantities of Na+ can be beneficial

to plant growth) [141–144], whereas members of sub-

family 1 are believed to be important for plant salt

tolerance [1, 23, 96]. Members of the subfamily

1HKT gene family have been shown to encode proteins

important for the retrieval of Na+ from the xylem in

both the root and the shoot, thereby reducing the

accumulation of Na+ in the shoot [23, 74, 75, 79, 96,

145]. The protein moves Na+ from the transpiration

stream into the cells surrounding the xylem (Fig. 2).

Evidence for this function has now been found in

a number of plant species in addition to Arabidopsis,

such as rice [70] and wheat [72, 73]. Both naturally

occurring ecotypes and mutant lines of Arabidopsis

which have reduced expression of this gene show

increased shoot Na+ accumulation [75, 102, 146,

147]. However, constitutive overexpression of this sub-

family 1HKT gene also results in higher concentrations

of Na+ and salt sensitive plants [77]. As HKT proteins

move Na+ into cells, the increased salt sensitiveness of

constitutive overexpressing plants may be due to the

fact that, when the gene is expressed throughout the

plant, the protein encoded by the gene transports more

Na+ from the soil into the root, resulting in more Na+

being transported to the shoot in the transpiration

stream. Expression of this gene only in the cells sur-

rounding the xylem would result in a plant being more

efficient in retrieving Na+ from the transpiration

stream.

Plants consist of multiple tissues and multiple cells.

Each tissue is adapted for a specific purpose – roots for

nutrient uptake, leaves for photosynthesis, stems for

support – and, therefore, will not necessarily express

the same genes. Genes responsible for the maintenance

of photosynthesis in the leaves will not be expressed in

the roots, and genes for nutrient uptake from the soil

will not be expressed in floral tissue. Similarly, not all

genes in a plant are expressed all the time; many genes

are activated only when required. When growing in

non-stressed environments there is little point in

a plant using critical energy supplies to generate and
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maintain proteins important for salinity tolerance. It is

unsurprising, therefore, that the continuous expression

throughout a plant of a gene important for salinity

tolerance, such as AtHKT1;1, often results in detrimen-

tal effects [77]. A critical feature in the generation of

crops engineered to have increased salinity tolerance is

the spatial and temporal control of the transgene which

has been introduced.

Recently, transgenic Arabidopsis plants have been

produced with cell-specific expression of the AtHKT1;1

gene in the root cells surrounding the xylem [148].

Unlike plants with constitutive overexpression of

AtHKT1;1, these cell-specific plant lines showed a sig-

nificant reduction in shoot Na+ and increased salt

tolerance [148].

In a different approach, rice plants designed to

overexpress a gene involved in the synthesis of trehalose

only when the plants experienced stress exhibited

reduced shoot Na+ concentrations and better growth

in saline conditions than non-transformed plants

[149]. Trehalose is a sugar involved in protecting cells

from long periods of desiccation and possibly aids

salinity tolerance through an ability to scavenge reac-

tive oxygen species, thereby protecting cellular proteins

[39]; however, plants with constitutive overexpression

of genes for trehalose synthesis display severe stunting

[150]. The use of a stress-inducible promoter is, there-

fore, an important control to minimize growth inhibi-

tion of transgenic plants when grown in non-stressed

environments. The focus now is the identification of

gene promoters (sequences of DNA which are used to

activate genes) which allow the cell- and temporal-

specific expressions of genes in crops.

In addition to the fine control of genes transformed

into transgenic crops, there is also the need to identify

gene combinations which may have the potential to

increase crop salt tolerance. As has been observed,

plants employ multiple salinity tolerance mechanisms

to survive saline soils, all of which rely on a variety of

different genes and proteins. It seems unlikely, there-

fore, that the generation of a successful commercial salt

tolerant crop will be achieved by the constitutive

overexpression of one single gene. Recent research pro-

moting salt tolerance in plants focuses on either

boosting the intracellular salt-sequestering processes,

or on the Na+ exclusion mechanisms by transferring

into selected crop species genes for salinity tolerance
from model organisms (such as Arabidopsis) or from

salt tolerant plants. A complementary approach focuses

on the challenging task of reducing net input of salt

into plants by perturbing the function of channels and

transporters involved in sodium uptake but without

disturbing potassium uptake. An ideal scenario con-

templates the generation of transgenic plants with an

enhanced capability for vacuolar salt sequestration

combined with a reduced uptake of salt. While a num-

ber of genes involved in these processes have now been

identified, the challenge is to switch these genes on at

the appropriate time and in the appropriate tissues

where they can be most effective. In order to achieve

this aim, improved knowledge is required of gene pro-

moters that are stress-inducible and cell specific.

While it is clear that there are potentially many

avenues for the generation of a genetically modified

salt tolerant plant, there remain significant challenges.

Although it is now possible to generate salt tolerant

plants in a laboratory, it has yet to be shown whether

this relates to actual yield improvements in the field.

There are cases where using genetic modification to

generate a salt tolerant plant has a negative effect on

yield when no stress is present. It is clear, therefore, that

more information on gene promoters is required to

enable the activation of salt tolerant genes in specific

tissues/cell types only when plants are grown in salt.

Furthermore, there are areas of the world, such as

Europe, where there remains considerable resistance

to the acceptance of genetically modified plants.

This may well be due to the lack of availability to

consumers of clear, accurate information as well as

the prevalence of extremist views. A more open, trans-

parent approach by scientists is required explaining

the potential advantages and disadvantages of this

technology. Only then will consumers be able to make

their own informed choices about genetically modified

organisms.
Future Directions

Crops growing on saline soils suffer severe reductions

in yield due to both ionic and osmotic stresses. As

considerable areas of farmland are currently affected

by saline soils much research has been undertaken to

enhance crop salinity tolerance by exploitation of nat-

ural variation in salinity tolerance or through the
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generation of transgenic plants expressing genes shown

to be important for salt tolerance. While salinity toler-

ant plants have been generated by both approaches, the

focus should now be on the production of viable

crop plants for farmers to grow in affected areas. For

this to occur, the new cultivars of tolerant plants

need to be tested under rigorous field conditions and

those with enhanced salt tolerance and, as equally

important, no yield penalties when grown in nonsaline

conditions pass to breeders for incorporation into

future crops.

Approaches are still required to help speed up the

generation of salinity tolerance crops through the

exploitation of natural variation. Sequencing of cereal

genomes will greatly speed up the identification of

candidate genes underlying salt tolerance QTL, thereby

enabling highly specific molecular markers that are

tightly aligned to the trait. Using these markers will

help reduce the effects of linkage drag bringing unde-

sirable traits into the population.

For transgenic plants, it is clear that refined control

over when and where a gene is expressed is essential. As

there are now multiple candidate genes, with potential

for enhancing salinity tolerance, research should now

focus more on identifying the controlling elements in

a plant’s genome, which dictate when and where a gene

is expressed, and less on the identification of candidate

genes. In addition, combinations of genes which have

additive effects on salinity tolerance need to be identi-

fied, thereby allowing the production of the most opti-

mal salt tolerant plants. When these factors are known,

crops can be produced which have the ability to activate

multiple genes for salinity tolerance in different areas of

the plant but only when saline soils are experienced.

Although further research is clearly still required,

considerable progress has been made in generating salt

tolerant plants through the exploitation of natural var-

iations and the generation of genetically modified

organisms. The next step is to deliver salt tolerant

crops to farmers.
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Glossary

Agroecosystem, agrosystem – agricultural ecosystem

An ecosystem that is managed to optimize the pro-

duction of a crop plant or part of it.

Biological control Use or manipulation of natural

enemies (predators, parasitoids, or diseases of

pests) to suppress pest populations.

Crop resistance to pests One or more qualities that

some crop plant varieties have resulting in less

damage by a number of pest individuals in compar-

ison with a variety without those qualities when it is

exposed to the same pest numbers.

Damage caused by a pest Damage is the monetary

value lost to the commodity as a result of injury

by the pest, for instance by yield reduction.

Economic injury level of a pest The pest population

density at which the cost to control the pest equals

the amount of damage it inflicts.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Economic threshold of a pest The pest population

density at which a control measure has to be taken

to prevent population from reaching the economic

injury level.

Genetically modified (GM) crop, transgenic crop A

crop whose genetic material has been modified

by genetic engineering techniques, through

which novel genes have been introduced into

the crop.

Integrated pest management (IPM) A system for

controlling pests in an economically, ecologically,

and sociologically sound manner by the use of

multiple tactics in a compatible manner. The term

has many (if not all) common elements with inte-

grated control.

Metapopulation A set of populations occupying dif-

ferent patches among which individuals can occa-

sionally move.

Pest Any herbivore that feeds and causes damages

on crop plants in an agroecosystem resulting

in crop damages if control measures are not

taken. In this entry the term “pest” includes only

insects and mites but for other authors the same

termwould additionally include plant diseases and

weeds.

Pheromones Chemicals that are released in the

environment by one individual and trigger a behav-

ioral response in other individuals of the same

species.

Precision agriculture Precision agriculture aims to

apply inputs only when and where they are needed

and at optimal amounts according to variable field

or environment characteristics.
Definition of the Subject

In addition to producing food and fiber to satisfy an

increasing world population, agriculture is being asked

to supply energy at reasonable prices thus contributing to

the acceleration of the demand for agricultural commod-

ities. Increase of crop yields may be achieved by maxi-

mizing the proportion of sunlight energy that is fixed by

the crop plant or by reducing the amount of energy that

is lost by insect pests, diseases, and weeds. More than

50% of the potential yield of agricultural crops is lost by

the three causes. To diminish losses caused by insect pests
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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in agriculture in an economically, ecologically, and socio-

logically acceptable manner is the goal of integrated pest

management (IPM). Given the complexity of agricul-

tural ecosystems, IPM has to consider and manage all

the elements and relationships involved in agriculture,

including those related to nonagricultural ecosystems.

Providing a scientific approach to better understand

processes in agroecosystems in order to implement

more rapidly sustainable IPM systems is a major chal-

lenge for ecology.

Introduction: Agriculture and Insect Pests

Agriculture and Productivity

Providing stable food for human subsistence has been

the main goal of agriculture throughout the centuries.

Probably because more than 50% of world population

lives in urban areas and because developed countries do

not feel threatened by hunger, society is not aware that

agriculture needs to secure the world’s food supplies.
60
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Evolution of demand of agricultural commodities for food, feed

com/pdf/GoldmanReportFoodFeedFuel.pdf. Accessed 17 Octo
Increase of both world population and its income lead

to increasing rates of food demand and to remarkable

changes in the commodity composition of food con-

sumption, particularly a bigger demand for livestock

products.

In addition to producing food and fiber to satisfy an

increasing world population, agriculture has been

asked to supply energy at reasonable prices, mostly

for replacing gasoline and petrol for motor vehicles.

Although nowadays, as in 2007 and 2008, biofuel

demand is linked to rising petrol prices, production

of agricultural commodities for bioethanol and biodie-

sel conversion is expected to increase in the coming

years, particularly if their price is competitive with

petroleum. Biofuel production has accelerated the

demand growth rate for agricultural commodities,

which may largely exceed an annual rate of 2% in the

coming years (Fig. 1). Reduction of basic food stocks,

higher food prices, and increased land use may follow

the stronger demand for agricultural commodities.
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Complementarily, agriculture in developed countries

faces increasing environmental, human health, trace-

ability, and competition challenges. Only a significant

increase of agricultural productivity and sustainable

improvement of protection techniques may respond

to these challenges.
Agricultural Ecosystems: Ecological Basis for an

Integrated Approach to Pest Control

It cannot be forgotten that agricultural ecosystems

(also called agroecosystems) have their origin in natu-

ral ecosystems which human activity has transformed

along millennia to better achieve the goal of agricul-

ture: to provide us with sufficient food. Therefore,

objectives of agroecosystems are substantially different

to those of natural ecosystems; whereas, in the first

case, growers manipulate the ecosystem to obtain an

optimal amount of one species or part of one species

(grain and not plant biomass, e.g., in cereal systems),

natural ecosystems tend to perpetuate the system by

themselves and do not favor one particular species or

group of species. Agroecosystems differ from natural

ecosystems in several ways among which two are par-

ticularly relevant in this chapter: (a) agroecosystems
Crop Plant

WEEDS

Energy source Producers Primar

Abiotic fac

Integrated Pest Management. Figure 2

Main components and relationships related to insect pests an

show the direction of energy flow between components of ad

between components within a trophic level. Broken arrows sho

involved are not represented
introduce a certain amount of energy previously

processed (e.g., fuel) in comparison with the second

which uses almost exclusively the energy provided by

the sun; (b) agroecosystems are generally manipulated

to deal with a unique plant species (the crop) and this

leads to a drastic simplification of biodiversity in pro-

ducer and ulterior consumer food web levels.

Composition and relationships in an agroecosystem

are of crucial importance to the dynamics of its com-

ponents. Figure 2 represents a simplified scheme of the

main components and relationships concerning crop

loss agents.

This chapter only deals with the control of those

herbivores that cause damage to crops, the so-called

pests. In the literature the term “pest” sometimes

refers to pathogens and weeds but here the term

will be restricted to herbivore species, mainly

insects and mites, causing damages to crop yield if

preventive measures are not adopted. In order to

avoid constant repetition of words such as insects and

arthropods the term “pest” will be preferred along all

the text.

Maximization of crop yield in Fig. 2 may be

achieved by increasing the proportion of sunlight

energy that is fixed as biomass by the crop plant or by
Herbivore 1

Herbivore 2

Pathogens

Detritivores

Natural
enemies: 
predators, 
parasitoids,
pathogens

y consumers Secondary consumers

tors

d their control in an agroecosystem food web. Arrows

jacent trophic levels. Double arrows show competition

w that energy flow continues but the further components
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reducing the amount of energy that is lost by competi-

tion of weeds, by damages caused by pests, or by dis-

eases caused by plant pathogens. The process of

accumulating biomass in a crop plant to reach a yield

may be compared to the process of filling a water

deposit that loses water through three holes (pests,

diseases, and weeds). More water may be stocked in

the deposit by opening the tap (more photosynthetic

production) or by repairing holes. The complex nature

of the agroecosystem demands an integrated approach

to manage all the components and relationships taking

into account that any change in a part of themmay lead

to undesirable consequences in the whole system. Con-

sidering the entire complexity of the agroecosystem is

crucial to develop sound integrated pest management

programs.
Continuously Increasing New Insect Pests: Pest

Invasion

Elements and links in the picture of Fig. 2 may

change in space and time. Introduction and establish-

ment of invasive alien species and climatic change are

among the most decisive factors influencing the com-

position and relationships in an agroecosystem. Many

of the insect pests in agriculture originated as exotic

herbivores introduced in the past; this process con-

tinues to accelerate, mainly as a consequence of

globalization of agricultural trading. The introduction,

establishment, and spread in Europe of the Colorado

potato beetle may exemplify the impact of insect

pest invasions on agriculture. It originally restricted

its distribution to the Rocky Mountains (USA)

where it fed on wild plants. In the second half of the

nineteenth century, the cultivation of potatoes close to

that area allowed the beetle to multiply its populations,

spread out of its original area, and distribute around

the world where it has become the most harmful insect

pest of potatoes in general terms. Hundreds of

exotic arthropods have been documented as invading

agricultural areas, establishing themselves and becom-

ing important pests. The objective of eliminating or

limiting the spread of pests has led several national

and international institutions to develop legislation

and tools to restrict the movement of insect

species with a high potential to become agricultural

pests. Regional sections of the International Plant
Protection Convention have been particularly active

in this direction and its Web site (www.ippc.int) is

an important source of information. To categorize

the risk of potential invasive alien species is a first

step to adopt correct and ad hoc measures. Then,

measures of exclusion, early detection, containment,

or control of the most risky species may be adopted

at the national or international level. Prevention of

the introduction and spread of crop pests is

an important first step of integrated pest manage-

ment although it is sometimes difficult to implement

due to the ease of international travel of both people

and plants, and the increasing trade of agricultural

commodities.
Injuries and Losses Caused by Pests

Pest control, and particularly integrated pest manage-

ment, is therefore necessary to safeguard crop produc-

tivity against losses caused by herbivore insects and

assure human nutrition. Losses caused by insect and

mite pests derive mostly from their feeding activity on

plants. Insects consume plant materials with their

chewing or sucking mouthparts; in addition to lower-

ing plant vigor, some insects are also able to transmit

plant pathogens, with additional losses due to disease

development, or injection of toxic substances that

interfere with plant physiology. Consequently, poten-

tial crop yield is not attained and a variable level

of losses results according to the amount of insects

feeding on plants, the type of injury caused, and the

susceptibility of the plant to the amount of injury

infringed.

Potential and actual losses due to animal (mostly

insect and mite) pests have been estimated by Oerke

and Dehne in major crops [1]. Those were estimated as

quite variable according to the crop and geographical

area but on average they were 17.6% and 10.1% of the

attainable yield in the world that give a control efficacy

(percentage of losses prevented) of 42.4%. Efficacy to

prevent losses from animal pests was higher than from

bacterial and fungal diseases (33.8%) but considerably

lower than fromweeds (70.1%). These moderate values

of efficacy in crop protection, which averaged 52.5% in

the world, were reached in spite of particularly high

pesticide consumption in Western Europe and North

America.

http://www.ippc.int
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Strategy for Integrated Pest Management

What IPM Is

The necessity to change the strategy of controlling

insect pests derived from both theoretical consider-

ations and practical collapse of control systems.

Although humans were soon aware of weaknesses in

relying on control systems based solely on single tactics,

control failure of pesticides due to pesticide resistance

in important insect pest species and the consciousness

of pesticide transfer to environment might have been

the detonators of strong criticism about the mass use of

pesticides in the 1950s. Soon after that, scientists, espe-

cially applied entomologists, defined new concepts and

terms among which were integrated control and inte-

grated pest management (IPM) [2]. These two terms

share basically the same underlying concepts although

some authors have justified the different use of these

two expressions [3]. A broad definition of integrated

pest management is this: a pest control system in an

economically, ecologically, and sociologically sound

manner by the use of multiple tactics in a compatible

manner.

Sustainability should be an inherent qualification of

IPM systems. However, development of novel insect

pest control methods has often focused more on

replacing chemical pesticides than implementing low

input tactics, two objectives that do not necessarily

progress in parallel ways. Classical biological control

provides us with some examples of reduced sustain-

ability when mass-reared natural enemies are repeat-

edly released to control insect pests in short-lived

annual crops as practiced in some Mediterranean

greenhouses. Paradoxically, many of pest natural ene-

mies that are mass produced with energetically costly

procedures and released into isolated Mediterranean

greenhouses are native to the same area and could be

managed to enhance their entrance into greenhouses by

conservation biological control practices. Early IPM

aimed to decrease the use of pesticides and, fortunately,

it succeeded in many cases. The novel era of IPM

should put emphasis on the agroecosystem manage-

ment and various entries in the encyclopedia will give

some indications on how to proceed in such direction.

Nonetheless, some fundamental concepts of IPM as

enounced decades ago have kept most of their validity

in theory and practice. This is the case of economic
threshold which is still a key concept that, under several

formulations and criticisms, occupies a central point in

IPM development.
Concept of Economic Threshold

A first question that an IPM practitioner has to face

when he/she detects a certain number of pests on the

crop is whether intervention is justified. Some criteria

to make decisions based on economic, social, ecologi-

cal, and toxicological needs are necessary. Economic

injury level (EIL) and economic threshold (ET) are

concepts that primarily were developed to make deci-

sions founded on economic cost-benefit analysis to

include later a richer set of the so-called bioeconomic

elements that relate pest numbers, crop plants

responses to pest injury, and resulting crop losses.

With minor modifications these two concepts of EIL

and ETstill form the basis of the current IPM programs

providing the potential to improve economic profits

but also reduce environmental impact [4].

Relationships between pest numbers and resulting

crop losses are the result of two other subrelationships

succeeding each other very closely in time. Pest num-

bers are grossly related to total injury in a linear man-

ner, whereas the latter relates to crop loss (i.e., lowered

yield) by nonlinear figures (Fig. 3) so that the result of

combining both curves gives a nonlinear relationship

between pest numbers and crop loss (or yield reduc-

tion), as that represented in Fig. 4, if crop loss is

converted into yield reduction.

As seen in Fig. 4, yield is reduced at low pest num-

bers very slightly, if at all, but as pest numbers become

higher yield is increasingly reduced in a near linear

manner until the declining yield per pest number

increase decelerates and finally becomes insensitive to

pest population growth. Of course the shape and values

of this relationship is a function of several factors linked

with the plant and pest species. The following are the

most significant: yield based on fruit is more sensitive

than is biomass, injury on plant tissues contributing

directly to yield are more yield reducing, dissimilar

host-plant growth stages are differentially sensitive to

injury in terms of yield loss in a manner that young

plants have a higher capacity to recover or compensate

injuries, and finally biotic and abiotic stressors other

than the pest may magnify the consequences of injuries.
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The relationship between pest numbers and yield as
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Relationship between pest numbers and amount of injury (left) and two common relationships between the amount of

injury and losses caused on the crop (right)
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Knowledge of the curve relating pest numbers and

yield is the basis for the calculation of EIL and ET.

Simply defined, EIL is the lowest pest population num-

bers that will cause economic damage this being the

amount of damage that equals control cost. EIL shows

the amount of pests (and therefore the amount of

injury) that can be tolerated by a crop. Operational

consequences of the EIL are summarized by the ET,

which determines if management action against a pest

is needed. As the time needed tomake a decision and to

take the action may cause pest population to surpass

the EIL, decisions have to be made before the popula-

tion reaches the EIL and thereby prevent economic

damage; this value is called economic threshold, ET.

When decision making is delayed, pest population

continues to grow, control methods are less efficient,

and ET is lower in relation to EIL. On the contrary, if

pest population is expected to decrease after reaching
the EIL, ETmay be higher than EIL. There are still many

gaps in the knowledge of the mechanisms of herbivo-

rous insect and host–plant relationships and this may

be the cause of the insufficient development of ETs in

practice; in addition, a rather confusing literature and

proliferation of nomenclatures, often with no novel

concepts provided, do not help in the implementation

of tools for economically, ecologically, and toxicologi-

cally sound pest control.

Limitations of Economic Thresholds

In addition to the complexity of determining ET values

already stressed, a number of other limitations may

constrain the application of criteria for decision mak-

ing in IPM. One of the limitations derives from the fact

that many factors affect the amount of injury (or pest

numbers) and yield (crop losses) relationship, and

therefore it is quite unrealistic to use deterministic

models – as those based on ET – in insect pest control.

If different levels of crop loss may be associated to

probabilities of occurrence, IPM practitioners may

decide on a risk assumption basis. Risk is common in

economic activities and growers have to compare the

risk of crop losses with control costs. Furthermore,

growers may have to choose among a number of

control methods, each with a different cost and

a different expected efficacy. To further complicate

the grower’s decision, the benefits of different control

options – including no action – may be considered in

the short or long term, which are often different. For

example, application of an insecticide may be more

effective at short time if the chemical has a good
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knockdown but less effective later in the season

if the insecticide kills most of the pest natural enemies

and pest population outbreaks occur soon after chem-

ical application. Finally, decisions concerning pest

control may be altered if derived actions are adopted

at farm or regional levels; in the first case, market

price is unlikely to change as a consequence of

actions undertaken; but when pest control actions

are adopted at a regional level, resulting yields may

affect the price.

Tools for IPM

Precision Agriculture and IPM

The so-called precision agriculture applied to pest con-

trol aims to apply control inputs only when and where

they are needed and at optimal amounts according to

variable field characteristics. Whereas it is understood

that decisions must account for temporal changes in

population densities, much less attention has been

given to spatial heterogeneity probably because pest

control actions are mostly decided and implemented

at the farm level. For very mobile pests, when control

implementation needs to operate over areas larger

than just the farm, or simply because pest dynamics is

decisively influenced by the spatial structure of the

habitat, area wide pest management strategies have to

be developed [5]. This has been practiced in the past,

such as with human insect-borne diseases or in a few

agricultural problems (i.e., locust plagues). Larger and

systematic use of area wide control applied to agricul-

tural pests has been implemented only in the last

decades.

One of the most common causes for control failures

is pest migration into managed areas from unmanaged

areas or from areas managed at different times, partic-

ularly when the pest is able to move through several

kilometers in a short time. Disposal of fields with

different crops or different crop phenologies, or

those submitted to different abiotic conditions in a

patchwork landscape facilitates the movement of fly-

ing pests searching for the best environments to

develop and reproduce. An area wide IPM approach

differs from local pest management in some impor-

tant characteristics. Whereas local IPM implementa-

tion focuses the control in specific parts of the habitat,

the area wide approach considers the control in all
potential niches. On the other hand, as area wide

strategies need to consider and implement the control

on a multiyear basis, this is an incentive for building

a more permanent organization for such a purpose

and thus leading to more professional management

tools. These include geographical information systems

(GIS), satellite imagery and remote sensing, online

processing of climate data and weather forecasting,

and kits to detect potential insecticide-resistant

populations that can be useful for prevention of

spreading resistance genes across the regional popula-

tion. Finally, area wide implementation of IPM pro-

grams may allow the use of methods – sterile insect

techniques, mating disruption, and inundative bio-

logical control – that are effective only when applied

on big surfaces. Even if these and other methods may

be used at individual farm level, economies of scale

may derive from acquiring large amounts of materials.

On the negative side of area wide IPM, there is the

increased complexity of decision making if the area

covered by the program is not uniform and many

inputs are needed to respond with control measures

adapted to each condition.

Area wide IPM application is based on a large

amount of data referenced to each geographical posi-

tion which needs to be stored and organized in

a systematic and recoverable way. Once data are stored

and organized they can be used to monitor some

variables, manage resources, and develop forecasting

models. GIS technology serves such a purpose. In

recent years, GIS techniques have monitored the influ-

ence of crop plant, crop phenology, topographical

variables, or climatic variability on insect distribution;

movement of herbivore insects or predators at land-

scape scale; impact of crop rotations or cropping

system on pest damage; agricultural production tech-

niques, insect community structure and impact of

damages caused by insect pests; and invasion and

establishment processes by alien invasive insects.

Acquisition of data to feed GIS technology may be

a long-lasting and tedious process and it is a major

limitation forGIS application in IPM.Remote sensing –

acquisition of information on an object without being

in contact with it – may reduce the efforts for data

acquisition. For instance, remote sensing techniques

have been developed to map several types of vegetation

or plants that are stressed by damage caused by
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different amounts of herbivore insects and which dis-

play changes in absorption and reflectance in the visible

and near infrared light due to chlorophyll content

decrease, alteration of other pigments, or some other

changes in the internal plant anatomy. Plants stressed

by insects or diseases also may alter their temperature

and thermal imagery may be used to detect these

plants. Images may be field-based or taken from planes

or satellites and thus cover big surfaces. Before using

remote sensing to make maps of insects or insect-

damaged plant distribution, accuracy of sensing images

should be verified by means of ground surveys. Signals

from damaged plants may not be very specific and

insect populations or damage caused by one species

may be overestimated.

As more data are needed and available for decision

making, more sophisticated are the algorithms used

to process the information. Processes relating input

data with conclusions leading to actions may be

performed by expert personnel or by more automatic

procedures as computer software; the latter are called

expert systems. To consider the role that expert sys-

tems may play in IPM, let us recall the steps of

any decision in pest control [6]: pest identification,

assessment of injury level (density), estimation of

likely crop losses, identification of control options,

cost/benefit analysis, identification of constraints,

integration in the larger framework of crop produc-

tion [6]. Ideally, expert systems are linked with data

bases that allow input and review of historical series of

data to analyze past decisions in the light of real poste-

rior events.

Expert systems not only serve for decision making

in IPM but may be used as a common base for discus-

sion among scientists or IPM practitioners in order to

identify incorrect algorithms or gaps in the current

knowledge or incorrect recommendations made in the

past. Expert systems can also be used as training tools.

Via simulation, students can examine and check situa-

tion rules to sample, make calculations, and convert

the conclusions into recommendations. When expert

systems are used for training or when they have to be

presented for demonstration purposes, input variables,

algorithms, and logical rules for decision making

should be shown in a more explicit format than just

computer software, for example, a set of matrices or as

a decision chart such as in Fig. 5.
The decision chart in Fig. 5 was designed for field

technicians to decide if insecticide treatments are

needed in tomato crops. Decision algorithms take

into consideration not only the amount of pest

(greenhouse whitefly) but also the amount of preda-

tors (two mirid bugs) that can keep pest populations

under control when the predator–prey ratio is high

enough. As mirid bugs are omnivorous predators that

may feed on and damage tomato fruit when lacking

prey, the strategy adopted was to manage insecticide

sprays. This maintained a sufficient number of white-

flies to provide predators with food and prevent

tomato damage but was not too high to avoid having

honeydew and sooty mold on plants and fruits. Tech-

nicians have to sample the field by choosing a number

of plants at random and taking seven terminal well-

developed leaves to count the number of whitefly

adults and predators (adults + nymphs). According

to the position in the graph of the values recorded in

the field for whiteflies or predators, the decision made

is: (a) doing nothing, (b) or spraying against white-

flies, (c) or predators; (d) a four region in the chart

does not lead to specific recommendations. Chart is

accompanied by keys to identify the targeted whitefly

and the predators, some rules to take samples (includ-

ing a table of random numbers), and an updated list of

eligible insecticides with recommendations about

their application.
Estimating Insect Population Densities

To make decisions in pest control, pest density needs to

be known. As it is normally impossible to count all

the insects in a habitat, it is necessary to estimate

the population density by sampling. An estimation

of absolute or relative population may be needed.

In absolute estimations, the estimated number of indi-

viduals in a certain surface or volume may be known,

whereas in relative estimation a certain and unknown

proportion of the population changes in the time or

space is determined. The first type of estimate is useful

when we want to know if a population has reached the

economic threshold or not. The second type serves to

compare population numbers in time and space for

monitoring purposes. If population numbers may be

related to their products – for example, total amount of

honeydew excreted by an aphid population – a
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Decision chart to make recommendations for insecticide spraying in tomato crops against the greenhouse whitefly and

the omnivorous predators according to the number of whiteflies and predators recorded on tomato plants. Figure has

been simplified to show the most significant elements. Numbers indicate the action to be undertaken after recording

densities of the omnivorous predator and the greenhouse whitefly on tomatoes in the field: (1) no action, (2) sample again

in one week, (3) spray against whitefly if the recorded numbers remain in zone 2 for two consecutive weeks, and (4) spray

against mirids

Uniform Random Aggregated

Integrated Pest Management. Figure 6

Three kinds of insect population distributions
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population indexmay bemore useful than determining

the real number of individuals.

An accurate estimate of the density of pests or

natural enemies is therefore a major necessity for

IPM. To estimate population densities it is necessary

to sample the habitat where the population may

occur and this may require knowing various aspects.

Sampling universe, sampling unit, number of samples

to be taken for a certain precision, and data analysis are

some of the aspects to be considered in a sampling

plan. Readers interested in this concept should con-

sult the Southwood and Henderson book for wider

development [7].

How individuals of an insect population are dis-

posed in space – dispersion or distribution of the pop-

ulation – greatly affects the sampling program.

Theoretically, three different types of population

distributions may be found (Fig. 6). In uniform distri-

butions individuals are evenly distributed in space

whereas in random distributions any point in space
has the same probability for occupation by an individ-

ual. Finally, most commonly, individuals are clumped

on relatively few foci in aggregated distributions.

Population dispersion has been described by means

of aggregation indices or by fitting mathematical
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distributions to experimental data. Use of aggregation

indices is based on the relationship between variance

and mean in the three types of distribution models. In

uniform distributions variance is null independently

of the mean; in random models mean equals variance;

in aggregated distributions variance is higher than

mean. The simplest aggregation index uses the vari-

ance/mean ratio so that when the ratio is 1 it means

that distribution is at random, it is more uniform as

the ratio decreases below 1 and, inversely, aggregated

models show variance/mean ratios increasing higher

than 1 as individuals are more clumped. Other aggre-

gation indices relating variance and mean in different

ways have been used – for example Lloyd’, Morisita’

indices – but most of them have shown a high depen-

dency from sampling unit size and population density,

a disturbing inconvenience to characterize a popula-

tion distribution pattern. Relationship between esti-

mated variance (s2) and mean (m) has been

empirically fitted to a power law: s2 = amb, where

a and b are constants; a is largely a sampling factor

while b appears to depend on the degree of aggregation

of individuals and thus may be used as an aggrega-

tion index. Taylor’s power law has shown to overcome

some of the limitations mentioned for aggregation

indices but usually needs many experimental data to

fit a sound power function.

Several mathematical models have been proposed

to describe population distributions; for insects many

populations have been adequately fitted to the negative

binomial distribution which is basically described by

the parameter k, which is a measure of the degree of

clumping. Although the approach of mathematical

models to study population distribution patterns has

given more accurate descriptions than aggregation

indexes, it often depends on population density and

sampling technique. In summary, none of these

methods describing population distributions is free

from limitations and this can explain why insect ecol-

ogists have used so large a variety of approaches to

characterize patterns of insect disposition in space.

When populations are very clumped andmost indi-

viduals occupy a few dense patches among empty

patches a question arises: are individuals in one patch

moving to another patch? If yes, how often and to

which extent does this movement occur? Such a per-

spective deals with metapopulation ecology. Ecology
has classically considered that individuals of a popula-

tion are capable of unrestricted interaction with each

other within a habitat. However, habitats usually occur

in a patchwork within a landscape – as islands in the

ocean – and populations inhabiting those habitats are

consequently patchy. Populations occupying each

patch may become extinct but individuals coming

from other patches may recolonize that patch and

rebuild a new population. Between-patch movement

also may be caused by factors other than just extinction

and recolonization. In any case, individuals initially

belonging to a population in a certain patch occasion-

ally may interact with individuals of other patches. The

set of all populations initially occupying different

patches is called a metapopulation. There has been

a lot of interest in metapopulation ecology in the last

decades because of its practical application. In the field

of IPM, metapopulation ecology may bring new tools

for analyzing the dynamics of insect populations that

occur in partially isolated patches (fields or group of

fields). Understanding how populations work in a

metapopulation may help to increase environmental

resistance to pest population development or to favor

populations of pest natural enemies. Management of

metapopulations and not just local populations may be

a valuable approach not only for unstable annual crop

systems but also for more permanent crops that are

periodically disturbed (i.e., cut, pruned, sprayed with

insecticides) so insects are regularly obliged to leave

and recolonize fields. In the context of area wide IPM

programs, metapopulation ecology may be more pre-

dictive than just considering individual populations.

Taxonomic Adscription of Major Pests

Main Animal Taxa with Damaging Species

Most agents causing injuries to crop plants are species

belonging to the Phylum Arthropoda and among these

the class Insecta includes the majority of arthropods

that are crop pests. That is why the discipline dealing

with pests and their control very often is called agricul-

tural entomology, the science about insects in relation

to agriculture. The class Arachnida, particularly the

order Acari (mites), also contains some important

pest species. Notice that some herbivorous insects and

mites cause injuries to crop plants whereas pathogens

are responsible for crop plant diseases.
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The class Insecta comprises more than one million

identified species and probably even more that have

not been identified yet. Insects are grouped in

28 orders – this varies according to the authority–

a common taxonomical level to refer to insects.

Among those, seven major orders include most of

the important insect pests: Orthoptera (grasshoppers

and others), Hemiptera (true bugs), Homoptera

(hoppers, psyllids, whiteflies, aphids, scale insects),

Coleoptera (beetles), Lepidoptera (moths and butter-

flies), Diptera (mosquitoes, flies), Hymenoptera (ants,

wasps, insect parasitoids, and others). Table 1 shows

the main families of mites and insects including eco-

nomically important pests and their most significant

pest characteristics.

Other taxa of the animal kingdom include species

that can potentially become serious pests. Mollusks

(snails and slugs), fishes, reptiles, birds, and mammals

may include species that in some circumstances are

very damaging.
Identification of Insects and Mites

When a technician observes insects or mites on a crop,

the first question that arises is “what are they?” To

precisely answer this question is a key starting point

for finding an efficient solution if the population

grows to become a pest. A wrong answer may lead us

to make incorrect decisions as many solutions are

specific for each insect pest and crop. Sometimes,

even specific identification is needed to adopt correct

measures.

Identification of insects and mites is usually done

by means of taxonomic keys. Keys are arrangements of

related taxa put in clusters. Morphological characters –

complemented sometimes with anatomy, appearance,

or behavioral features – are mainly used to segregate

individuals into clusters. The process goes from more

general characteristics (i.e., with wings or wingless) and

taxa to more particular characteristics until reaching

species-level determination. Even for easy identifica-

tions, a certain expertise is needed. For routine identi-

fications field technicians may perform quite well in

recognizing common species; when dealing with a new

species, correct identification may require sending

a sample to a family-level specialist usually working in

universities or musea. Availability of good insect
taxonomists is therefore critical for developing sound

IPM programs, not only to identify insect pests but also

their natural enemies (predators and parasitoids).

Molecular techniques are still insufficiently devel-

oped to identify insects but rapid progress has been

made in recent years. Molecular tools are usually devel-

oped to distinguish between two or more taxonomi-

cally close species. Molecular identification keys based

on a targeted DNA sequence or marker may be useful

for such purposes and have some advantages in relation

to classical morphological keys. These advantages

include: applicability to all developmental stages; less

variation than for morphological characters; they may

be applied to fragments of the individual to be identi-

fied; the technique may be applied for a variety of

insects if appropriate specific material and personnel

trained in molecular tools are available, in contrast

with morphological-based keys that usually require

family-level specialists.

Pesticides

Use of Pesticides

In the coming sections, major control methods are

reviewed in the light of how they can contribute to

the sustainability of agriculture. Ecological bases, com-

mon applications, and how they can be integrated into

IPM systems are presented in each method.

Use of pesticides (mainly herbicides, insecticides,

fungicides, and nematocides) in western world agricul-

ture has decreased or been maintained in general.

In Fig. 7, the amount of pesticides sold in two main

consumer European countries is shown. Whereas in

France, the highest consumer of pesticides in Europe,

the amount of pesticides sold (mostly applied in

France) has decreased significantly, in Italy the amount

of pesticides is more or less stable or shows a slight

increase taking into account that modern pesticides are

used at considerably lower doses than classical active

ingredients. Beyond differences due to variable eco-

nomic and climatic conditions, an important part of

the decrease in many countries has been achieved by

the progress of application of IPM systems to control

insect pests, diseases, and weeds.

Pesticides are chemicals aimed to kill any kind of

plant pest or otherwise lower their populations to pre-

vent their reaching economic thresholds. Pesticides
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species

Class Order Family Main characteristics and features as pests

Arachnida Acari Tetranychidae Plant-feeding spider mites. They feed on several aerial plant parts but
mainly on leaf undersides with loss of photosynthetic products and water

Eriophyidae Microscopic mites with only two legs; they feed on plant parts often
causing galls

Insecta Orthoptera Acrididae Insects that at high density may aggregate in groups and migrate long
distances and become very destructive on many crop and forest plants

Hemiptera Pentatomidae They suck plant sap from several tissues resulting plant wilt, abortion of
fruits, or tissue malformations

Miridae Numerous, but not only, herbivore species that feed on plant sap causing
foliar chlorosis, cankers, abnormal growth, and many kinds of lesions

Homoptera Cicadellidae Usually they feed on leaves where they suck juices and reduce chlorophyll
contents and produce small white spots. Plant vigor decrease and disease
transmission are common injuries

Psyllidae They feed on the phloem causing plant stunting or poor plant growth and
sometimes gall forming

Aleyrodidae They feed on the phloem and reduce plant vigor, exude honeydewwhere
sooty mold may develop causing fruit depreciation and some species are
active plant disease vectors

Aphididae As mentioned for Aleyrodidae with special importance for plant virus
transmission

Coccoidea In addition to the injuries mentioned for the other Homoptera, scale
insects may inject saliva into the host causing discoloration,
malformations, galls, and also esthetic damages in ornamental plants

Diaspididae

Asterolecaniidae

Coccidae

Margarodidae

Pseudococcidae

Coleoptera Scarabaeidae As pests they mainly feed on plant roots in larval stages causing plant
vigor decrease and even plant death

Elateridae Larvae feed below ground on roots and tiller base and kill the plant when
it is young. Crops harvested for roots or tubers are more easily injured

Curculionidae Many species whose larvae and adults feed on several plant tissues
including roots, tillers, leaves, flowers, and fruits. A very damaging family

Chrysomelidae Adults and larvae feed on foliage and fruit; in some other species larvae
feed on roots

Scolytidae Larvae feed internally in tree tissues, below the bark; particularly harmful
in forest trees but also in orchard and ornamental trees

Lepidoptera Tortricidae Larvae feed on leaves, fruit, buds, and stems

Pyralidae Larvae are leaf-rollers, borers, and detritivorous attacking a large number
of crops including stored products

Crambidae Larvae are mostly grass stem borers
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Class Order Family Main characteristics and features as pests

Noctuidae Larvae feed on leaves, stem, and fruits devastatingmany crops. This is one
of themost important families withmany economically important species

Diptera Cecidomyiidae Main injury comes from their capacity to cause galls in several plant
tissues

Tephritidae Larvae feed internally in fruits. They have a high destructive potential

Agromyzidae Larvae mine leaves by feeding parenchyma cells between up and down
epidermis

Hymenoptera Tenthredinidae Most damage is caused by larvae feeding on leaves that reduce
photosynthesis activity and thus plant vigor. They commonly defoliate
forest trees but also some agricultural crop plants

Cephidae Larvae bore into stems of grass plants and cause their breakage
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Evolution of sales of active ingredients with pesticide

activity in two significant consumers in Western Europe

(From http://epp.eurostat.ec.europa.eu/tgm.Accessed 6

February 2010)
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include four main groups of substances according

to their target: herbicides against weeds, insecticides

against insects or other pests, fungicides against in gen-

eral disease-causing agents, and nematocides against

plant pathogenic nematodes. A number of characteris-

tics of pesticide use may explain the success of pesticides

for pest control in the last decades although probably the

amount applied has started to decrease in the developed

world in recent years due to the restrictions posed by the

legislation and also by the progress experimented by

the R&D in implementing IPM systems.
Pesticides are easy to use; growers may fill the tank

and spray many hectares while sitting in the tractor and

listening to the radio. When used correctly they are

effective to lower pest populations and frequently

cheaper than other control alternatives. In spite of the

better selectivity and lower permanence of modern pes-

ticide active ingredients, at least one pesticide is usually

available in the market for each pest. Until the discovery

of insecticide properties of DDT in the 1940s, most

pesticides were inorganic or extracted from plants.

Since the 1940s until the end of the century, the amount

of pesticides applied in the world multiplied dramati-

cally per 20 or 30 times according to the country and

several chemical families were available to control insect

pests. Since the 1950s, however, scientists were aware of

the problems derived from the excessive confidence in

the efficacy of pesticides. Fewer than 20 years of mass

application of pesticides in western agriculture were

sufficient to display some of their negative effects. In

ulterior years, problems became harder and many field

data confirmed first concerns. Development of alterna-

tives to chemical pesticides therefore became the goal of

R&D programs in most of those countries.

Problems Associated to Pesticide Use

Problems derived from inadequate and excess pesticide

use include (a) risks to public health and environment

(e.g., wildlife and groundwater), (b) disturbance

within agrosystems due to the common toxicity

to natural enemies and secondary pest resurgence,

http://epp.eurostat.ec.europa.eu/tgm
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(c) development of pesticide resistance in the targeted

pests (more than 600 pest species related to agriculture

and human and livestock health are nowadays con-

firmed to be resistant to one of more pesticides)

(www.pesticideresistance.org accessed on February 10,

2010), and (d) shorter and shorter shelf life and

increasing costs to innovate by producing more

selective and environmentally friendly new active

ingredients. Industry has tried to develop new more

compatible chemicals in order to integrate selective

chemicals in IPM strategies but innovation is increas-

ingly slow and expensive. Legislation is becoming very

strict for registration of new pesticides and obliges

repeated registration of old active ingredients for health

and environmental safety. As a consequence the num-

ber of active ingredients available for chemical pest

control is decreasing constantly. It is expected that the

number of active ingredients registered as insecticides

in the coming years in the EU will be less than a third of

those allowed at the end of the twentieth century. Lack

of effective insecticides is pressing research in and the

development of new and efficient IPM systems.

Controversy on pesticide use in modern agriculture

cannot lead us to forget that pesticides, at the moment,

have still an important role in IPM systems. Some impor-

tant pests lack sufficiently effective control methods so

that no-chemical methods have to be combined with

chemical ones. In other, although few, cases, pests have

only chemical insecticides to control them. Invasive

exotic insect pests, due to short experience in their con-

trol and novelty, may be contained only by the regional

application of chemical pesticides. A rigorous analysis of

how sustainable is the use of each insecticide for each pest

should permit detection of those pest problems in which

insecticides are irreplaceable at least at short time and

those other pests inwhich one insecticide is superfluous –

therefore that pesticide can be banned – because at least

one efficient nonchemical method is available. Unfortu-

nately the control of unnecessary use of chemicals is

frequently difficult but should be implemented to speed

up the adoption of IPM technology.

Crop Resistance

Ecological Bases of Crop Resistance

Most pests cause plant damage when feeding. However,

it is well known by interested observers of nature that
not all herbivore insects may feed on any plant. Usually

some insects may feed on a few close plant species

(monophagous insects), or on plant species belonging

to one family or only a few families (oligophagous

insects), and finally some others may feed on a broad

range of plants (polyphagous insects). Even polypha-

gous species feeding is usually restricted to a relatively

small number of plants available in the habitat. These

associations between herbivore insects and host plants

are the result of the coevolution of the two components;

in such coevolution, plants develop mechanisms to

defend themselves from herbivore insects and insects

try to develop mechanisms to overcome plant defenses.

That a plant possesses some characteristics that diminish

its access for one insect pest and that such a trait may be

introduced into a host plant for pest control is an old

idea. Still, until well into the twentieth century crop

resistance to insects was not systematically considered

as a universal tool for pest control in spite of early

successes in the use of plant resistance. Probably, the

most famous early case of using crop plant resistance

for pest control was the control of grape phylloxera in

European grapevines. Practically all the European wine

industry was ruined by the entrance into Europe of

the North American phylloxera aphid in the 1860s.

Successful control of the pest was achieved at the very

end of that century by grafting European vineyards on

resistant American rootstocks.
Insect–Plant Relationships and Plant Characteristics

for Crop Resistance

Many physical and chemical factors are involved in

insect–plant interactions. Plant stimuli and elicited

insect responses are usually studied in a sequence of

five behavioral steps: (a) host habitat searching, (b)

host searching within the habitat, (c) recognition of

a host as suitable for feeding and ovipositing, (d) host

acceptance, and (e) host suitability. Step (a) is impor-

tant for species that migrate or disperse over long

distances and it is only occasional for pests staying in

the crop habitat. Preferred abiotic conditions of the

habitat are usually the most involved signals in habitat

selection whereas in host selection (step b) visual and

olfactory stimuli have a major relevance to bring the

herbivore close to the host plant and not only olfactory

but also tactile inputs stimulate the herbivore to remain

http://www.pesticideresistance.org
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on the plant. The host is recognized through gustatory

receptors that identify particular host substances when

bitten by the herbivore or when the female starts

ovipositing. Similar mechanisms but different sub-

stances in the host plant cause the herbivore to con-

tinue or stop feeding or ovipositing after the

recognition phase. Host adequacy for the herbivore

and descendants is determined by the nutritional

value of the plant and the absence of toxic compounds.

Physical and chemical plant characteristics that

confer resistance to the host plant against the exploita-

tion by the herbivore may be found in each of the

behavioral steps and mechanisms and those traits may

be incorporated into the crop plant genotype for

pest control. Mechanisms involved in host-plant resis-

tance to herbivores may be grouped into two main

categories:

● Antixenotic mechanisms prevent herbivores from

approaching or establishing on a plant to feed or

oviposit on it. There is a varied array of chemical and

physical deterrents in plants to prevent or modulate

preference of herbivores for feeding/ovipositing.

Chemicals may be plant volatiles that act at long

distances or nonvolatiles that intervene once the

herbivore has landed on the plant or after it has

probed the host. Physical characteristics in plants

with antixenotic properties include morphological

and structural features that interfere with normal

feeding or oviposition. For example, plant epidermis

hairs and trichomes are common morphological

features that impede normal feeding in many herbi-

vore insects and confer resistance to hairy cultivars.

● Antibiotic mechanisms cause deleterious effects,

including mortality, for the herbivore once it

has ingested a certain amount of the host plant.

Antibiotic effects on herbivores that have fed on

resistant plants may be expressed in a variety of

consequences, and not only mortality: lowered

development rates, failure of development features

like pupation or adult emergence, reduced fecun-

dity or fertility, and irregular behavior. Antibiosis is

caused by toxic plant compounds or by other

nontoxic plant characteristics like low nutritional

quality, unbalanced composition in nutrients, or

presence of enzymes interfering with normal insect

digestive physiology.
There are mechanisms of plant resistance that are

not related to host-plant constitution. These are “eco-

logical resistance,” “induced resistance,” and “toler-

ance.” Although they have been often neglected in

plant breeding programs, their consideration when

crop cycling and crop management practices are

planned may contribute greatly to reduce crop losses

by pests. Ecological resistance derives from the pheno-

logical asynchrony of crop and pest populations that

prevents or diminishes the coincidence of the most

susceptible crop growth stages with the most pest

stages that are able to attack the host; sowing date

may thus be planned for enhancing ecological resis-

tance. Induced resistance is the response of a host plant

to an environmental stress that reduces herbivore insect

fitness or the plant availability for the insect. Once

again, many agricultural techniques, like fertilization

or irrigation, may alter plant physiology to enhance or

decrease induced resistance. Tolerance is the capacity of

some crop plants or crop cultivars to recover from

injuries caused by the pest so that tolerant plants may

attain yields that a similar amount of pest on a non-

tolerant plant would reduce. Several physiological

processes have been identified in plants that may com-

pensate for the injury caused by a herbivore insect and

those processes may be facilitated by good agricultural

practices.
Crop Resistance and IPM

Host crop resistance has been used profusely for disease

control but it is increasingly considered and applied for

integrated pest management. It is largely compatible

with other IPM tactics, particularly biological control,

although interferences of the host plant in predator–

prey relationships have been reported recently. Its effec-

tiveness is cumulative as its effects on pest population is

exerted on several pest generations and usually persists

after a pest’s long exposure to the resistance traits;

however, some cases of pests that have overcome resis-

tance barriers at midterm have been described. One of

the major advantages of crop resistance as a pest con-

trol method in the framework of IPM programs is that

growers may easily adopt it as no particular expertise is

needed. From a point of view of environment, crop

resistance is in general safe, a required trait of any IPM

method.
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There are also some important limitations for

a wider adoption of crop resistance in IPM. Frequently

a long time is needed to develop a resistant cultivar,

particularly in tree crops, and reaction to new and urgent

problems is very slow. Modern biotechnology tech-

niques, particularly genetic engineering (see below), are

contributing to mitigate this handicap. Additionally,

resistance traits are not always identified and available

or they are very difficult to introduce into crop plants

(also genetic engineering may favor the transfer of

resistance genes between nonsexually compatible organ-

isms). Another difficulty to implement crop resistance

for pest control is the incompatibility of the resistance

trait and commercial requirements; bad taste for

consumers, for example, has been found in some resis-

tant cultivars. In spite of the persistence of crop resis-

tance mentioned as an advantage of the method, and as

also mentioned earlier, local biotypes of the pest that

are able to overcome or avoid resistance characters in

the plant may develop and rapidly multiply as

a consequence of their supremacy to exploit the resistant

cultivar.

Biological Control

Ecological Basis of Biological Control

Biological control may be defined in general terms as

the use or manipulation of natural enemies to suppress

pest populations. Some authors include in the term

any kind of nonchemical method that is biology-
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Fluctuations of a pest population before and after releasing an

under the action of the natural enemy whereas solid line show

Horizontal line represents the value of economic threshold
based. However, this is generally considered as incor-

rect and the narrower meaning given above is prefera-

ble. Although biological control may be practiced

under several modalities, its principle is unique and

responds to the scientific background of predator–

prey ecology.

Natural enemies have been signaled as major com-

ponents of natural control keeping populations within

cyclic oscillations between maximal and minimal

bounds in the framework of a “spontaneous balance

of nature.” Therefore the idea that exotic pests greatly

increase their densities mainly due to lack of natural

enemies in the new habitat led to attempts of

reconstituting that balance by importation and release

of exotic natural enemies. The ecological basis of bio-

logical control may be represented as shown in Fig. 8.

A pest population that oscillated around a mean den-

sity very often above economic threshold is reduced to

oscillations below that threshold after a release of an

effective natural enemy. An important part of recent

population ecology developments has dealt with prey-

predator models that should provide the theoretical

basis of biological control allowing it to progress from

a rather empirical practice to a scientifically based

technology. Unfortunately, the contribution of theoret-

ical developments on predator–prey relationships has

not been as fruitful as expected for biological control

applications although they have clearly helped to pro-

gress beyond the “trial and error” stage of the first half

of the twentieth century.
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Understanding relationships between predators and

prey and between parasitoids and hosts is important to

optimize biological control practices. Prey consumption

or host parasitization is the successful result of several

behavioral steps of predator/parasitoid including:

● Selection of a suitable habitat where prey/host is

more likely to occur. Predators and parasitoids may

respond to biotic and abiotic characteristics of hab-

itats where prey may be found. Several long-distance

visual and olfactive stimuli from habitat com-

ponents, including the proper prey/host, may be

involved in habitat suitability recognition by

searching predators and parasitoids.

● Once in the suitable habitat the predator/parasitoid

has to find a prey/host. Within the habitat vision and

olfaction also play a major role, but short distance

stimuli may be decisive as adults sometimes look

first for a prey in a random way until they come in

contact with a potential prey.

● Acceptance of a prey/host when it is attacked by the

predator/parasitoid is influenced by physical and

chemical characteristics of the prey/host but also

by hunger of the predator. Abundance may also

determine if a prey is attacked or not.

● Prior to the final decision to consume/parasitize

requires checking that a prey/host is suitable for the

predator/parasitoid. Internal composition of prey

largely determines if the predator rejects or con-

tinues to feed on it.

A relatively low amount of predatory arthropods are

quite specific (they feed only on a particular family of prey)

whereas generalist predators (they may feed on a wide

range of prey taxa) are more common among both insects

and spiders. In some groups both juvenile and adult stages

are predatory but in some others only juveniles or adults

prey. Parasitoids are usually more specific than predators

and in general they can parasitize species belonging to one

family or to a narrow range of families.
Taxonomic Adscription of Insect Natural Enemies

Natural enemies include three kinds of organisms: pred-

ators, parasitoids, and entomopathogens. Biological

control only deals with the former two types whereas

the third is the subject of microbial control. Predators

are organisms that kill and consume a number of other
organisms, called prey, along their lifespan from which

they obtain the energy needed to grow, develop, and

reproduce. Parasites are organisms that usually need to

consume only one organism, the host, to develop and

reproduce.When the host dies as a result of the action of

one parasite this is called parasitoid.

Predaceous habits are relatively common in

classes Insecta and Arachnida. Among insects, five

orders include particularly important predators in

agrosystems: Hemiptera (true bugs), Neuroptera

(nerve-winged insects), Coleoptera (beetles), Diptera

(flies), and Hymenoptera (wasps and ants). Among

Arachnida, the order Acari includes some predatory

families, particularly Phytoseiidae, and many preda-

tory species grouped in several families belong to

Araneae (spiders). Whereas predators are located in

many insect and mite families, parasitoids mainly

belong to certain families of Hymenoptera and a few

to Diptera. Early on biological control almost exclu-

sively used entomophagous insects but currently a wide

range of organisms are being applied or manipulated to

control pests. Table 2 shows those predators and para-

sitoids that are or have been commercially used in

Europe and Mediterranean countries (http://archives.

eppo.org/EPPOStandards/biocontrol_web) (accessed

in December 2009).

The dozens of natural enemies included in Table 2

are only a part of those used in biological control in

Europe. At least the same amount can be added when

established agents managed for biological control by

conservation (conservation and enhancement of natu-

ral enemies by crop and habitat management, see bio-

logical control by conservation below) are considered.

Many other arthropod (e.g., dermapterans, carabids,

staphylinids, coccinellids, syrphids, mirids, nabids,

lygaeids, spiders, phytoseiids, and stigmaeids) and

non-arthropod groups include predatory species that

are or have been directly or indirectly managed to

suppress pest populations in agriculture in Europe.

Similarly, the same or close families to those cited in

Table 2 include other species of parasitoids that have

been used in biological control by conservation.
Strategies of Biological Control

To achieve pest suppression biological control may

follow three main strategies: release of new natural

http://archives.eppo.org/EPPOStandards/biocontrol_web
http://archives.eppo.org/EPPOStandards/biocontrol_web
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biological control in Europe and non-European Mediterranean countries

Phylum/order Family Species Main target pests

Predators

Insecta/Hemiptera Pentatomidae Podisus maculiventris Lepidoptera larvae, Colorado potato beetle

Picromerus bidens Lepidoptera larvae

Anthocoridae Orius albidipennis Thrips

O. laevigatus Thrips

O. majusculus Thrips

Anthocoris nemoralis Psyllidae in orchards

A. nemorum Pear psylla

Miridae Macrolophus caliginosus Whiteflies

Thysanoptera Aeolothripidae Franklinothrips megalops Thrips

Franklinothrips vespiformis Thrips

Karniothrips melaleucus Scales

Neuroptera Chrysopidae Chrysoperla carnea Aphids

Coleoptera Staphylinidae Aleochara bilineata Larvae of Delia sp. flies in soil

Coccinellidae Adalia 2-punctata Aphids

Chilocorus baileyii Armored scale insects

C. bipustulatus Armored scale insects, olive black scale

C. circumdatus Armored scale insects

C. nigrita Armored scale insects, pit scales

Coccinella septempunctata Aphids

Cryptolaemus montrouzieri Mealybugs

Delphastus catalinae Whiteflies

Rhyzobius lophanthae Armored scale insects

Rodolia cardinalis Cottony cushion scale

Scymnus rubromaculatus Aphids

Stethorus punctillum Red spider mite

Diptera Cecidomyiidae Aphidoletes aphidimyza Aphids

Feltiella acarisuga Red spider mite

Syrphidae Episyrphus balteatus Aphids

Arachnida/Acari Phytoseiidae Amblyseius barkeri Thrips, tarsonemid mites

A. degenerans Thrips

Hypoaspis aculeifer Sciarid flies in soil substrates

Metaseiulus occidentalis Spider mites

Neoseiulus californicus Spider mites
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Integrated Pest Management. Table 2 (Continued)

Phylum/order Family Species Main target pests

N. cucumeris Thrips

Phytoseiulus persimilis Red spider mite

Typhlodromus pyri Some spider and eriophyoid mites

Laelapidae Stratiolaelaps miles Sciarid flies in soil substrates

Cheyletidae Cheyletus eruditus Storage mites

Parasitoids

Insecta/Hymenoptera Mymaridae Anagrus atomus Leafhoppers

Encyrtidae Anagyrus fusciventris Mealybugs

A. pseudococci Mealybugs

Comperiella bifasciata Armored scale insects

Encyrtus aurantii Scales

E. infelix Scales

Gyranusoidea litura Pseudococcus longispinus (mealybug)

Leptomastidea abnormis Mealybugs

Leptomastix dactylopii Pseudococcus citri (mealybug)

L. epona Mealybugs

Metaphycus flavus Soft scales

M. helvolus Soft scales

M. lounsburyi Soft scales

M. swirskii Soft scales

Microterys nietneri Soft scales

Pseudaphycus maculipennis Mealybugs

Tetracnemoidea peregrina Mealybugs

Aphelinidae Aphelinus abdominalis Some aphids

Aphytis diaspidis Some armored scales

A. holoxanthus Armored scales

A. lingnanensis Some armored scales

A. melinus Aonidiella aurantii (armored scale)

Coccophagus lycimnia Soft scales

C. rusti Soft scales

C. scutellaris Soft scales

Encarsia citrina Armored scales

E. formosa Greenhosue whitefly

Eretmocerus eremicus Bemisia tabaci (whitefly)

E. mundus Bemisia tabaci (whitefly)

Cales noacki Aleurothrixus floccosus (whitefly)
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Integrated Pest Management. Table 2 (Continued)

Phylum/order Family Species Main target pests

Aphidiidae Aphidius ervi Aphids

A. colemani Aphids

A. matricariae Aphids

Braconidae Bracon hebetor Lepidoptera

Cotesia marginiventris Lepidoptera

Dacnusa sybirica Liriomyza spp. (leafminers)

Opius pallipes Liriomyza spp. (leafminers)

Praon volucre Aphids

Eulophidae Aprostocetus hagenowii Cockroaches

Diglyphus isaea Liriomyza spp. (leafminers)

Thripobius javae Thrips

Trichogrammatidae Trichogramma brassicae Lepidoptera

Trichogramma cacoeciae Lepidoptera

Trichogramma dendrolimi Lepidoptera

Trichogramma evanescens Lepidoptera

Pteromalidae Scutellista caerulea Soft scales
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enemies in a habitat (classical biological control);

augmentation of natural enemies in the habitat (aug-

mentative biological control); and conservation of

those natural enemies already established in the habitat

(conservation biological control) [8].

Classical biological control. Modern biological pest

control began at the end of the nineteenth century

when an exotic pest, the cottony cushion scale, invaded

Californian citrus orchards and caused severe damages.

Among other species, a predatory coccinellid beetle,

Rodolia cardinalis, was imported from its Australian

origin and released in some orchards of California. In

a few years the predators spread throughout the citrus

growing area and greatly reduced scale densities. Suc-

cess of the strategy created much enthusiasm and many

other cases of introduction of exotic natural enemies to

control exotic pests followed the release of the Rodolia

beetle. Some of them resulted in successful pest sup-

pression but some other failed due to several causes. In

spite of this, several benefits derived from successful

and failed attempts. First, biological control was shown

as a feasible technique to suppress pests. Second,
a network of entomology laboratories – mainly Amer-

ican – spread around the world to support expeditions

to look for natural enemies and some of them were the

embryo of future biological control institutes. Third,

successes and failures have pushed entomology science

to develop the taxonomy of many families of predators

and parasitoids, to furnish an ecological basis of pred-

ator–prey relationships for a more theoretically

founded biological control and convince governments

and policy makers that nonchemical methods may be

as efficient as pesticides in controlling insect pests (if

not more so). Although there are no reliable records of

all introductions of new natural enemies for biological

control, more than 1,000 cases have been reported in

the last 100 years and about 60% provided a complete

control or a substantial reduction of pest damage.

A classical reference on the history of biological control

in the twentieth century is DeBach [9].

A major concern and limitation of classical bio-

logical control is the potential impact that introduced

exotic natural enemies may cause on native fauna.

Criticism of biological control by introduction of
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exotic natural enemies was soon theoretically enounced

and several authors have advocated for limiting

the trade of commercial biological control agents.

In spite of little field data supporting the idea of

strong impacts on native fauna, several countries

have prepared regulations to forbid the importation

of the most risky species of natural enemies. Although

some principles have been established to assess risks

of classical biological control agents much more

knowledge on natural enemy interactions is needed.

Two references may be useful for readers interested

in environmental impact of biological control agents

[10, 11].

Conservation biological control. As shown in Fig. 2,

pest population development is the result of interac-

tions among many biotic and abiotic components

among which are herbivores and their natural ene-

mies. In fact, pest population outbreaks are often due

to agricultural practices which interfere with natural

enemies that exert a certain control on herbivore

populations in agrosystems. The goal of conserva-

tion biological control is to restore or enhance condi-

tions for natural enemy survival, reproduction, and

activity.

Conservation biological controlmay be implemented

by manipulating the crop or the habitat. Main concerns

of this kind of biological control are the identification of

the natural enemies that can play a major role in keeping

pest population at tolerable levels and what practices

interfere with their functioning. Of course, pesticides

are one of the principal interferences with natural ene-

mies either by directly causing mortality or by indirectly

influencing their biology, behavior, and movement at

sublethal concentrations. Nowadays, data on the effects

of pesticides on common natural enemies are needed

before a pesticide is authorized; today, selectivity and

low persistence in the environment, contrarily to that of

years ago, are positive characteristics of pesticides used in

pest control. Innovation in pesticide application tech-

niques also tries to reduce the amount of pesticide and

concentrates the application on certain sites, two goals

that may increase selectivity in relation to natural

enemies.

Certain practices to manage soil, water, and crop

residues may contribute to natural enemy enhance-

ment. Many insect pests live in the soil or have a part

of their life cycle in the soil where they may be attacked
by natural enemies; soil tillage has to be practiced in

a safe and timely manner for such natural enemies.

This includes crop residue management. After

harvesting, crop plants may host a high variety of pest

natural enemies; destroying crop residues also destroys

pest individuals but may inflict a higher damage on

natural enemy populations. Water management must

provide relative humidity values that are optimal for

natural enemies while damaging for pests.

Generally, the more stable is the agrosystem, the

more chance natural enemies have to play their role as

biological control agents. Whereas permanent crops

allow population establishment and increase year after

year, annual crops have to be colonized each year by

natural enemies. However, cropping patterns may be

designed to promote earlier and more abundant field

colonization by natural enemies or enhance their survival

and reproduction once the crop is established. Manipu-

lation of sowing and harvesting dates may facilitate ear-

lier colonization in the season and maintenance of

natural enemies after season. Some other practices may

also contribute to stabilize agrosystems. Some examples

of crop manipulation to benefit natural enemy survival

and activity include strip harvesting, variable crop phe-

nology, and inclusion of banker plants to keep prey and

predators in the field between seasons.

Crop diversification seeks to delay crop coloniza-

tion by insects, both pests and natural enemies, or

reduce their retention in the crop. Intercropping –

growing two or more crops in the same field at the

same time – can cause a more abundant colonization

by natural enemies although there are records of

the contrary phenomenon. In non-crop-diversified

agrosystems, herbivore colonizers arrive earlier and in

higher numbers and consequently higher populations

of natural enemies may be built up. Crop diversifica-

tion may be performed by different spatial and tempo-

ral patterns of crops in the landscape where one field is

the source for colonization of neighboring fields.

Diversification of landscape with nonagricultural veg-

etation is another way to enhance natural enemy pres-

ence and activity. Non-crop plants in inter-rows,

margins, roads, “fallow” plots, etc., may provide shelter

and even food for natural enemies when conditions on

crop plants are not suitable for natural enemies and

may facilitate the movement of predators and parasit-

oids among fields in a patchwork landscape.
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Biological control by conservation has shown to be

very efficient when practiced after a sound knowledge

of the agrosystem. Furthermore it is safe as managed

natural enemies are already established in the habitat

and no negative effects on the environment may be

expected. Unfortunately, biological control by conser-

vation is not always possible due to a lack of effective

natural enemies in the habitat or a lack of knowledge

about how crop or habitat may be managed to effec-

tively enhance predator or parasitoid action. Research

needed to implement a program of conservation bio-

logical control has to be closely linked with local con-

ditions, and solutions are not universal but related to

each particular location.

Augmentative biological control. Although natural

enemies exist, sometimes conservation and enhance-

ment practices are not sufficient to increase their

populations until reaching levels which are capable to

suppress pest populations at desirable levels. In these

cases the release of reared natural enemies is needed.

Augmentative releases may be necessary when the nat-

ural enemy is not present at the place and time needed.

There are two types of augmentative releases:

● A relatively low number of individuals of the natu-

ral enemy is released and the suppression is

expected to be achieved by the first or ulterior

descendants: inoculative augmentation.

● A high number of individuals are released and con-

trol is expected to be exerted by them: inundative

augmentation.

As in the previously described biological control

strategies, augmentative releases use natural enemies

that are able to search, locate, recognize as suitable,

and attack the prey, but supplementary characteristics

in the natural enemy are required in augmentative

releases. Biocontrol agents have to be reared, and in

inundative releases, they have to be mass reared.

Rearing techniques have to meet several economical

and quality requirements. The high costs of rearing

are mainly due to a lack of true artificial diets but also

by the necessity of labor to manipulate materials and

individuals and the necessity of producing natural ene-

mies for a rather narrow interval of time in the year.

Predators and parasitoids need to be reared on their

natural herbivore prey/host or, in some cases, an easily

reared alternative prey/host, as in the case of flour moth
eggs that can be produced daily formillions at relatively

low cost and supplied as food to rear many generalist

predators. In addition, herbivores have to be reared on

their natural host plant, or similar alternatives, that

usually need specific temperature, humidity, and light

conditions, sufficient space, and a lot of manpower.

Automatic processes to produce plants and natural

enemies in biofactories have been designed but much

more still has to be done to lower production costs.

The extra cost of producing for a few demand peaks

in the year may be mitigated if an effective storage

method is available. For instance, the egg parasitoids

Trichogramma spp. may be produced throughout the

year and stored for months as diapaused larvae that are

reactivated in their development some weeks before

they have to be applied in the field.

Continuous rearing of natural enemies in

nonnatural conditions and ulterior transport to the

field may alter their quality to perform as biological

control agent. Genetic uniformity and inbreeding, neg-

ative selection for desirable characteristics to perform

in the field, high impact of diseases in mass rearing

colonies, and lack of learning opportunities of natural

features may be some of the problems derived from

natural enemy mass rearing. Procedures for quality

control are being developed for the most common

natural enemies [12]. Dispersal and search capacities,

fecundity, health, correct species, and biotype are some

of the characteristics checked in natural enemies for

quality control.
Biological Control and IPM

Biological control is an important component of many

successful IPM programs. The success of biological

control has pushed pesticide companies to design new

active ingredients with less impact on natural enemies.

Whereas a few decades ago long persistence and broad

action spectrum were two positive characteristics of

new pesticides, current innovation of chemicals for

integrated pest management looks for high selectivity

and short persistence thus helping pesticides to become

more compatible with biological control. The intro-

duction of a new natural enemy in agrosystems to

control a certain pest may allow reduced pesticide

application and express the full potential of native

natural enemies to control other pests.
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Predator–prey interactions may be mediated by the

host plant so that a natural enemy that is able to

successfully control a pest on a certain crop may fail

to do so on another crop. Hairy cucumber cultivars,

which are more resistant to greenhouse whitefly than

glabrous ones, were preferred to control the whitefly

before Encarsia formosa was profusely used for biolog-

ical control of this pest. Once the biological control was

generally adopted in Dutch greenhouses, objectives of

plant breeding shifted 180º and less hairy cultivars were

again cultivated because these facilitated the inspection

of leaves by the parasitoid to select and parasitize

a host, thus improving the efficacy of greenhouse

whitefly biological control. Tritrophic relationships –

host plant, herbivore, and natural enemy – have to be

considered before planning a biological control pro-

gram. For IPM programs based on biological control,

crop plant management and general cultural practices

also have to be adapted to enhance natural enemy

activity. Detection of those cultural practices that

injure natural enemies may allow cultural modification

in order to make predators or parasitoids more com-

patible with agricultural environments. For instance,

tomato deleafing to produce more colored fruits has

been found to interfere with the establishment of

whitefly parasitoids that are inside the host in lower

leaves. Tomatoes may be equally deleafed but leaves

should be left on the soil between rows for some days

until adult parasitoids emerge and fly to upper leaves to

parasitize the host there.

Microbial Control

Entomopathogenic Organisms as a Natural Mortality

Factor on Insect Populations

Insects are naturally affected in nature and also in

agroecosystems by a varied array of pathogenic organ-

isms, called entomopathogens, that cause diseases on

insect pests. When naturally occurring epizootics are

not efficient enough to lower pest populations under

economic thresholds or they occur too late (natural

epizootics are very dependent on natural abiotic

conditions), the entomopathogen can be released into

the environment at the time needed or manipulate the

habitat to enhance the impact of the disease on the pest

population. Entomopathogens may be mass produced

and formulated for applying as a chemical pesticide.
Many aspects described and discussed in biological

control may be applied to microbial control. For

instance, microbial control can be employed with clas-

sical, conservation, and augmentation techniques. In

classical microbial control, a pathogen is isolated in

a foreign insect and inoculated into a population that

previously has never been exposed to that pathogen,

whereas in conservation microbial control the impact

of an already established pathogen is enhanced by

manipulating crop or habitat conditions. Finally, aug-

mentative microbial control inoculates a nonexotic

pathogen at the time needed, or the crop field is inun-

dated by microbial pesticides whose efficacy relies on

the primary infection and not the secondary one as in

the other techniques.

Main Insect Pathogens Used for Microbial Control

There are several kinds of microbes that cause diseases

in insects and are used to control insect pests. Groups

with more species and microbial control uses are: bac-

teria, viruses, fungi, and nematodes.

● Bacteria. The most known and used bacterium

is Bacillus thuringiensis (Bt). This bacterium

has some interesting properties that make its use

very compatible with other IPM methods.

Entomopathogenic action of Bt originates in some

insecticidal toxins – the so-called delta endotoxins –

that are produced by the bacterium during its spor-

ulation and once ingested by the insect is activated

in the digestive system and causes gut paralysis,

feeding cessation, and later larvae show general

paralysis. One of the most valuable characteristics

of Bt toxins is their selectivity according to the Bt

strain. Historically Bt has been used to control

specific Lepidoptera pests and, to less extent, some

Diptera and Coleoptera. Nowadays, the range of

pests targeted by Bt toxins include species of some

other insect groups. Also importantly, Bt can be

produced in large scale and at a reasonable price

by fermentation and then formulated like an insec-

ticide to easily spray or powder the crop. Genes

encoding the production of Bt toxins may be trans-

ferred by genetic engineering to crop plants which

become resistant to insects that are susceptible to

the Bt toxins introduced into the plant (see section

“Crop Resistance”). Biopesticides based on Bt are
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widely used in world agriculture, particularly in

IPM programs and organic farming. Their relatively

high prices and low permanence on the crop plant,

mainly reduced by UV radiation when the crop is

grown in the open air, are major limitations. Bt

biopesticides are less than 1% of the pesticide

world market in economic terms.

● Viruses. There are many types of insect pathogenic

viruses but only baculoviruses are commercially

available for insect pest control, mainly for Lepidop-

tera and Hymenoptera pests. Baculoviruses have

a characteristic that gives them some advantages in

comparison with other entomopathogens: they are

able to create secondary inoculums and ulterior

epizootics so that permanence of control efficacy

may be longer than for other microbial control

agents, although, like Bt, they are very sensible to

deactivation by UV radiation. Furthermore, viruses

are very selective and thus especially good for inte-

grating their use in IPM programs. Genetic engi-

neering techniques have shown a high potential to

overcome some of the limitations of baculoviruses;

higher knockdown effects and host range are two

of the traits introduced in genetically modified

baculoviruses. Probably their high price is the prin-

cipal constraint for repeated field applications.

● Fungi. They comprise microorganisms that cause

diseases on a variety of insect groups. In com-

parison with the two above, fungi are able to act

in topical applications and do not need to be

ingested to be active. This is why they are preferably

used against sucking insects like whiteflies, scales,

or aphids. Several fungal entomopathogens occur

naturally and reduce insect pest incidence in

agroecosystems but they are also mass produced

and applied as biopesticides. Efficacy of fungal

biopesticides is largely limited by low relative

humidity although suitable formulations may

attenuate this constraint; also UV-radiation protec-

tors in fungal biopesticides are being tried to pro-

long their persistence on crop plants.

● Nematodes. Nematodes are a quite large group

including many species that have several kinds of

associations with insects. Facultative and obligate

parasitism is among these. Some insect parasitic

species have established a symbiotic relationship

with entomopathogenic bacteria that confer to
these kinds of nematodes a more virulent action

against insect pests. In this case the bacterium is

responsible for killing the host and, once dead, to

preserve the host insect from being invaded by

other microorganisms and therefore available for

the nematode. These entomopathogenic nematodes

are the most valuable for pest control, especially

when part of their life cycle is in the soil, where

nematodes are more effective. For pests that do not

inhabit the soil, nematode desiccation at low

humidity conditions is a major limitation of these

agents for use in microbial control.

Use of Entomopathogens for Insect Control in IPM:

Advantages, Disadvantages, and Techniques

Microbial control is one of the most promising

methods to control insect pests within IPM programs.

It is highly specific and selective for nontarget

arthropods like natural enemies, it is harmless for ver-

tebrates including man, it has very little risk of envi-

ronmental pollution, it is easy to apply as most of them

are formulated to be sprayed with conventional

machinery, and there are techniques for engineered

modified entomopathogens with improved perfor-

mance. Disadvantages include short permanence in

the environment for pest control, slow efficacy, mod-

erate probability of generating resistance to the active

ingredient in targeted pests, host production cost, and

poor acceptance of biotechnology products by con-

sumers in certain countries. In summary, microbial

control is an easy method to integrate in IPM and

should substantially replace chemical treatments if effi-

cacy and cost problems are solved and biopesticides are

perceived by public opinion as a safe replacement for

chemicals.
Behavioral Control

Pheromones and Other Semiochemicals

It is well known that insects, and other animals, com-

municate within the same species and with individuals

of other species by chemical signals; chemicals involved

in communication are called semiochemicals. Intra-

population semiochemicals are called pheromones

and those devoted to communicating among species

are allelochemicals. These are divided into two
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categories depending if they benefit the chemical

releaser (allomones) or to the receiver (kairomones).

As more is known about insect behavior, more rele-

vance is given to the role of semiochemicals in the

communication governing crucial insect functions

and more applications of semiochemicals are envis-

aged for insect control. Several kinds of

semiochemicals have been investigated for both scien-

tific and practical purposes but most attention has

focused on pheromones.

Although chemical signals in insect communica-

tion had been observed some centuries ago, the chem-

ical identification, synthesis, and demonstration of the

sex attraction capacity of a pheromone was performed

in the 1950s. A general enthusiasm on potentialities

to govern insect behavior and suppress insect pests

followed that pioneering work with considerable prac-

tical achievements but also with some limitations.

The number of insect functions governed or mediated

by pheromones is large; in addition to courtship

behavior – the most studied for practical applications –

social, physiology, trail, defense, finding, discriminat-

ing, and aggregating on the host plant are among insect

biology features with pheromone involvement. The

chemical nature of pheromones is quite diverse

according to insect taxon and function. Pheromone

composition usually has to meet two main require-

ments: be highly specific and be easily transportable

by air currents. This double requirement is in part

contradictory as volatile compounds need to be short

molecules, with low molecular weights, but long

enough to make possible several combinations of

atoms for specificity. As pheromones are typically

blends of several organic components synthesized by

the insect or less commonly sequestered from the plant,

specificity is achieved not only by chemical structure of

components but also by the exact composition of the

mixture.

Main Application of Pheromones for IPM

The main applications of pheromones for insect pest

control may be included in one of the three following

groups:

● Pheromones for detection and monitoring pest

populations. One first application of pheromones

is to know when and where a pest population is
present. The pheromone is put in a trapping

device and number of trapped individuals recorded.

There are many kinds of traps that have been

used; optimal trap design depends on pheromone

composition and insect species. Generally,

trap catch numbers will give relative estimates

from which absolute numbers of pest population

cannot be derived. Early warning, determination of

timing for control intervention according to

the pest population phenology, early detection

for quarantine actions, and dispersal studies are

some of the purposes that may be reached with

pheromone trapping. However, decisions

that need to know population numbers or densities

rarely may be based solely on trap catch

records unless a sound relationship between relative

and absolute estimates had been previously

established.

● Pheromones may be used to directly control insect

pests by mass trapping, that is, by trapping

a sufficient number of individuals from a pest pop-

ulation. Usually a huge amount of traps is needed to

remove a significant number of individuals to lower

pest damage. The rice stem borer – as other Lepi-

doptera – is controlled nowadays by mass trapping

in theMediterranean area. A first interesting variant

of mass trapping with pheromone traps is practiced

with trap trees in bark beetles. When a pioneer bark

beetle recognizes a tree as a suitable host, it starts

releasing an aggregation pheromone. This is soon

followed by another attractant emitted by the tree

that complements aggregation of many bark beetles

on the same tree that may be destroyed, burnt, or

sprayed with insecticides to kill many beetles.

A second variant of mass trapping is when the

attracted insect is not glued on the trap but killed

or sterilized and in any case eliminated. Some of the

most harmful fruit flies are caught in traps, steril-

ized, and released again to the environment for

control as in the sterile technique programs (see

below in the section “Genetic Control”). Principles

of mass trapping are very simple but many limita-

tions have prevented successful application. One

major constraint of the method is its low efficacy

when pest population densities are high; in these

circumstances a reducing treatment is needed

before applying mass trapping.
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● Species in which orientation of one sex to the other

for mating is performed by sex pheromones are

sensitive to the application of mating disruption

techniques. The principle, as in the other cases

where pheromones are involved, is rather simple.

The permeation of the air with synthetic phero-

mone components – or the whole pheromone

blend – interferes with the orientation of the

searching sex that usually is unable to meet the

other sex; oviposition is thus prevented and popu-

lation rapidly declines. Despite many studies

conducted on the mechanisms underlying mating

disruption techniques, much remains still

unknown. A number of factors influence feasibility

and efficacy of these techniques. Systems for pher-

omone delivery have to assure air permeation for all

the period during which males and females may

meet and mate, a requirement difficult to satisfy

for very volatile molecules. Synthetic components

to be delivered have to be produced and released at

reasonable prices; otherwise, the technique is not

competitive with insecticides that are cheaper and

relatively easy to apply. Efficacy of mating disrup-

tion has repeatedly shown to be drastically limited

by high pest population densities and this means

that mating disruption has to be applied in early

generations when populations are still low and fore-

casting whether they will reach economic thresh-

olds is difficult. In many countries authorization to

sell pheromones for mating disruption purposes

has to follow hard administrative processes too

close to chemical insecticide registration; this some-

times deters companies from investing money in

research and development. Dozens of pests are con-

trolled nowadays by mating disruption techniques

with acceptable efficacies, especially to manage Lep-

idoptera in vineyards and fruit orchards.

Compatibility of Pheromones in IPM Systems

Pheromones are easy to integrate into IPM systems

because they are very compatible with other control

systems such as biological control. Selectivity of the

method is a major advantage. As environmentally

friendly substances they do not cause pollution

problems, generally have no toxic effects on nontarget

species, and permanence in the environment is low.
When used for monitoring pheromones are easy

to work with and field technicians do not need

particular skills.

Pheromones are an elegant tool for IPM and used

more and more profusely sometimes without sufficient

rigor. On the other side, scientific research is not sen-

sible enough for solving real problems that would lead

to a faster adoption of pheromones in the field. As

stated by Millar [13] more pragmatism is necessary in

research on pheromones [13]. The deeper knowledge

of how pheromones work acquired in the last decades

should allow focusing our efforts on those systems that

can be most effective. Furthermore, globalization of

insect pests should push local and national efforts to

more international cooperation because “my pest

today may be your pest tomorrow” and vice versa.
Genetic Control

Genetic pest control comprises those techniques that

use the insect pest for its own destruction. Genetic

control consists of the release of sterilized, sterile, or

incompatible individuals of one species into its wild

population to cause a high proportion of sterile mat-

ings and hence reduce or eliminate the wild population.

Three main methods causing sterility by different

mechanisms are available for agricultural pests: sterile

insects, incompatible insects, and hybrid sterility. Some

other mechanisms have been exploited to control pests

by genetic methods. Note that use of resistant/tolerant

host crops is not considered within this section of

genetic control.

In the sterile insect technique, insects are mass

reared in controlled conditions, sterilized, and then

released into the field. Insects can be sterilized by

irradiation or by chemosterilization. Gamma irradia-

tion, in which dominant lethal mutations arise as

a result of chromosome break in treated cells, has

been the most used technique in field programs. One

of the key aspects to be determined before applying

the technique in the field is the optimal irradiation

dose to produce enough degree of sterility without

causing somatic damages in the sterilized individual.

The optimal dose is a function of several factors

including insect species, its sex and physiological age,

and the level of sterility required. Males are usually

sterilized and released. Efficacy of the method relies on
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the capacity of released males to compete with wild

males to mate with wild females. Progeny of females

mated with sterile males will die soon after egg ovipo-

sition. Ideally insect mass rearing procedures should

target males for sterilizing and releasing because

females may need a higher dose for sterilization and

once released they may be harmful for the crop as

a consequence of ovipositing.

With no doubt the successful eradication of the

parasitic screwworm fly – the larvae of which eats the

living tissue of warm-blooded animals including

humans in some circumstances – in wide areas of

North and Central America contributed decisively to

an increase in the amount of funds devoted to the

research and applications of the sterile insect tech-

nique. In agricultural pests there have also been

a number of successful male sterile programs, partic-

ularly in fruit flies. The Mediterranean fruit fly,

Ceratitis capitata, has been eradicated in some coun-

tries of Latin America and they have been declared

medfly-free regions; those countries can export

fruits to countries which have fruit flies as quarantine

pests. In contrast, attempts to use sterile male tech-

niques in several moth pests have failed mainly

due to the difficulty or mass rearing the moth at

reasonable prices.

Insect incompatibility has been also used in field

conditions but less extensively than the sterile insect

technique. One of the methods of insect incompatibil-

ity used is based on the effect of crossing sexes in two

conspecific populations resulting in only partial

embryonation and thus population decrease. Incom-

patibility may be caused by microorganisms that are

present in one population and not in the other. For

practical pest control purposes, the release of one sex of

one geographic population into another location may

result in nonviable progeny and therefore population

suppression.

Finally, sterility also may be achieved by crossing

individuals of two species that produce apparently nor-

mal but completely or partially sterile hybrids. If the

hybrid mates with at least one of the parent species, it

can be mass reared and released in the field for genetic

control. An advantage of this system comes from the

fact that it does not need a sterilization method and the

quality of released individuals is better than in the case

of irradiation.
Genetic control has been shown as successfully

practicable in commercial conditions in several cases.

However, some failures have taught us about the con-

straints of the method. Reinvasion of treated areas by

gravid females is one of the common causes of failure.

Real knowledge of the dispersal capacity of the targeted

species should prevent applying the sterile male tech-

nique in too small areas. Area wide programs are par-

ticularly needed for sterile insect technique application

to prevent early recolonization of the treated area from

neighboring zones.

One of the key factors for successful pest control

with the sterile male technique is the ability of treated

individuals to compete with wild males for wild

females. Lack of adequate information on how to

assure competitive treated males and about mating

behavior could have been the main failure cause of

many genetic control programs. More attention

was then devoted to developing quality control of

mass-reared insects that are now routinely applied

in many programs. A major conclusion after several

years of applying genetic control programs is that

the method by itself may be insufficiently effective to

be uniquely applied and in many situations it may be

useful when integrated in IPM systems to control the

target and other interacting species.

Another perspective about the future of genetic

control relates to potential contributions of insect

molecular biology, more developed in model insects

like the fly Drosophila but increasingly interesting for

insect pests and pest natural enemies. As genetic con-

trol was soon seen as very limited by the lack of appro-

priate genetic material or by too reduced fitness in

irradiated individuals, transgenesis may contribute to

renewing the interest for genetic pest control. Intro-

duction of desired transgenes into target insect species

or the release of insects infected with engineeredmicro-

organisms – mainly rickettsia-like, Wolbachia – which

mate with no infected individuals cause reduced fitness

progeny. The reader curious about potential contribu-

tions of molecular biology to genetic control should

consult the review by [14].
Cultural Control

As for any organism, insect populations – and thus

pests – have a variable rate of increase depending on,
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among other factors, biotic and abiotic factors (see

Fig. 2). An insect population becomes a pest in the

agroecosystems when the insect environment is favor-

able enough to enhance population increase until eco-

nomic threshold is reached and control measures have

to be adopted. To manipulate that environment to

make it less favorable for pests is called cultural control.

Many kinds of crop or habitat manipulations devoted

to constrain pest population development or enhance

natural enemy numbers and activity may be included

within the term.

It is quite difficult to list the practices that may be

applied to reduce pest populations or enhance natural

enemies. Some of the practices routinely applied

are apparently unrelated to pests and natural enemies

and only when they are eliminated or modified

their implication in pest control is discovered. In

other cases growers abandoned cultural practices

that had been used to control pests due to the efficacy

and reliability of cheap pesticides and they had to

rediscover their usefulness. (a) Crop rotation, for

example, prevented populations of non-generalist her-

bivorous insects from building up high populations

without moving from the same field; cropmonoculture

provoked a high resource concentration on the same

place for a long time and facilitated insect development

and reproduction.

In addition to crop rotation, some general cultural

practices are used to lower pest populations: (b)

removal of crop residues between two successive sea-

sons may reduce insect survival in unfavorable seasons

(e.g., cold winters or dry summers); (c) management of

planting or harvesting can avoid pest populations

peaking at particularly susceptible crop growth stages;

(d) unbalanced fertilization use to favor some herbi-

vore insects like aphids that can multiply per several

units their rate of increase when fed on plants with an

excess of nitrogen; (e) the same as in the previous point

could be said for other agricultural inputs like water,

mulching, or plant hormones that alter physical envi-

ronment and crop plant physiology in favor of or

detriment to pests.

Many cultural practices have an important impact

on pest populations by enhancement of natural ene-

mies. Weed management, beyond preventing damages

to the crop should take into account their role in

insect biology. Nonagricultural vegetation in margins
and hedgerows may offer shelter, refuge, or food

sources for predators and parasitoids, but also for

herbivorous insects that colonize crops early in the

season. This double role of margins has to be carefully

studied before margin management practices are

recommended. The behavioral manipulation of the

insect pest and their natural enemies may allowmaking

the protected resource (e.g., the crop) unattractive for

the pest and attract it to an unprotected resource (e.g.,

nonagricultural plants). The opposite done for natural

enemies in this kind of strategy is called “push

and pull” [15]. Intercropping – the cultivation of two

or more crops simultaneously on the same field –

is another potential way to manipulate the environ-

ment for making it unfavorable to the pest.

It is frequently observed that there are fewer pests in

fields with intercropping than in monoculture; more

attractiveness for natural enemies and less for herbivo-

rous insects are two hypotheses to explain such a

phenomenon.

Biotechnology and IPM

Emerging Biotechnological Techniques for IPM

Developments in plant biotechnology have contributed

decisively to progress in agriculture in general and IPM

in particular in the last decades of the twentieth century

[16]. Biotechnology has been defined by the United

Nations Convention on Biological Diversity as any

technological application that uses biological systems,

living organisms, or derivatives thereof, to make or

modify products or processes for specific use (http://

www.cbd.int/convention/ accessed on January 27,

2010). Probably, genetically engineered crops are the

most socially known products of biotechnology

applied to plant breeding. However, there are many

other achievements and tools issued from plant bio-

technology that have allowed progress in the scientific

basis of IPM and multiple applications in the last

decades and may allow even faster progress in the

future. Following are some achievements of plant bio-

technology that are relevant for IPM: (a) incorporation

of insect resistance genes into commercial crop varie-

ties; (b) the design of chemical and biological novel

insecticides; (c) genetic modification of insect pests

with lethal characters for genetic control or with ben-

eficial traits to improve activity and efficacy of

http://www.cbd.int/convention/
http://www.cbd.int/convention/
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biological control agents; (d) rapid and reliable detec-

tion of insecticide resistance before genes responsible of

resistance are widespread in the pest population and

control fails in the field; and (e) identification of

arthropod species and biotypes for pest diagnostics or

trophic studies.
Host-Plant Resistance: Integrating GM Crops into

IPM Systems

Host-plant resistance has been used in IPM to a rather

limited degree (see above). Host resistance to herbivore

insects is generally a quantitative trait that is difficult to

manage and long to be incorporated into crop plants in

conventional plant breeding programs. Techniques of

genetic engineering have allowed some of those prob-

lems to be overcome by faster identification of insect

resistance sources by means of molecular markers asso-

ciated to resistance traits and by speeding up gene

transfer from those sources to crop varieties to produce

the genetically modified (GM) crops. The capacity to

produce entomopathogenic toxins and digestive

enzymes inhibitors have been the most used characters

to confer insect resistance to crop plants by means of

genetic engineering techniques. However, a varied array

of other characters has also been successfully intro-

duced into crop plants for insect pest control purposes.

Insecticidal capacity of an entomopathogenic bacte-

rium, B. thuringiensis (Bt) is caused by some of the

toxins that the microorganism produces when it spor-

ulates. Truncated genes expressing Bt toxins (dozens

of Bt toxins and corresponding genes have been iden-

tified) have been transferred to several crop and forest

plants to give the so-called Bt crops and plants. More

than 35 million ha of maize and 15 million ha of

cotton with Bt-expressing genes (alone or stacked

with other transgenes) were grown in the world in

2009 [17] to control mainly Lepidopteran pests [17].

In Spain – the European country with the largest sur-

face of Bt maize, the only GM crop allowed for cultiva-

tion in Europe – a survey conducted among more than

400 growers on the economic, social, and environmen-

tal impact of Bt maize found this: a mean increase of

12% in the gross margin in Bt growers, more than

a 50% decrease in the number of insecticides applied

due to the cultivation of Bt maize; this reduction was

not very high because only a minority of growers used
to spray against the pest targeted by the GMcrop due to

low efficacy [18].

In spite of the potential contribution of Bt crops to

the sustainability of IPM through the selective control

of key pests and the important savings of insecticide

sprays, the deployment of GM crops has been very

controversial in some areas like the European Union.

Major risks concern potential development of resis-

tance to Bt toxins in targeted pests and negative effects

that Bt crops could have on nontarget organisms

(NTO). The development of resistance to Bt toxins in

targeted pests would cause a significant loss of an

important tool for selective control of certain pests in

the framework of IPM programs and organic agricul-

ture and could drastically reduce the lifetime of Bt

crops. Most countries that grow Bt crops have specific

programs to monitor targeted pest populations for the

evolution of resistance and have implemented strate-

gies to prevent resistance development. Until now, no

Bt-resistance has been reported even in areas with

almost 15 years of cultivation of Bt crops. More public

attention has been paid to potential negative effects of

GM crops on nontarget organisms. Most of the work

conducted in this area has been devoted to Bt maize

and practically no negative effects on biological control

functions have been reported [19]. Consequently, Bt

crops may prevent a substantial part of current insec-

ticide usage and they can be integrated with biological

control into more sustainable IPM programs.
Introduction of Traits into Insects

The introduction of deleterious or beneficial traits into

insects has been achieved in several cases for varied

purposes. Lethal gene inoculation into wild pest

populations for genetic control may overcome some

of the problems of conventional sterile insect tech-

niques in which insects may be harmed when they are

sterilized with irradiation or chemosterilization tech-

niques and their competitive ability decreased. How-

ever, introduction of desirable traits for enhanced

efficacy of biological control agents is a remarkable

contribution of biotechnology to IPM. Unfortunately,

most programs in that last respect have focused on

insecticide-resistant genes that increase the possibility

of using chemical insecticides and biological control in

a compatible way. Despite this innovative approach,
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which may contribute to increasing the effective appli-

cation of biological control, it also may lead to

increased use of chemical insecticides.
Detection and Monitoring of Insecticide Resistance

Insects, like any other organism, may become resistant

to insecticide active ingredients if they are submitted

to frequent pressure of that ingredient. More than

600 insect species are nowadays resistant to one or

more insecticides (http://www.pesticideresistance.org/

search/1/). As fewer insecticide active ingredients

are available in world agriculture, more is needed to

increase the lifetime of registered substances and to

implement strategies for resistance development

prevention.

Several tactics to prevent resistance development in

the pest population may be implemented and may

succeed at least to delay the wide spread of resistance

genes in the targeted population. Commonly, insecti-

cide resistance in a pest is first detected when typical

doses fail to control it and usually it is too late. Even

at low frequency, earlier detection of the presence

of resistance genes in the targeted population before

they become common is crucial for the successful

implementation of any antiresistance strategy appli-

cation. As resistance is caused by a varied set of mech-

anisms, there are also several methods to detect

resistance genes. Biochemical, immunological, and

molecular methods are available now for the most

common insecticides that allow screening a large

amount of individuals for resistance gene presence.

Improved comprehension of resistance mechanisms

should lead to developing more specific, faster, and

cheaper methods in order to monitor more

populations at reasonable prices.
Identification of Arthropods

IPM needs the correct identification of insect species

(or even biotype) in multiple situations: to apply

a specific and selective method to control a certain

species, to release a biological control agent that needs

particular characteristics only available at biotype

level, to detect quarantine pests in border inspections,

and to study predator diet in trophic ecological

studies. Morphological features that classically have
been used for insect identification are frequently

unknown or they are difficult to observe for nonspe-

cialists. Biotechnological tools also may be valuable

for various ecological studies that need markers for

distinguishing target individuals from nontarget ones.

Some of the current applications of biotechnology

for identifying insects and their functions include:

markers for dispersal measurements or to estimate

insect densities by capture, release, and recapture of

marked individuals, silencing genes for investigation

of the function of certain proteins, invasion and

spreading processes, and phylogenetic relationships

between taxonomical groups.
Novel Bioinsecticides and Tension Actives

As described in microbial control, entomopathogenic

microorganisms are used to control pests although

some factors linked with their costly production

and narrow host range are limiting applicability.

Entomopathogens may be genetically engineered to

incorporate genes expressing foreign proteins with

new insecticidal capacities, including larger host

range, or proteins that negatively interfere with insect

metabolism and physiology like insect hormones

or juvenile hormone esterase that are involved in

insect metamorphosis. A major concern about the

bioengineered entomopathogens deals with the fate

and permanence of foreign genes in the environment.

Another promising line of biotechnological research in

relation to IPM includes biosurfactants. A considerable

amount of pest control agents is applied as sprays that

need surfactants for correct application and spreading

on target surfaces. Classical chemical surfactants are

increasingly rejected by consumers and legislation due

to their environmental impact and this stimulates the

research on alternative biosurfactants. These are

a group of heterogeneous secondary metabolites pro-

duced by a variety of microorganisms during their

growth with significantly improved characteristics in

comparisonwith homologous chemicals: those are bio-

degradable, have a lower per se toxicity, have more

environment-friendly characteristics, require cheaper

fermentative processes to produce them, are efficient

at more variable conditions and at lower quantities,

and have the potential of tailoring to suit specific appli-

cations. In addition to their activity as surface tension

http://www.pesticideresistance.org/search/1/
http://www.pesticideresistance.org/search/1/
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reducers and other chemical functions, biosurfactants

have shown considerable biological antifungal and

antiviral activity although in many cases their mode

of action is poorly understood.
Implementation of IPM: Incentives and

Constraints

More than 20 years ago, Wearing [20] wrote an article

reporting results of a survey conducted among

researchers and extensionists of three regions of world

agriculture (Australia–New Zealand, Europe, and

USA) on the IPM implementation process [20]. Still

in 2010, many of the conclusions remain valid and

following is a summary of those aspects of IPM imple-

mentation that enhance or constrain the adoption of

IPM systems in western agriculture. There is general

agreement among scientists about the accelerated pro-

gress of research on pest knowledge and control as well

as the slow adoption of the new methods in practice.

Knowing the key elements in the technology transfer

and implementation of IPM may accelerate its

application.

Among incentives to adopt IPM systems in Wear-

ing’s work, most surveys first perceived the cost advan-

tage, followed by the development of pesticide

resistance in local pest populations, the hazard to the

grower from using pesticides, and environmental

issues. The surveys also examined the major constraints

for IPM implementation. The importance of obstacles

for faster and wider application of IPM varied from one

region to another. Whereas in USA over the 50% of

respondents ranked social/market obstacles first, in

Australia–New Zealand organizational obstacles were

the first ranked, and technical obstacles were signaled

in Europe as the least important to implement IPM.

In Europe much has been done in labeling agricul-

tural products issued from IPM technology, particu-

larly from regional administrations: IPM labels and

integrated production (IP) labels have proliferated in

the second half of the twentieth century in northern

and southern Europe as well. The International Orga-

nization for Biological and Integrated Control (IOBC/

WPRS) soon established the bases of IP and later devel-

oped guidelines in specific crop groups (see the orga-

nization Web site www.iobc-wprs.org). Food retailers

and marketing food chains more recently have
developed auditing procedures, in part inspirited in

IPM principles which have pressed growers to progress

more rapidly to more integrated production tech-

niques. The impact of labeling and certification initia-

tives on IPM adoption has been quite variable in each

country and commodity but the initiatives probably

have contributed to publicize IP and IPM techniques

among consumers.

A common question among policy makers is how

to measure IPM adoption. Most likely, data on acqui-

sition and use of tools for implementing IPM in the

field (for instance, monitoring devices, meteorological

receptors, users of warning systems and significantWeb

sites, and varied software for decision making among

others) in combination with data related to pesticide

usage (amount and economic value of pesticides sold,

commodity rejection because of high residue levels,

inspection of pesticide residues in food trading, and

significant habitat and ecosystem elements) may give an

approximate idea of the progress made by the imple-

mentation of IPM. The number and size of companies

(including small local firms) devoted to selling IPM

products (e.g., natural enemies for biological control)

may be another realistic way to monitor IPM adop-

tion in world agriculture. Data on all these indicators

are very disperse but perhaps they allow moderate opti-

mism for faster IPM adoption in developed and emerg-

ing countries. Additionally, more strict legislation on

pesticide use and the “disappearance” of most insecti-

cides in the coming years may accelerate this process.
Future Directions

Most elements of IPM are among the factors that con-

tribute greatly to the sustainability of agriculture.

Beyond IPM, integrated control of insect pests, dis-

eases, and weeds should progress toward the integra-

tion of all elements of agroecosystems to produce

a balanced and harmonized growth of plants through

true integrated production techniques. Exploitation of

local natural resources and energy saving are common

benefits of implementing novel integrated manage-

ment systems. Additionally, most insecticides are

being prohibited by western legislations. This should

be the main focus of IPM progress to accelerate the

transition of classical pest control based on chemicals

to more integrated approaches.

http://www.iobc-wprs.org
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Review of the vast literature on IPM confirms that

success has come from a fundamental understanding of

the processes acting in agroecosystems, rarely from

a revolutionarily new control tactic. However, faster

adoption of IPM strategies and tactics should also

come from a more intense linkage among research,

development, education, extension, and production.

It is well documented that much of the scientific pro-

gress issued from R&D is not applied in practice or it

takes too long to do it. Analysis of surveys conducted to

identify the major incentives for the adoption of IPM

systems by growers shows that an innovation is not

adopted unless it contributes to producers’ economic

goals and meets the requisites for acceptance by the

whole society.
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Institute for Sustainable Agriculture, IAS-CSIC and

University of Cordoba, Cordoba, Spain
Article Outline

Glossary

Definition of the Subject

Introduction: Background on the Sustainability of

Irrigation

The Process of Irrigation at Different Scales: From the

Field to the Basin

Irrigation Management Goals for the Improvement of

Sustainability

Management Options: Strategic, Tactical, and

Operational

Management Under Water Scarcity

Future Directions

Bibliography

Glossary

Application efficiency Relationship between the tar-

get irrigation depth (depth of water stored in the

root zone to be used by the crop) and the depth of

water applied to meet this target during a single

irrigation event.

Conservation agriculture (CA) An agricultural pro-

duction system aimed at achieving a sustainable

and profitable agriculture through the application

of three principles: minimal soil disturbance, per-

manent organic soil cover, and diversification of

crop species in rotations or associations.

Decision support systems (DSS) Interactive informa-

tion systems (not limited to computerized systems)

that aid decision makers to identify and solve prob-

lems, and make decisions, which may be rapidly

changing and are not easily specified in advance.

Deficit irrigation (DI) An irrigation strategy based on

applying irrigation depths that are less than the full

crop water requirements (ET), either throughout

the crop life cycle (continuous or sustained deficit
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
irrigation) or during specific stages that are insen-

sitive to water stress (regulated deficit irrigation).

Distribution uniformity A measure of the spatial

evenness with which irrigation water is distributed

across a field.

Evapotranspiration (ET) The combination of two

separate evaporation processes whereby water is

lost to the atmosphere, on the one hand from the

soil surface and crop surfaces (canopy interception)

and on the other hand, from inside the leaves and

other organs through pores called stomata,

a process termed “transpiration.”

Irrigation return flows The combination of surface

and subsurface water flows resulting from the run-

off and drainage following the application of irri-

gation water which may be available for subsequent

appropriation from either a stream or an aquifer

downstream of the original use.

Leaching requirements The depth of water needed to

displace the excess salt accumulation in the soil

profile resulting from irrigation, and aimed to

maintain the salt balance in the crop root zone.

Soil water balance The state of soil water in the crop

root zone resulting from the balance between water

inputs from precipitation and irrigation and the

water losses to evapotranspiration, runoff, and

drainage below the root zone.

Water use efficiency (WUE) The ratio between

the water volume used for a specific purpose and the

water volume derived from a source to accomplish

that purpose.
Definition of the Subject

The anticipated population growth in the coming

decades will place large worldwide demands to increase

the global production of food, animal/fish protein,

livestock feed, fiber, and biofuels. Such an increase

must come primarily from enhancing productivity,

given the constraints in further land expansion for

agriculture. Irrigated agriculture currently produces

more than 40% of total production on 17% of the

land. It is therefore imperative that irrigated agriculture

not only sustains its current rates of productivity but

that they be increased in the future. Irrigation
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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expansion has taken place over the last 60 years, and is

currently under pressure from other sectors to reduce

its share of the freshwater resources. Efficient crop

production under irrigation in the future would be

essential to produce more food with less water than is

used today. This goal is a challenge that will not be easy

to achieve without new and innovative approaches in

irrigation management and in crop productivity. These

innovations would also have to address the problems

created by the return flows from irrigation which will

threaten its sustainability, unless solutions are found to

resolve permanently the environmental impacts of

irrigation.
Introduction: Background on the Sustainability of

Irrigation

The practice of irrigation started soon after agriculture

was discovered thousands of years ago. Near the main

rivers in the arid zones, water was diverted to the fields

where crops were grown in areas and times of lack of

rainfall, in an attempt to obtain a stable food supply.

The Sumerian civilization that inhabited the Mesopo-

tamia plains is believed to be among the first that used

irrigation for crop production. Other locations where

major irrigation developments took place early in the

history of modern agriculture include the Yellow River

basin of China, the Indus River Valley in Pakistan, and

the Nile River Valley of Egypt. Many civilizations devel-

oped successfully in the past centuries, their food secu-

rity heavily dependent on irrigation. History is filled

with cases, however, where irrigated agriculture failed

after some time, leading to the decline and even the

disappearance of civilizations (e.g., Mesopotamian civ-

ilizations). The causes for failure included technical as

well as economical, social, and political factors, but all

combined suggest that irrigated agriculture may not be

sustainable indefinitely. On the contrary, cases where

irrigation has been practiced successfully for millennia,

such as the Nile River basin in Africa and many areas of

Southeast Asia, prove that it is possible to sustain

irrigated agriculture in the long run [1].

Nowadays, irrigation is by far the largest consumer

of developed freshwater on a global basis. It is estimated

that irrigated agriculture currently uses about two

thirds of water diversions, while industry and urban

diversions amount to around 20 and less than 10%,
respectively [2]. Such a high level of consumption in

agriculture is due to the fact that crop plants require

a continuous supply of water to replace the water

transpired from their leaves and other aerial organs.

The water demand arises because the crop is exposed to

strong evaporative demand (due to the fluxes of solar

and thermal radiation and warm, dry air). For carbon

dioxide to enter the leaves, the microscopic leaf pores

(stomata) must be open. But when the pores are open,

water vapor freely escapes from the interior of

the leaves which are nearly saturated with water.

Because of the differences in concentration of carbon

dioxide and water vapor between the interior of the leaf

and the air, 50–100 molecules of water are lost for every

molecule of carbon dioxide taken up. Crop water con-

sumptive use is thus an unavoidable consequence of

wet crop surfaces being exposed to dry air. Neverthe-

less, despite the large amounts of water that are

transported through the plants, if they are not capable

of taking up soil water to replace the losses, water

deficits develop which can be detrimental to yield [3].

Therefore, if irrigated agriculture is to be sustainable, it

needs sufficient water to meet its requirements at pre-

sent and in the future.

Presently, more than 260 million ha of irrigated

lands exist, representing 17% of the cultivated area

but more than 40% of food production worldwide

[2]. Future increases in population combined with

changes in dietary habits toward the consumption of

more animal protein will require sustained increases in

crop production in the next decades well above present

levels. Additionally, there may be demands on agricul-

tural products for uses other than food production,

such as energy from biomass. The increase in produc-

tion cannot come from a significant expansion of the

area devoted to agriculture for at least two reasons. On

one hand, the area best suited for agricultural use is

already under production, and only in a number of

regions in the American and African continents there

is additional land that has not been put under cultiva-

tion. Furthermore, that expansion would alter further

the balance between agricultural and natural ecosys-

tems, which much of the world population would

oppose, arguing for the environmental preservation

of the remaining areas that are not in cultivation.

If land expansion will not be possible, the goal

would then be to increase productivity, the production
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per unit of cultivated land. Crop productivity of

the main cereals has been increasing steadily since the

1960s, albeit at rates that are apparently declining in

recent years [4]. Given that the average productivity of

irrigated lands is more than twice that of rainfed areas,

it appears that preserving irrigated agriculture would

be essential for future food security. The issue is

whether it would be possible to expand irrigated agri-

culture beyond its present level by transforming rainfed

into irrigated areas. While some expansion may be pos-

sible in the foreseeable future, it is difficult to see how

a major world expansion of irrigation would occur,

given the present commitments of freshwater (supplies

already overcommitted in many arid and semiarid

areas), the perceived strong opposition from urban soci-

eties, and the uncertainties that climate change brings to

future water supplies. It is therefore essential that the

productivity of irrigated lands be increased to cope with

future demands, and this will have to be done at effi-

ciency levels higher than those achieved at present. The

reduction inwater used in irrigation per unit production

emerges then as a critical issue in the area of crop

production in the future.

Irrigated agriculture has to manage large amounts

of water that must be utilized with a high level of

efficiency. This is not the only requisite of good man-

agement, however. All irrigation waters contain salts,

and crops transpire pure water; thus, the irrigation

process concentrates the salts in the soil profile at

a rate which mostly depends on the salt content of the

irrigation water. In this respect, the salinity that

develops under irrigation would make cropping

unsustainable unless the salts are evacuated to prevent

the salinization of the crop root zone. In many areas,

natural rainfall is sufficient to leach out the salts from

the potential root zone. However, when waters of high

salinity are used for irrigation in arid areas of limited

rainfall, salt leaching must be performed by applying

irrigation in excess of the crop needs. The control of

salinity is one important requisite of a sustainable irri-

gated agriculture. However, the water applied in excess

of the consumptive use must be disposed of, and this

creates a whole host of potential environmental prob-

lems associated with water pollution [5]. Many of the

problems caused by the return flows from irrigation

occur outside the farms, at the level of the irrigation

district or at the basin level, and are discussed below.
The Process of Irrigation at Different Scales: From

the Field to the Basin

When a field is irrigated, the water applied may be lost

via surface runoff or by deep percolation, or may be

stored in the crop root zone for subsequent uptake by

the crop and lost as ET. However, the focus of irrigation

management for efficient crop production extends well

beyond a field, up to the farm, the irrigation district,

and the watershed. The water balance is the unifying

concept that connects the water disposition in the

different scales. In any field, farm, or watershed, it is

possible to quantify a water balance in which the

incoming water in the form of rain or irrigation must

be balanced by the water lost as evapotranspiration

(ET), runoff, deep percolation, and that stored in the

soil profile.

When scaling up from an irrigated field, one needs

to consider the situation upstream and downstream of

that field. Irrigation water originates from storage res-

ervoirs, flowing streams, or from the groundwater. In

all cases it must be conveyed and distributed among the

different areas, their farms, and individual fields.

The process of distribution entails a number of losses

due to direct evaporation from reservoirs and open

conduits, leakages from canals, and management losses

in the handling of distribution networks that deliver

the water to individual farms [6]. Farmers on collective

networks do not always have access to water when they

need it, and that may cause imbalances between

the supply of irrigation water and the crop demand.

Those that pump directly from the groundwater have

greater flexibility at the expense of additional energy

usage. At any rate, by the time the water is delivered to

a particular field, there have been distribution and

management losses upstream that are often substantial.

The classical work of Bos and Nugteren [7] quantified

the efficiency of irrigation along the path from the source

of water to the field and found very low values, of the

order of 40–50%. Hsiao et al. [8] have also analyzed

the efficiency losses in the network, from the dam to

the crop, and have highlighted the dramatic differences

between good and bad situations, given the multipli-

cative effects of the chain of efficiencies from the source

of water until it is transpired to the atmosphere [8].

At the field scale, water may be used beneficially for

ETand for salinity control or may not have a beneficial
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use when it is lost through runoff or drainage. How-

ever, at higher scales, water that evaporates from

a watershed is considered a loss or consumption,

while water running off a field can be recovered down-

stream and may not be lost to the system. Equally,

water that percolates below the root zone may reach

the groundwater from which it can be pumped and

recovered. Thus, there are consumptive and non-

consumptive uses of irrigation water. Water applied as

irrigation may be used consumptively in the ET pro-

cess, while the network and runoff losses may be recov-

ered downstream and used by others within the basin.

Water used in one farm within a basin is not always

consumed in that basin and can be used severa1 times

before it leaves the basin.

The difference between water use and consumption

is important to understand whether water conservation

efforts will result in net water savings [9]. If all the water

lost outside the ET can be recovered, then efficiency

improvements via reducing runoff or percolation losses

would not lead to net water savings. On the contrary, if

the losses are partially or not recoverable at all, because

either the water quality is deteriorated or the losses end

in a saline sink, then the water saved at the field scale also

represents (partial) savings at the basin scale. Thus,

knowing the fate of water all along its path, it is critical

to determine whether the water saved on the farm may

be part of the recoverable or of the unrecoverable losses.

The basin perspective of water conservation could

change the emphasis on where to act when irrigation

improvements are sought, and whether such improve-

ments are really needed. Nevertheless, the picture would

not be complete if two other issues are not included in the

overall assessment of basin irrigation management. One

is the fact that field and farm losses, while they could be

recovered downstream, often have negative environmen-

tal consequences. Surface runoff may carry sediments

and chemicals that act as pollutants in streams, lakes,

and dams. Drainage waters pick up salts, fertilizers, and

other chemicals in the soil profile and may contaminate

the groundwater. The other issue is the energy require-

ments for recovering the losses.Whether is surface runoff

recovered at the end of a field or groundwater pumped

from the aquifers, additional energy is always needed to

recover the losses. Needless to say, the water quality of

these return flows would always be worse than that of the

original irrigation water.
Irrigation Management Goals for the

Improvement of Sustainability

An agriculture that aims toward sustainability should

be economically viable, efficient in the use of the nat-

ural resource base, socially equitable, and must have

a minimal environmental impact. These requisites are

essential when defining the goals of irrigation manage-

ment for efficient crop production. Economic viability

in irrigated agriculture is usually associated with high

production levels, because the investments needed for

irrigation development would not be justified under

low levels of production. Thus, irrigation must be

managed in such a way as to avoid water deficits that

reduce economic yield. Not only high production

should be sought but also, high productivity in relation

to the use of production inputs, including water,

should be an important goal. Contrary to the common

belief, de Wit [10] demonstrated that production

inputs are used at their highest efficiency when

yields approach the maximum potential. Therefore, it

is possible to combine both goals with judicious

management.

Equity is an important goal in irrigated agriculture

because, first of all, irrigation development represents

a quantum leap in terms of increased income relative to

rainfed agriculture. Also, sometimes water supplies are

managed rigidly by water authorities or are insufficient

relative to the potential demand; thus, equitable distri-

bution of the available water supply is definitely an

important goal of sustainable irrigation management.

How this goal is pursued would depend on a number of

socioeconomic, political, and cultural factors discussed

below. Finally, irrigation can have a number of

detrimental effects on the environment that must be

minimized. Firstly, without control of salinity agricul-

ture cannot be sustainable [11]. However, the leaching

of salts and other chemicals from the soil profile end up

as part of the return flows and contribute to the non-

point pollution generated by irrigated agriculture. To

minimize these negative effects on the environment,

irrigation must be managed in such a way as to avoid

runoff and minimize deep percolation. To achieve this

goal, the engineering of irrigation systems (to distrib-

ute water uniformly) and the scheduling of irrigations

(correct timing and application amounts) are the main

instruments to be optimized when walking the fine line
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of achieving high production and productivity while

reducing the environmental impact of irrigation.

Management Options: Strategic, Tactical, and

Operational

In this entry, we are assuming that farmers have already

made a choice among the different irrigation methods,

basing their decision on their access to capital, the

availability of water and its distribution mode, their

management skills, and the labor and energy costs.

There are frequent interactions between engineering

and management in irrigation that are frequently

ignored but are covered here, even though the focus is

on management.

The temporal scale determines the nature of irriga-

tion management decisions. Operational decisions are

those that must be made in the short term, within days;

for instance, the advancing or delaying of one irrigation

application. Tactical decisions are those that are taken

within the irrigation season once it has started, and

have a time scale of days to weeks. One example would

be the adjustment of the number of irrigation applica-

tions within the season, if the water supply has been

reduced after planting. Strategic decisions have a time

scale of months to years, and are normally taken before

the season starts. The preseason decisions pertaining to

the allocation of water to the different fields and crops

are examples of strategic decisions.

Crop and Cultivar Selection

Farmers’ choice of crops in commercial agriculture is

a complex decision that is, above all, based on factors

related to production economics and marketing, while

other socioeconomic and biophysical factors are con-

sidered afterward. The water-related factors such as

crop water usage are most important when the supply

available is less than the anticipated demand. Crop

consumptive use depends primarily on the evaporative

demand, the length of season, and the fraction of

incoming radiation intercepted by the crop canopy.

There are ample differences among the crop ET of

different species. These differences are also modulated

by the type of climate in which crops are grown. In that

respect, there are major differences between tropical

and temperate climates. In tropical climates, reference

ET (the ET from a standard grass surface: ETo) is
relatively constant throughout the year and irrigation

is used during the dry season; here, the critical issue is

the duration of the growing season, with the goal of

producing multiple crops in 1 year. Production per day

is the best indicator of efficiency in tropical climates,

where crops must follow a sequence that uses best the

land and water available.

In temperate climates, evaporative demand during

winter is a small fraction than that in the summer. For

instance, in Mediterranean-type climates, ETo oscil-

lates between 1–2 mm/day in winter and 6–8 mm/day

in summer. Thus, winter crops require much less water

than summer crops per unit time. Additionally, sea-

sonal rainfall occurs primarily from fall to spring in

those climates, thus reducing the irrigation needs of

winter and spring crops. One environmental factor that

indirectly affects the crop water requirements in tem-

perate climates is air temperature. Temperatures in

winter are low in such climates and that slows down

the rate of crop growth and development, thus length-

ening crop duration. For instance, the season of winter

cereals may last 6–7 months while maize, a summer

crop, may be grown in 4 months. These differences in

season length balance out some of differences in ETo

between winter and summer, but still winter crops

generally use less water than summer crops. As an

example in some interior valleys of Mediterranean cli-

mate, wheat ET is between 350 and 400 mm while

maize ET ranges between 600 and 650 mm. Perennial

crops have higher ET rates, alfalfa ranging between 800

and 1,200 mm, and deciduous trees between 700 and

1,000 mm. Evergreen tree crops should have the highest

ET, however, both citrus and olive have strong stomatal

control of transpiration and their seasonal ET does not

exceed values that range between 700 and 1,000 mm,

depending on the specific climate.

Crop choice is therefore the most important factor

in determining irrigation water requirements. Cultivar

differences in water use are considerably smaller than

the differences among crops, and are directly related to

season length. Early cultivars of maize in temperate

climates may use 10–20% less water than late-maturing

cultivars. Similar differences have been observed in

other crops. Even though such differences are relatively

small, they can be important when the crop sequence is

such that only short-season cultivars fit in the rotation

or when the water supply available is limited. Genetic
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improvement of the intrinsic transpiration efficiency

(TE, g CO2/g H2O) [12] has not been successful until

now. The limited variability encountered within crop

species has not led to cultivars that have higher pro-

ductivity in irrigated agriculture, although some yield

advantage (of the order of 10% at around 1 t/ha yield

levels) has been achieved when selecting wheat cultivars

for high TE in rainfed environments [13]. The use of

genetic engineering in the future [14] may offer new

opportunities for enhancing other basic responses that

can indirectly improve cropWUE (e.g., maintenance of

harvest index under water stress).

Planting dates also have some effects on crop ET in

temperate climates. Early plantings of spring or sum-

mer crops have lower ET by avoiding the times of peak

ETo. One example is that of winter plantings of sun-

flower in Mediterrranean climates. By planting early,

the growing season is displaced away from the summer

and the seasonal ET is less, even though the season may

be longer due to the slow growth and development in

the early crop stages. The irrigation requirements may

even be lower because of the higher rainfall probabili-

ties in early spring. In general, plantings of summer

crops have been moved as early as feasible to reduce

irrigation requirements; this is the case of maize in

many areas where the optimal planting dates have

moved more than 40 days over the last 30 years. To

displace the growing season any further the tempera-

ture limitation to growth and development must be

overcome. Progress has already been made in crop

improvement; for example, maize has expanded signif-

icantly into colder areas in the last decades, but

more breeding efforts are needed to achieve higher

growth rates under low temperatures in the principal

irrigated crops.

Contrary to the measurable effects of varying plant-

ing dates on crop ET, the variation in planting density

within commercial practices has little influence on the

ET of annual crops. This is because the differences in

radiation interception among different planting densi-

ties are small and restricted to the short period of early

canopy development. It is important, however, in the

case of perennials, as tree or vine densities have a strong

influence in the intercepted radiation for several years

after the initial planting, and may be carried over the

entire life of the orchard or vineyard. Biomass produc-

tion and thus yield of most crops is directly related to
the seasonal intercepted radiation. Any agronomic

practice that favors quick canopy development and

complete radiation interception should increase pro-

duction and will have a smaller effect on crop ET, thus

increasing the efficiency of water use.
Optimal Use of Rainfall and of Stored Soil Water

The goal of irrigated crop production is to use all

sources of water supply as effectively as possible. Soil

water storage from rainfall or from preplanting irriga-

tion is an effective way of using the water resource. To

maximize stored soil water, infiltration should be

enhanced so that surface runoff is minimized. Low

infiltration rates decrease the effectiveness of rainfall

to the point that only a small fraction of it may be

stored in the potential crop root zone for subsequent

use by the crop. Many irrigated soils have problems of

slow infiltration, either inherent to their physical

makeup or caused by the application of irrigation

water for a long time that alters negatively the surface

infiltration properties of the soil [15].

Excessive tillage of some irrigated soils and, more

importantly, the traffic required in crop intensification

under irrigation has exacerbated the problems related

to low infiltration, which not only reduces the effec-

tiveness of rainfall but also affects the distribution

of irrigation water. The use of minimum tillage,

no-tillage, surface residues, permanent beds, and of

controlled traffic is all being incorporated into what is

now known as conservation agriculture [16]. These soil

management systems have been used successfully in

many world areas for sometime now, primarily under

rainfed agriculture, but they are now increasingly being

adopted for irrigated agriculture as well. The benefits of

conservation agriculture (CA) include soil surface pro-

tection by the crop residues, the maintenance of soil

organic matter, increased infiltration, and better distri-

bution uniformity. The limitation of CA is that it needs

to be tailored to the specific situation thus requiring

field experimentation before it is introduced in a new

area or system. The widespread expansion of CA in

the main agricultural areas of the world [17] suggests

that it will be adapted to many irrigated systems in the

near future.

The critical role of rainfall, while being obvious in

rainfed agriculture, is nearly as important in irrigated
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agriculture because it leads to a reduction in irrigation

demand. The best strategy for optimal use of stored soil

water is the conjunctive use of both, the applied irriga-

tion water and the soil reserve. It is desirable that the

soil is partially depleted to allow the storage of antici-

pated rainfall in the root zone, although such depletion

has to be managed to avoid yield-reducing water defi-

cits (See below). As the crop approaches maturity, it

is recommended to rely more on the stored reserve

and use as much of it as possible, thus reducing irriga-

tion water use. Ideally, the soil reserve should be

almost totally depleted when the crop is harvested,

assuming it will be replenished by rainfall. Obviously,

to manage the soil reserve, it must be quantified from

planting to harvest. Growers need to know the level of

soil water at planting and the rate of water use (ET)

relative to the depths of irrigation and rainfall. There-

fore, making best use of the rainfall and of the water

reserve requires carrying out a seasonal water budget

for each crop. It is also important to evaluate the risk

of basing a limited irrigation strategy on using

a large fraction of the stored rainfall, because in the

event of a drought, irrigation would be insufficient to

meet the crop demand and this strategy may not be

sustainable.
Technical Irrigation Scheduling

Decisions on when to irrigate and how much water to

apply – the irrigation scheduling process – are com-

monly made by irrigators around the world solely

based on experience. There are, however, a collection

of technical procedures and tools developed to forecast

the timing and amount of irrigation applications. Some

sort of irrigation on demand is a prerequisite for the

application of these technical procedures, because

when the delivery method of the network is on rota-

tion, the farmers have no flexibility to vary the irriga-

tion interval and they tend to use all the water they

receive as insurance for uncertain conditions.

Among water-sensing devices, soil water sensors

were perhaps the first instruments that were introduced

for irrigation scheduling in the 1950s, and it is remark-

able that they have enjoyed a certain degree of success

until recently. There is now a new generation of soil

water sensors that track soil water status continuously,

rather than providing point measurements as the
traditional instruments such as the tensiometer offer.

Unfortunately, the new developments have not

resolved the quantification of volumetric soil water

content with depth, a parameter that is still most reli-

ably measured with the neutron probe since the early

1970s. The regulatory constraints on this nuclear

instrument have limited its use even for research in

many countries, with the result that reliable data on

soil water balance and crop ET are difficult to obtain

with soil water measurement methods. The informa-

tion from current sensors is treated as trends and these

tendencies, often observed at more than one depth, are

the basis for making decisions, rather than using

a threshold value of soil water at a given depth as the

indicator of irrigation timing. Protocols have been

developed to automate irrigation scheduling on the

basis of soil water status [18].

The use of plant water sensors for irrigation man-

agement lagged behind that of soil water sensors by

about 2 decades. The pressure chamber was the first

portable instrument that was rugged enough to be used

under field conditions, although it is manually oper-

ated and its readings cannot be automated. It is now

used commercially in some areas for irrigation sched-

uling of tree crops and vines. Other plant sensors have

not been as successful for their use in practical sched-

uling, although they have been around for sometime.

The most notable example is that of dendrometers,

sensors that detect the variations in stem diameter,

which were used since the 1950s and have today the

same degree of precision they have had since the 1970s,

but they became popular for research 20 years later.

Protocols to be used with trunk diameter sensors have

also been proposed [19] although its use, while attrac-

tive, has been mostly limited for research purposes.

One of the most promising plant-based indicators is

the canopy temperature as measured by infrared ther-

mometry. Jackson and coworkers (summarized in

[20]) developed several indicators based on canopy

temperature, the Crop Water Stress Index (CWSI)

being the most popular. Threshold values of CWSI

have been found for several crops and its use as a

water stress indicator is gaining acceptance. Plant-

based parameters are best used as pre-visual indicators

of water stress, rather than being indicative of irrigation

timing and amount. Their strength resides in providing

a specific, crop-based calibration for other methods
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that use either soil water sensors or the water balance

procedure. One important limitation of all soil- and

plant-based sensors is the variability in the measure-

ments, as discussed in Coping with Spatial Variability:

Precision Irrigation.

The most robust technique for wide use in irriga-

tion scheduling is the one using the soil water budget.

Here, irrigation timing is computed by adding the crop

ET losses minus effective rainfall until a soil water level

termed “the allowable depletion” is reached. The basic

information in this method is that of crop ET, com-

puted as the product of a crop coefficient times ETo.

After a method for computing ETo has been

standarized and widely accepted [21], agrometeor-

ological weather stations provide the information

needed for calculating ETo from meteorological vari-

ables. In some developed countries, networks of

weather stations now provide the ETo information

routinely. The pan evaporation is a viable alternative

for estimating ETo to the more sophisticated auto-

mated weather stations. Computer programs have

been developed for calculating the water balance of

fields, and irrigation scheduling services have been

developed, mostly by public agencies and by consul-

tants as well. These services have been around for

several decades now but most farmers have been reluc-

tant to pay for them. Nevertheless, irrigation advisory

services are becoming more popular in areas of

scarce or expensive water. One pattern that has been

observed is that farmers subscribe to these technical

procedures or services for a few years and then, they

no longer use them. Perhaps they perceive that they

have acquired sufficient knowledge during that time

period, a reason that may also explain why the use of

sensors is discontinued after some time by many

growers.
Interactions Between Irrigation Methods and Their

Management

Irrigation has been practiced for thousands of years by

flooding the soil surface and keeping the water standing

until it infiltrates. This method is named surface irri-

gation and it is still the most popular method world-

wide. In surface irrigation, the soil intake rate

determines the depth of water that infiltrates and if its

properties are spatially variable, the farmer will not
have good control of the amount of water applied.

Pressurized irrigation methods (sprinkler and

microirrigation) were invented much more recently,

about 70 years ago. Since then, they have enjoyed

increasing popularity in areas where farmers have

access to sufficient capital to shift from surface to

pressurized systems. In other, newly developed areas

where topography and/or water infiltration properties

made the use of surface methods impractical, pressur-

ized methods have been preferred over surface irriga-

tion. One advantage of pressurized systems is that the

depth of applied water does not depend on soil prop-

erties but is determined directly by the run time.

Farmers’ preferences for pressurized systems are based

on the need for better control and the greater skills

needed for effective surface irrigation management.

The higher capital and energy requirements are two

limitations of pressurized systems relative to surface

irrigation.

The key feature of irrigation systems in relation to

their management is the degree of uniformity of water

distribution. Regardless of the method, high distribu-

tion uniformity prevents excessive percolation losses in

some areas of the field and the development of water

deficits in others. To emphasize the importance of high

distribution uniformity suffices here to summarize an

example in which the performance of two systems with

low (70%) and high (90%) distribution uniformity

(DU) were compared for maize irrigation [22]. The

additional depth of water needed under low uniformity

to achieve maximum yields amounted to 400 mm, or

70% of the net irrigation requirements. The requisites

for high DU include an appropriate design, goodmain-

tenance, and correct operations. Nowadays, efficient

irrigation cannot be practiced unless high to very high

DU values are achieved.

All irrigation methods have potentially high perfor-

mance that can eliminate or minimize runoff and

percolation losses, but they seldom achieve their poten-

tial due primarily to lack of maintenance or to

mismanagement. To optimize the operation of existing

surface irrigation systems the water delivery procedures

often need to be changed. There are needs relating to

adjusting the flow rates delivered to fields, altering the

operation of delivery networks, and sometimes land

consolidation is also needed. Such changes not only

require capital investments but agreements among
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various users as well. The introduction of pressurized

systems (sprinkler and drip) in collective irrigation

networks also requires changes in the physical infra-

structure (e.g., reservoirs). Thus, there must be eco-

nomic incentives for the farmers and access to capital

to introduce the improvements needed to increase the

potentia1 application efficiency and distribution uni-

formity at the system level.
Control of Salinity and of Return Flows

Irrigated agriculture cannot be sustainable unless salin-

ity is properly managed. Salts that accumulate in the

root zone must be leached but the amount of leaching

must be kept to the minimum if the environmental

impacts of drainage waters and the return flows are to

be controlled. Determining the leaching fraction (pro-

portion of the ET that must be added for salt leaching)

should be based not only on the quality of irrigation

and drainage waters but on the need to avoid excessive

percolation. Here again, high DU is essential when the

target leaching fraction is of the order of 5–10%, which

is only achievable under very high DU values.

The use of salt-tolerant crops is often proposed as

a means of controlling salinity. It is true that there is an

ample range of salinity tolerance among crop plants

and that it is possible to exploit waters of low quality

for irrigation of salt-tolerant crops. However, because

the process of salt concentration in the profile in the

absence of leaching is inexorable, the use of salt-

tolerant crops should be considered as a temporary

measure until excess salts can be leached out of the

potential root zone. Sometimes, tolerant crops have

been used for some years in the event of a drought

that limits the irrigation supply available for leaching.

Their long-term use in dry areas should not be consid-

ered sustainable, given the progressive salinization of

irrigated soils. After some environmental problems

related to toxicity caused by the selenium content of

the return flows, the drainage from a large area in

California, San Joaquin Valley, was interrupted in

1989 [23]. The rainfall in the area is negligible, thus

salt leaching depends on artificial drainage. As of 2010,

the area is still under irrigation; irrigation systems

installed have high DU values and there is an extensive

monitoring program of soil salinity. Perhaps long-term

control of salinity would be feasible with systems that
have very high DU, and where irrigations are scheduled

with precision, keeping most of the salts near the

bottom of the root zone, as it was first proposed by

Hoffman et al. [24].

At scales beyond that of a field or farm, the concerns

shift toward the quality of return flows, its reuse, and

the environmental impacts of irrigation. The decline in

water quality after the water has gone through the

irrigation process has an associated cost that needs to

be quantified. The concept that water lost to a farm is

recovered downstream needs to have associated an

economic analysis of the energy costs and the

quality deterioration costs of recovering the

return flows. If minimum leaching is practiced at

the field scale, the amount of return flows is also

reduced but that increases the concentration of salts

and other contaminants in the drainage waters. Even-

tually, it may be possible to reduce the quantity of

return flows so much so that they can be disposed of

in evaporation ponds that become salt sinks. It would

then be possible to either accumulate or export the salts

and make the agriculture of that region fully

sustainable.
Coping with Spatial Variability: Precision Irrigation

The major challenge that technical farm irrigation

management has faced and continues to face is how

to cope with variability. Under field conditions, both

spatial and temporal variabilities are the norm rather

than the exception. The strong spatial heterogeneity of

soil water properties even in what are considered uni-

form soils, combined with the variations in the distri-

bution of irrigation water applications, and the

uncertainties of rooting depth and densities, all contrib-

ute to create a heterogeneous environment that farmers

have tomanage as accurately as feasible. The problemhas

increased in magnitude over the last decades due to the

increase in size of the management units, in an attempt

to reduce production costs by managing uniformly

larger and larger field units. The complexities involved

in dealing with the variability problem are such that,

until very recently, the common solution chosen by

irrigators was to apply water in excess so that the risk

of inducing water deficits in some parts of the field is

minimized. Because of the difficulties that farmers and

technicians have had in characterizing the variability,
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significant uncertainty is introduced and often the irri-

gation management decisions may be in error.

To advance solutions for coping with the variability

problem in irrigation management what is needed is to

be able to characterize the variation across a field, and

also to have the option of applying variable amounts of

water within that field. The objective would then be to

apply variable water depths under non-uniform crop

growing conditions to match the requirements of every

area of the field, while minimizing the environmental

consequences that uniform irrigation over a variable

field would have. The technologies for variable water

application are already available in self-propelled sprin-

kler systems and can lead to significant water conser-

vation [25]. Significant efforts in the engineering of

irrigation systems have been undertaken recently to

offer the flexibility of applying spatially variable

amounts of water (and agrochemicals) for the different

pressurized methods, including microirrigation [26].

These new capabilities should enable growers to

increase productivity and minimize environmental

impacts of irrigation.

While the engineering solutions for precision irri-

gation are underway, there is still the need, not only to

characterize and monitor the variability but to inter-

pret the causes of the variations in crop growth and

development. The characterization of irrigation perfor-

mance through remote sensing [27] is a promising

area, as it enables performance evaluation in a fast

and an inexpensive way, and can also identify the

areas in need of improvement. Interpreting the

underlying causes of variations among and within

fields is much more difficult, however. The use of

remote sensing techniques has progressed substantially

in recent years by developing capabilities for detecting

a number of vegetation properties with very high

resolution (e.g., [28]). High-resolution imagery cannot

be acquired from current satellites, and a number of

initiatives to obtain them from aerial vehicles

flying closer to the ground have been launched recently.

As an example that is relevant for irrigation

management, Berni et al. [29] applied models based

on canopy temperature estimated from high-

resolution airborne imagery, obtained with an

unmanned aerial vehicle, to calculate tree canopy con-

ductance and the CWSI of heterogeneous canopies,

such as those of tree crops.
Use of Simulation Models and of Decision Support

Systems

Decision-making in crop production has been the

focus of numerous studies, mainly on the description

of the decision-making process and decision outcomes

[30]. The numerous decisions dealing with irrigation

management include, not only the scheduling and

application of the available water to different crops

over the irrigation season, but also strategic decisions

related to crop choices and seasonal water allocation.

Irrigation is a complex operation, based on technical

and agronomic knowledge, and on sociological factors

which may include a negotiating process among irri-

gators [31]. Recent advances in information and tele-

communication technologies allow farmers to acquire

vast amounts of site-specific data for their farms, with

the ultimate goal of reducing uncertainty in decision-

making. However, farmers face many difficulties in

efficiently managing, analyzing, and interpreting the

vast amount of data collected, while considering both

the costs and value of the information [30].

The tactical decisions related to irrigation schedul-

ing have been discussed above; however, strategic deci-

sions that must take into account the complex nature of

agricultural systems and changes in environmental

conditions are difficult to make without tools that

assist the farmer in the decision-making process.

Among the tools available in the area of water manage-

ment are the Decision Support Systems (DSS), which

were first used in the early 1970s as a radical alternative

to large-scale management information systems [32].

There are different types of DSS; many of them are

expert systems [33], which have the problem of han-

dling multiple experts to evolve decisions and uncer-

tainty. Linear programming, dynamic programming,

and non-linear programming are the most popular

modeling techniques; while recently, genetic algo-

rithms [34] have been used to generate optimal solu-

tions more efficiently [35] than dynamic programming

(e.g., [36]). Also, DSS have been shown to help deci-

sion-making at different scales: at the field level, con-

sidering only one crop (e.g., [37]); and at the farm

scale, with multiple crops (e.g., [38]).

Because irrigation decisions include many factors,

the DSS combine crop simulation models with econo-

metric models to assist farmers in optimizing irrigation
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management, according to environmental, socioeco-

nomic, and political prospects [39]. The yield response

to different irrigation levels is one of the inputs of DSS

that traditionally has been quantified as empirical

crop-water production functions [40–42]. Even

though these functions have been used profusely, they

are site-specific and difficult to extrapolate without

costly, empirical calibration. An alternative to crop-

water production functions is the use of dynamic

crop simulation models [43]. Among the simulation

models usable for irrigation decision-making are

CropSyst [44], EPIC [45], CROPWAT [46], APSIM

[47], and CERES [48]. However, most of these models

require detailed information (difficult to obtain) about

parameters that describe plant behavior (APSIM,

CERES), or make use of simple empirical functions

(CROPWAT). The models must be calibrated, vali-

dated, and be sufficiently robust to provide reliable

predictions. For this reason, detailed models may be

less practical than simpler but robust models [49] such

as the recently published FAO water productivity

model, AquaCrop [50]. AquaCrop is a model focused

on simulating attainable yield in response to the water

available, and it is thought to have an optimum balance

between accuracy, simplicity, and robustness [50]. In

water-limited situations, these models can be helpful in

determining the optimal level of irrigation water that

leads to maximizing income (e.g., [51]).

To make informed decisions that will enhance the

efficiency of irrigation, farmers need to be able to assess

how agricultural systems respond to internal (e.g., new

technology) and external changes (such as those in the

economic and political context, water constraints, or

climate change). Therefore, DSS may be used for sce-

nario analyses, showing the effects of alternative sce-

narios on irrigation management for efficient crop

production [39]. The possibility of DSS implementa-

tion to assist farmers on irrigation management creates

opportunities to establish a relationship that leads to

the solution of problems and research feedback,

redirecting the paths of research to better solve prob-

lems. Until now DSS are not commonly used directly

by farmers as they are considered complex tools, which

usually lack a user-friendly interface that permits easy

access by the users. Irrigation advisory services of the

irrigator’s communities may be the right platform for

the introduction of DSS, being potentially a major
breakthrough in improving the use and management

of irrigation water.

Management Under Water Scarcity

At present and more so in the future, irrigated agricul-

ture will take place under water scarcity. Insufficient

water supply for irrigation will be the norm rather than

the exception, and irrigation management will shift

from emphasizing production per unit area toward

maximizing the production per unit of water con-

sumed, the water productivity (WP).

Water Allocation Constraints and Their Impact on

Management

While irrigation is an ancient technique, its expansion

is very recent. The world area under irrigation has more

than doubled in the last 60 years [4], in response to the

increase in food demand. This expansion has required

the development of additional water supply through

the construction of dams for storing surface waters and

exploitation of the groundwater resource. The sustain-

ability of supply depends on the long-term rainfall and

on the rate of groundwater recharge. As the irrigated

areas expanded, the pressures on the finite water

resources in some areas increased and the balance

between supply and demand was altered (e.g., [52]).

Two issues cause the imbalances; first, periodic drought

cycles reduce the availability of water supply, some

times during several years. Then, the increases in the

demands from other sectors of society, notably

the environment that has been neglected in the past,

compete with irrigation demands, which are often con-

sidered the lowest in priority. The expansion of

groundwater use is also a cause of concern; it is possible

that the abstraction exceeds the rate of recharge, caus-

ing a decline in the water table depth with time. In fact,

groundwater may be considered a reservoir of supply

that may be overexploited during drought years, when

surface supplies are scarce. However, when the aquifers

are depleted in the long run and do not recover after

years of high rainfall, the groundwater overdraft is

unsustainable and the abstraction must be reduced to

sustainable levels.

Regardless of the causes for water scarcity, knowing

the degree of supply reduction is essential for farmers

to make rational decisions regarding how to manage
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the limited supplies. Preseason decisions are centered

on crop choice and/or to land abandonment. Matching

demand to supply is achieved by selecting low-water-

use crops or by leaving some land in fallow, if the

supplies are insufficient to irrigate all the developed

land. Once the season starts it is much more difficult

to make adjustments, if the reduction in supply is

significant. Changes in the irrigation system to reduce

percolation and other operational losses, changes in

scheduling to reduce the number of applications thus

reducing E losses, and the use of deficit irrigation (see

below) are the only options left to growers once the

season has started and the crops have been planted.

Water scarcity does not occur overnight, and water

authorities and farmers have conservative attitudes to

avoid risks. Predictions of big cuts in supply that do not

materialize reduce economic opportunities, but the

reverse may be even more catastrophic. Thus, planning

in advance by water authorities and by irrigation dis-

tricts, and knowing precisely the expected level of

reduction are the two key elements to manage success-

fully the anticipated scarcity. Seasonal predictions of

rainfall would be very useful to anticipate droughts and

consequently, irrigation supply reductions. One para-

dox is the enormous investment in climate change

research relative to that devoted to medium range

weather predictions, and the apparent lack of connec-

tions between two areas that should be closely related.
Deficit Irrigation

Deficit irrigation (DI) is defined as the application of

water below the crop ET requirements. Therefore,

water demand for irrigation can be decreased relative

to full irrigation and the water saved can be diverted for

alternative uses. Even though DI is simply a technique

aimed at the optimization of economic output when

water is limited [53], the reduction of irrigation supply

to an area imposes many adjustments in the agricul-

tural system. Thus, DI practices are multifaceted,

inducing changes at the technical, socioeconomical,

and institutional levels.

In the humid and subhumid zones, irrigation sup-

plements the rainfall as a tactical measure during

drought spells to stabilize production. This practice has

been called supplemental irrigation [54] and, although it

uses limited amounts of water due to the relatively high
rainfall levels, the goal is to achieve maximum yields and

to eliminate yield fluctuations caused by water deficits.

Supplementing rainfall in arid areas with one or more

irrigation applications is a form of DI as maximum

yields are not sought. When irrigation is applied at

rates below the ET under DI, the crop extracts water

from the soil reservoir to compensate for the deficit. Two

situations may then develop. In one case, if sufficient

water is stored in the soil and transpiration is not limited

by soil water, even though the volume of irrigationwater

is reduced, the consumptive use (ET) is unaffected.

However, if the soil water supply is insufficient to meet

the crop demand, growth and transpiration are reduced

and DI induces an ET reduction below its maximum

potential. The difference between the two situations has

important implications at the basin scale [55]. In the

first case, DI does not induce net water savings and yields

should not be affected. If the stored soil water that was

extracted is replenished by seasonal rainfall, the DI prac-

tice is sustainable and has the advantage of reducing

irrigation water use. In the second case, both water use

and consumption (ET) are reduced by DI but yields may

be negatively affected in cases where yields are directly

related to ET [56].

There are several strategies to impose the water

deficits under DI, but basically there are two alterna-

tives [56]. One is to impose the same level of deficit

over the entire irrigation season (continuous or

sustained DI), while the other concentrates the deficits

in certain crop growth stages believed to be the least

sensitive to water stress (Regulated DI, RDI). Deficit

irrigation, by reducing irrigation water use, can aid in

coping with situations where supply is constrained. In

field crops, a well-designed DI regime can optimizeWP

over an area when full irrigation is not possible. It will

reduce yield to a certain extent because of the linear

relations between ET and the yield of the major field

crops [40]. In many horticultural crops, such as fruit

trees and vines, RDI has been shown to improve not

only WP but farmers net income as well. Because of the

differential responses among the different crops to

water deficits it would be important to investigate the

basis for the positive responses to water deficits in the

cases where water deficits are not detrimental to yield.

While DI can be used as a tactical measure to reduce

irrigation water use when supplies are limited by

droughts or other factors, it is not known whether it
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can be used over long time periods, given that the

reduction in applied water could lead to greater accu-

mulation of salts in the profile. It is imperative to

investigate the sustainability of DI via long-term exper-

iments and modeling efforts to determine to what

extent it can contribute to the permanent reduction

of irrigation water use.
Future Directions

Farmers in irrigated agriculture are confronted, at the

start of every season with a critical question: How much

water would be available this season, and how should

I distribute it among the different crops and fields? There

are many procedures and tools to answer those ques-

tions in such a way that the water allocation will be used

efficiently. In fact efficiency of water use in irrigated

agriculture has been steadily increasing with the

improvements in science and technology, and as pres-

sures from other sectors of society mount. Irrigation

management encompasses several scales, from the net-

work down to the individual field. One of the primary

management targets at the field level is, once the amount

of water needed is precisely determined, to distribute it

over the field as uniformly as possible. Elimination of

surface runoff and minimal percolation losses are pre-

requisites for optimizing irrigation water use and for

limiting the environmental impacts of irrigation.

Monitoring, evaluation, and real-time feedbacks

for benchmarking and to assess irrigation performance

is essential for efficient water use. In the future, per-

formance evaluation will be done routinely and at

low cost with the use of remote sensing techniques.

These surveys will allow the identification of areas

within irrigation networks in need of improvement,

and farmers will have the information to modify prac-

tices or to change methods, thus achieving greater pro-

ductivities. Incentives are needed, however, for farmers

to adopt new technologies for more efficient water use

when water supplies are abundant and/or inexpensive.

The recent expansion of irrigation combined with

increased water supply limitations will lead to water

scarcity in many areas. In those situations, efficient use

of water will be critical for the sustainability of irrigated

agriculture. Deficit irrigation will be used more, and

other socioeconomic measures, such as water markets,

will play a more important role in water scarce
situations [57]. Planning ahead in water-limited situa-

tions would be critical to achieve optimal use of water,

and it is envisaged that robust DSS that include eco-

nomic models will be used to allocate the limited irri-

gation water available among different users in

networks and among crops in farms.

Finally, bridging the yield gap between potential

and actual yields offers another avenue for improving

the efficiency of water use in irrigated agriculture.

Crops that are limited only by solar radiation and

temperatures have potential yields that are several

times the current world average yields. For instance,

wheat world averages are reaching 3 t/ha, while the

potential yield approaches 14 t/ha. In the case of

maize, average world yield is about 5 t/ha while the

potential yield exceeds 18 t/ha. The yield gap is not only

important in rainfed conditions [58], but under irri-

gated conditions as well. Differences that exist between

actual and potential yields are caused by many factors,

water being just one of them. Therefore, it is most

important to optimize crop agronomy in all of its

facets, from soil to crop management, and from pest

and disease management to weed control. Most of

the time, yield improvement by better agronomy does

not increase crop ET significantly, and it has proven

over and over again to be a very effective path for

enhancing the efficiency of water use now and in the

near future.
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Glossary

Aquaculture The farming of aquatic organisms,

including fish, mollusks, crustaceans, and aquatic

plants. Farming implies some form of intervention

in the rearing process to enhance production, such

as regular stocking, feeding, and protection from

predators. Farming also implies individual or cor-

porate ownership of the stock being cultivated.

Co-product allocation Partitioning the input or out-

put flows of a process or a product system between

the product system under study and one or more

other product systems.

Functional unit The quantified function provided by

the product system(s) under study, for use as

a reference basis in an LCA, e.g., 1,000 h of light.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Life cycle assessment (LCA) An ISO-standardized ana-

lytical tool developed to evaluate environmental

performance of products and processes. It constitutes

a compilation and evaluation of the inputs, outputs,

and potential environmental impacts of a product

system throughout its life cycle; the term may refer

to either a procedural method or a specific study.

System boundary Defines the inputs and outputs that

are included in the study. System boundaries

should be set depending on what will be relevant

to the aim of the study.

Definition of the Subject

Aquaculture production has grown three times faster

than the livestock sector since the 1970s, becoming

a major source of edible seafood and other products.

This rapid expansion has, however, had a combination

of positive and negative environmental, social, and

economic effects. A variety of tools are available to

evaluate these impacts in an attempt to identify the

most sustainable practices. One of the more recent

tools that has been applied to the evaluation of aqua-

culture production is Life Cycle Assessment (LCA), an

ISO-standardized biophysical accounting framework

that allows for multi-criteria environmental perfor-

mance assessments. This chapter reviews studies that

have applied LCA to studying the environmental

dimensions of aquaculture production to date. Meth-

odological differences and alternative approaches are

discussed, along with their influence on research

outcomes. There is little homogeneity between the

studies when it comes to the choice of functional

unit, system boundaries, and basis for allocation. How-

ever, several clear trends do emerge that point toward

imperatives for sustainable practices in aquaculture

and considerations for sustainable development

of the industry moving forward. Recommendations

for further methodological development of LCA for

application to seafood sustainability research are

advanced.

Introduction

Society is increasingly aware of both the drivers and

consequences of natural resource depletion and envi-

ronmental degradation. Various analytical frameworks
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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have therefore been developed for the purpose of eval-

uating the environmental performance of products and

processes. Finding a suitable tool for assessing sustain-

ability in the rapidly developing aquaculture sector has

gained increasing profile over the past 2 decades. What

has emerged is the need for a tool that can incorporate

multiple environmental performance criteria in the

evaluation of diverse aquaculture production technol-

ogies. For this reason, there is increasing interest in,

and application of, life cycle assessment (LCA) as

a research framework to better understand environ-

mental performance in this sector. The interest has,

however, not been coming fromwithin the aquaculture

industry itself, but rather outside. LCA is a versatile

methodology that is well suited to address a broad

suite of resource use and emissions-related issues. Over

the last decade, it has become an increasingly common

tool for characterizing an important subset of environ-

mental impacts in aquaculture and elsewhere.
Aquaculture Development

Even though global capture fisheries landings have

declined since the late 1980s, total production of

marine fisheries products has increased 67% between

1970 and 2007 (including brackish water fish). This has

only been possible through a large increase in aquacul-

ture production over the last 4 decades. Aquaculture

currently provides half of all finfish destined for human

consumption. Seafood from all sources accounts for

about 20% of all animal proteins consumed by humans,

and demand continues to grow [1]. The aquaculture

industry is the fastest growing animal products’ sector,

with an average annual growth rate of 6.9%. At present,

it provides almost 8 kg of seafood per capita year�1

globally [1]. In 2006, aquaculture accounted for

more than 70% of global shrimp and prawn produc-

tion, 47% of total food fish production, and 36% of

total fish production. Mariculture of finfish dominates

production in developed countries [2]. By mass, how-

ever, the majority of global production is accounted

for by carp farmed in extensive and semi-intensive

farms in Asia.

Aquaculture comprises an enormous diversity of

farming technologies, culture settings, and species.

From monoculture to polyculture systems operated in

ponds, raceways, land-based tanks, along with cages,
pens, poles, rafts, and longlines in open water settings,

well over 250 species are currently in culture. Produc-

tion technologies may also reflect traditional farming

methodologies or moremodern systems [3–5]. In turn,

post-production processing yields a diverse range of

products, including salted, dried, smoked, and various

kinds of preserved fish. About 37% of all fish and

fishery products are traded internationally, with the

major importers being Japan, the USA, and Spain [1].

Aquaculture and the Environment

It has been proposed that aquaculture represents the

most viable option formeeting future demands for fish,

as well as providing economic and nutritional benefits

to millions [1]. The recent rapid expansion of this

sector has, however, been accompanied by a range of

environmental and social concerns, including localized

nutrient enrichment or depletion, chemical pollution,

genetic pollution, introduction of non-indigenous spe-

cies, habitat destruction, greenhouse gas (GHG) emis-

sions, depletion of wild fish stocks, inefficient energy

and biotic resource usage, and spread/amplification of

diseases and parasites [2, 3, 6–9]. Of these, local-scale

interactions have traditionally attracted the most

attention. However, global scale interactions such as

greenhouse gas emissions associated with intensive

production strategies are of increasing interest. What

has become clear is that each production strategy is

characterized by a unique suite of environmental inter-

actions at local, regional, and global scales. Informed

decision making for improved environmental manage-

ment in aquaculture, therefore, requires tools, which

can provide multi-criteria environmental performance

assessments and make clear the environmental

trade-offs associated with specific aquaculture technol-

ogies and products.

Sustainability Tools in Aquaculture

Increasing aquaculture production to meet future

demands is clearly attractive from a policy and devel-

opment perspective. However, a number of critical

questions related to growth in this sector must be

addressed. These questions encompass complex issues

associated with sustainability objectives at local,

regional, and international scales. For example,

a spectrum of negative ecological and social
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externalities associated with aquaculture and other

food production systems bear careful scrutiny and

must be weighed against anticipated benefits [10].

Such comparisons need to extend beyond short-term

gains and localized impacts and incorporate a long-

term social-ecological resilience perspective. This

requires tools to identify the most sustainable aquacul-

ture practices, drawing knowledge from both new and

traditional culture systems [5].

A wide range of tools/frameworks for assessing

various aspects of environmental performance have

been advanced [11], some focusing especially on food

production. These include techniques such as Risk

Assessment, Ecological Footprint, and Energy Analysis.

Frameworks more specific to assessing seafood produc-

tion systems are Fishprint and the Global Aquaculture

Performance Index (GAPI) [10, 12, 13]. Most of these,

however, encompass a limited range of the environ-

mental concerns associated with aquaculture and

some suffer from a lack of methodological standardi-

zation [10]. Moreover, the degree of scientific rigor in

both the methods and their application is also variable.

Data limitations and analytical scope have, therefore,

often led to misrepresentation of the environmental

consequences of specific management decisions.

LCA – The Method and Its Applicability in

Aquaculture

History of LCA

LCA has, since its emergence in the 1970s, evolved from

a tool whose primary application was waste manage-

ment and energy efficiency management to a more

general eco-efficiency measurement framework. It has

close links to energy analysis, but is unique among

biophysical accountancy-type tools in that it has been

internationally standardized (ISO 14040-14044)

[14, 15]. An LCA typically begins at the “cradle” of

a product or service life cycle (i.e., at the point of

primary resource extraction), and extends along the

supply chain to encompass all life cycle stages of inter-

est to a particular analysis. Single or multiple impact

assessment methods may be applied. Estimation of the

cumulative environmental impacts along supply chains

permits attention to spatially and temporally discrete

impacts not typically considered in more traditional

environmental impact analyses. Impact categories
range from highly quantifiable effects, such as green-

house gas emissions or energy use, to (less frequently)

more diverse social consequences, such as human

health effects [16].

The outcome of a LCA is highly influenced by the

ambition, skill, and objectives of the practitioner. Mod-

ern software with built-in inventory databases and

impact assessment methods has simplified the LCA

process, to the extent that an aquaculture system may

be modeled in hours. However, the rigor of such

models is to a large extent dependent on data quality.

While use of generic data available in many public and

commercial life cycle inventory databases may provide

a starting point for scoping analyses, more context-

specific data is required for robust modeling of specific

production systems and technologies. Unfortunately,

the former (simplified analyses) are increasingly com-

mon in the peer-reviewed literature, providing what

may be misleading signals and eroding the credibility

of the research framework, generally.
Software Tools and ISO

The rapid evolution and adoption of LCA have been

accompanied by the creation of a variety of guidelines,

manuals, and dedicated software [17]. The most com-

monly used LCA software platforms are GaBi and

SimaPro, which are commercial products. Others,

such as CMLCA and openLCA, are available free of

charge. There are also several life cycle inventory data-

bases, which have been developed, with the most exten-

sive being the EcoInvent database (www.ecoinvent.ch).

Such databases provide inventory data for materials

and processes common to most product systems – for

example, the production of materials such as concrete,

steel, and plastic; the provision of energy carriers such

as diesel or regionally specific electricity mixes; or

transportation modes like air freight, rail freight, or

private automobile transport. As these “background”

data are often premised on different methods, assump-

tions, and rigor, sourcing data should be done with care

as different databases apply different methodologies.

It is therefore recommended to be consistent when

choosing sources of background systems data and also

to be aware of the methodology used before making

comparisons between studies. ISO compliance does

not require that studies are comparable, only that

http://www.ecoinvent.ch
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they follow the same requirements. Individual studies

also often differ in functional unit (the unit of output

against which impacts are quantified), system bound-

aries, and allocation criteria.

A LCA study is, in accordance to ISO standards,

carried out methodically through four phases (Fig. 1).

As an initial phase, the goal and scope definition will

specify the main characteristics of the study. Goal is

specified as the application, audience, and reason for

the study, while scope outlines the product system to be

studied, functional unit, system boundaries, allocation

procedures, impact categories, data requirements,

assumptions, limitations, data quality, and format of

the report. System boundaries specify the processes

that are to be included in the product system and are

in turn set by the cutoff criteria. This is followed by

a Life Cycle Inventory Analysis (LCI), which involves

the collection and calculation of data as well as alloca-

tion of burdens, in cases where input or output flows

involve more products or processes than the defined

unit. The impacts of these results are then, in the third

phase (Life cycle impact assessment, LCIA), assessed
Goal and scope
definition

Life cycle assessment framework

Inventory
analysis Interpretation

Impact
assessment

Life Cycle Assessments and Their Applications to Aquacultu

The general methodological framework for LCA studies accor
according to their contribution to the impact catego-

ries defined in the goal and scope phase. Finally, the

three previous phases are interpreted and communi-

cated to the anticipated audience.
Functional Unit

Seafood commodities are farmed for different pur-

poses, which complicates the choice of functional

unit. Most LCA studies to date have used live weight

mass at the farmgate or mass of processed product as

the functional unit. Variable protein contents and edi-

ble portions between aquatic animals therefore may

complicate direct comparisons. For example, the edible

portion of an oyster is only about 18% of its wet weight,

a number that in turn is subject to local variation [18]

while the edible yield from an Atlantic salmon (Salmo

salar) typically exceeds 50%. Local customs may fur-

ther confound the decision as certain parts of the fish

that may be discarded as inedible in one region are

considered good for human consumption in another

region. Two such examples are herring roe and catfish
- Product development
  and improvement
- Strategic planning
- Public policy making
- Marketing
- Other

Direct applications:

re Production Systems. Figure 1

ding to ISO 14040 (2006) and its four comprised phases
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stomachs; both of which are considered offal in the

western world but are prized in parts of Asia [19, 20].

Ideally, the functional unit should reflect the function

of the product system. For aquaculture products

intended for consumption as food, such functions

might include the provision of caloric energy, protein,

or omega fatty acids, etc.

Setting System Boundaries

System boundaries delineate those processes formally

included in an analysis from those that are excluded.

There are only general requirements on how to set these

boundaries, though they should be decided relative to

the research objectives and include all elements having

a non-trivial influence on research results. Most LCA

studies in aquaculture limit their system boundary

to the farmgate, whereas some include processing,

packaging, marketing, and consumption phases [21–

23]. Thrane [24] evaluated the effects of post-harvest

stages of the life cycle of seafood products and con-

cluded that they have a significant impact on the overall

environmental performance of most seafood products.

For example, inclusion of the processing phase

contributed an additional 10% to life cycle energy

use, while inclusion of the consumption phase resulted

in an average 25% increase in cumulative energy

demand [24].

Allocation

A common issue faced by many LCA practitioners is

how to allocate environmental burdens to products

and materials that are co-produced with other prod-

ucts [25]. Examples in aquaculture include the alloca-

tion of environmental burdens between targeted catch
Life Cycle Assessments and Their Applications to Aquacultur

bases for allocation and their characteristics

Allocation factor Accessibility Physical

Mass Good Yes

Value Average No

Nutritional energy content Average Yes

System expansion Poor Sometim
and bycatch used in fishmeal production, the multiple

products derived from corn and other commodity

crops used in feeds, and alternative uses of fish

by-products or aquaculture wastewater used to fertilize

other crops. The ISO standards for LCA do provide

guidelines for an allocation decision hierarchy, but

leave considerable room for interpretation. According

to the standard, environmental burdens are primarily

to be allocated according to an underlying physical

relationship, if subdivision is unavoidable. The stan-

dard further states that where such relationships can-

not be established, the allocation should reflect other

relationships between the input system and output

system. In reality, the final choice of allocation basis

will likely reflect the goals of the study, as well as

the worldview of the practitioner. Some of the more

common bases for allocation in aquaculture and their

characteristics are summarized in Table 1. Accessibility

of the different allocation factors differs depending

on location and situation, where regional differences

will play a large role in making generalizations. Time

and spatial scales will also have a great influence on

the allocation factors that do not represent physical

relationships, as these will not remain static.

There are several things to keep in mind when

choosing a basis for allocation. The first is that nothing

limits a study to only one allocation factor; each allo-

cation scenario may be treated differently depending

on the circumstances. Results may also be presented

using several of the allocation factors, thus enabling

readers to interpret results according to their own

perspective or worldview. No matter how the alloca-

tion problem is approached, it is very important to be

clear in the supporting text about which methods have

been used. It is, however, important to keep in mind
e Production Systems. Table 1 Themost commonly used

relationship Static Market oriented

Yes No

No Yes

Yes No

es Sometimes Sometimes
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that the basis of allocation can influence the allocated

burden by as an order of magnitude [26].

Impact Categories and Impact Assessment

Any quantifiable performance measure can be included

within the LCA methodology, from emissions to the

well-being ofworkers, as long as: (a) a causal relationship

between the variable of interest and the provision of the

functional unit can be established and (b) a defensible

impact assessmentmethodology is available [27]. Awide

variety of impact assessment methods are available for

use in LCA, most of which have been applied to assess-

ments of seafood production systems [27]. These

methods may describe environmental interactions that

have relevance at local (e.g., eutrophication), regional

(e.g., acidification), or global (e.g., greenhouse gas emis-

sions) scales. Generally, impact assessment methods are

based on peer-reviewed, internationally accepted envi-

ronmental accounting protocols. Someof these continue

to evolve, and novel methods emerge in response to

newly identified issues [27, 28].

Labor

Labor is rarely accounted for in LCAdue to the difficulty

of establishing defensible system boundaries and quan-

tifying associated environmental impacts. It can also be

debatable if the number of employees should be consid-

ered as a negative or positive input. It is, however,

important to keep labor in mind when comparing tra-

ditional and modern production systems. Labor can be

presented in a number of different ways, either sepa-

rately or incorporated into the individual impact cate-

gories [28, 29]. Several methods have been suggested on

how to quantify the environmental impacts of labor.

Suggested reference units include metabolic energy,

calorific content of food consumed, national fuel

share, or other more complex equations [29].

LCA in Food Production

Working with non-Static Systems

The adaptation of LCA from the characterization of

static industrial systems to food production systems

typified by significant variability has brought with it

new challenges. Annual fluctuations occur both on the

farm, as productivity will depend on water
temperature, extreme weather events, algae blooms,

etc., as well as on indirect variables such as oil prices

and public demand. Fisheries providing fishmeal and

fish oil for use in aquafeeds offer a good example of such

variability, as fuel inputs per tonne of fish landed will

fluctuate with season, stock status, gear type, and skip-

per [30, 31]. The aquaculture sector is particularly

dependant on annual production of the anchoveta

fishery off South America for both of these commod-

ities, which in turn is strongly influenced by El Niño-

Southern Oscillation (ENSO) events [32]. Increased

use of compound feeds and higher oil prices have also

boosted prices of both fishmeal and oil over the last

decade [1]. Such fluctuations not only affect economic

allocation but also catch per unit effort. It can therefore

be hard to set average fuel consumption for fishing

fleets, especially since the species and status of the stocks

used for fishmeal production often are unknown [33].

The situation is further complicated in certain parts of

the world where low value fish are used directly as fish

feed [33].

Agricultural crops – the other major source of

aquafeed inputs – may also experience significant

annual fluctuations, with larger variability in devel-

oped countries, for crops such as maize and wheat

[1, 34]. Farmgate prices will further affect the LCA as

many feed formulators and aquaculturists quickly

adjust to price trends in their choice of feed inputs or

cultured species in efforts to maximize profits [20, 35].

One such example is the constant push toward higher

stocking densities of shrimp in SE Asian polyculture

systems, where the large profits that are to be made

often outweigh the risk of white-spot disease [36].

Farming practices, as for feed composition, are also

under constant change, which emphasizes the impor-

tance of considering the time scales used in LCA stud-

ies. Ultimately, a balance must be struck between

feasibility and the goals of the study in pursuing repre-

sentative data and models.

The relevance of such variability will, in part, be

determined by the scope of the analysis and specific

research questions of interest. Variability might be

accommodated when modeling at regional scales by

applying average data over specified spatial and tem-

poral horizons. It is increasingly common to account

for and report such variability in published outcomes.

In other cases, quantifying variability might comprise
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research foci – for example, understanding the influ-

ence of variable field-level nitrous oxide emissions on

the overall greenhouse gas intensity of crop production

at local scales.
LCA in Aquaculture

The first LCA studies focusing on aquaculture systems

were conducted in the beginning of the new millen-

nium, with an increasing application of the methodol-

ogy to aquaculture issues toward the end of its first

decade [37–39]. As the number of studies increased, so

too did the seeming detail of analysis and possibly also

the accuracy of the results. Most have focused on pro-

duction systems in developed countries (see Table 2).

The methodological detail used between studies does,

however, vary widely and makes broad comparisons

between studies difficult. This includes differences in

functional unit, system boundaries, data sources and

quality, and choice of allocation criteria.

A common theme that has emerged from LCA

research of intensive, finfish aquaculture production

systems is the importance of feed provision in supply

chain environmental impacts [21, 22, 42–44]. For

example, Pelletier et al. (2009) found that feed provi-

sion accounted for, on average, 92% of quantified

impacts in global salmon farming systems. Of particu-

lar importance are fisheries and livestock products,

which typically have higher impacts per unit mass

relative to crop-derived feed inputs (Fig. 2). Also of

note is that on-site processes have only made

a substantial contribution in highly mechanized sys-

tems, where industrial energy inputs are required to

maintain water quality [3, 20, 21, 40, 44].

Although animal-derived feed ingredients usually

have a higher impact per unit mass compared to crop-

derived inputs [22, 43, 45, 46], their inclusion may

support more rapid growth of the cultured organisms

and, in some cases, result in a higher quality product

[47]. By including a larger portion of agriculturally

sourced materials in feeds, environmental burdens

may be reduced. In this light, it might be anticipated

that rearing herbivorous or omnivorous species is envi-

ronmentally preferable. However, both feed composi-

tion and feed conversion efficiency must be considered

in determining and comparing impacts between cul-

tured organisms [44].
The choice of impact categories in aquaculture

LCAs varies widely (Table 2). These include resource

depletion and emissions-related environmental con-

cerns, as well as toxicological potentials. The only cat-

egories almost consistently applied are global warming

potential, acidification, and eutrophication, while

cumulative energy demand is also very commonly eval-

uated. There is an expected but imperfect correlation of

cumulative energy demand and global warming poten-

tial (Table 3), since much of the feed-related emissions

for agricultural inputs do not arise from fossil fuel

combustion. Rather emissions of nitrous oxide and

methane are typically as or more important. It is only

in systems where ecosystem services have been replaced

to a large extent by anthropogenic processes that on-

farm energy demand has a significant impact on the

total energy consumption.

Guiding the Way for More Sustainable

Aquaculture and Alternative Farming Methods

Feed Production

Improvements of feed conversion ratios (FCRs) for

piscivorous fish in addition to an increased inclusion

of non-fish ingredients has led to great environmental

improvements over the last decades [46]. Additional

improvements are to be made by identifying and sourc-

ing for the least-environmental-cost feed formulations;

especially for sources of fishmeal and oil [22]. In reduc-

tion fisheries, effective management will play a major

role in reducing fuel consumption along with associ-

ated environmental impacts while sustaining output

from the industry [30, 50]. In many fisheries, boats

today have to travel further to find productive fishing

grounds and invest more fishing effort to maintain

catches. This has resulted in a sixfold increase in energy

consumption for some capture fisheries over the last

two decades [51]. A collapse of one of the large reduc-

tion fisheries, of the scale that occurred to the ancho-

veta fishery in the 1970s, would further drive up the

energy intensity of aquafeeds and culture products as

well as have devastating effects on the aquaculture

industry as supply of fishmeal and oil supplies already

are outpaced by demand [1, 52].

Decreasing fishmeal inclusion has, to a large extent,

been driven by increasing public awareness about “fish-

in to fish-out” ratios, as a result of labeling and



Li
fe

C
y
cl
e
A
ss
e
ss
m
e
n
ts

a
n
d
T
h
e
ir
A
p
p
li
ca
ti
o
n
s
to

A
q
u
a
cu

lt
u
re

P
ro
d
u
ct
io
n
S
y
st
e
m
s.

T
a
b
le

2
O
ve
rv
ie
w
o
f
sp
e
ci
e
s,
fu
n
ct
io
n
al
u
n
it
,s
ys
te
m

b
o
u
n
d
ar
y,
al
lo
ca
ti
o
n

fa
ct
o
r,
an

d
im

p
ac
t
ca
te
g
o
ri
e
s
ap

p
lie
d
fo
r
a
se
le
ct
io
n
o
f
p
u
b
lis
h
e
d
LC

A
st
u
d
ie
s
o
n
aq

u
ac
u
lt
u
re

sy
st
e
m
s.
O
n
e
to
n
at

fa
rm

g
at
e
is
th
e
m
o
st
p
ro
m
in
e
n
t
fu
n
ct
io
n
al
u
n
it

w
h
ile

g
lo
b
al
w
ar
m
in
g
p
o
te
n
ti
al
,a
ci
d
if
ic
at
io
n
,a
n
d
e
u
tr
o
p
h
ic
at
io
n
ar
e
th
e
o
n
ly
im

p
ac
t
ca
te
g
o
ri
e
s
th
at

ar
e
in
cl
u
d
e
d
in

al
ls
tu
d
ie
s

S
p
e
ci
e
s

R
e
fe
re
n
ce

F
u
n
ct
io
n
a
l

u
n
it

S
y
st
e
m

b
o
u
n
d
a
ry

A
ll
o
ca
ti
o
n

fa
ct
o
r

Cumulativeenergydemand

Fossilfueluse

Bioticresourceuse

Abioticdepletionpotential

Waterdependence

Surfaceuse

Globalwarmingpotential

Ozonedepletionpotential

Acidification

Eutrophication

Phtotochemicaloxidant

formation

Freshwateraquatic

ecotoxicity

Marineaquaticecotoxicity

Terrestrialecotoxicity

Humantoxicity

Respiratoryimpactsfrom

inorganics

Carcinogens

B
lu
e

m
u
ss
e
ls

Ir
ib
ar
re
n

e
t
al
.[
2
3
]

1
kg

o
f
d
ry

e
d
ib
le

m
u
ss
e
l

fl
e
sh

P
o
st

co
n
su
m
p
ti
o
n

w
as
te

Sy
st
e
m

e
xp

an
si
o
n

✖
✖

✖
✖

✖
✖

✖
✖

✖
✖

Sh
ri
m
p
s

M
u
n
g
ku

n
g

[7
0
]

1
.8
kg

b
lo
ck

o
f

fr
o
ze
n

sh
ri
m
p

P
o
st

co
n
su
m
p
ti
o
n

w
as
te

M
o
n
e
ta
ry

✖
✖

✖
✖

✖
✖

✖

R
ai
n
b
o
w

tr
o
u
t,
se
a-

b
as
s,
an

d
tu
rb
o
t

A
u
b
in

e
t
al
.

[2
1
]

1
t
liv
e

w
e
ig
h
t

Fa
rm

g
at
e

M
o
n
e
ta
ry

✖
✖

✖
✖

✖
✖

Sa
lm

o
n
,

d
if
fe
re
n
t

fa
rm

in
g

m
e
th
o
d
s

A
ye
r
an

d
T
ye
d
m
e
rs

[4
0
]

1
t
liv
e

w
e
ig
h
t

Fa
rm

g
at
e

G
ro
ss

n
u
tr
it
io
n
al

e
n
e
rg
y

co
n
te
n
t

✖
✖

✖
✖

✖
✖

✖
✖

A
rc
ti
c
ch
ar

A
ye
r
an

d
T
ye
d
m
e
rs

[4
0
]

1
t
liv
e

w
e
ig
h
t

Fa
rm

g
at
e

G
ro
ss

n
u
tr
it
io
n
al

e
n
e
rg
y

co
n
te
n
t

✖
✖

✖
✖

✖
✖

✖
✖

1057Life Cycle Assessments and Their Applications to Aquaculture Production Systems



Li
fe

C
y
cl
e
A
ss
e
ss
m
e
n
ts

a
n
d
T
h
e
ir
A
p
p
li
ca
ti
o
n
s
to

A
q
u
a
cu

lt
u
re

P
ro
d
u
ct
io
n
S
y
st
e
m
s.

T
a
b
le

2
(C
o
n
ti
n
u
e
d
)

S
p
e
ci
e
s

R
e
fe
re
n
ce

F
u
n
ct
io
n
a
l

u
n
it

S
y
st
e
m

b
o
u
n
d
a
ry

A
ll
o
ca
ti
o
n

fa
ct
o
r

Cumulativeenergydemand

Fossilfueluse

Bioticresourceuse

Abioticdepletionpotential

Waterdependence

Surfaceuse

Globalwarmingpotential

Ozonedepletionpotential

Acidification

Eutrophication

Phtotochemicaloxidant

formation

Freshwateraquatic

ecotoxicity

Marineaquaticecotoxicity

Terrestrialecotoxicity

Humantoxicity

Respiratoryimpactsfrom

inorganics

Carcinogens

A
tl
an

ti
c

sa
lm

o
n
,

d
if
fe
re
n
t

fe
e
d
s

P
e
lle
ti
e
r
an

d
T
ye
d
m
e
rs

2
0
0
7
[4
3
]

1
t
liv
e

w
e
ig
h
t

Fa
rm

g
at
e

G
ro
ss

n
u
tr
it
io
n
al

e
n
e
rg
y

co
n
te
n
t

✖
✖

✖
✖

✖
✖

T
ro
u
t,
fl
o
w

th
ro
u
g
h
/

re
ci
rc
u
la
ti
n
g

sy
st
e
m

d
’O
rb
ca
st
e
r

e
t
al
.[
4
1
]

1
t
liv
e

w
e
ig
h
t

Fa
rm

g
at
e

M
o
n
e
ta
ry

✖
✖

✖
✖

✖
✖

✖

T
ro
u
t

P
ap

at
ry
p
h
o
n

e
t
al
.[
3
7
]

1
to
n
n
e

liv
e
w
e
ig
h
t

Fa
rm

g
at
e

M
o
n
e
ta
ry

✖
✖

✖
✖

✖

A
tl
an

ti
c

sa
lm

o
n

El
lin

g
se
n

an
d

A
an

o
n
d
se
n

[3
9
]

2
0
0
g
fi
lle
t

P
ro
ce
ss
e
d

fi
lle
ts

M
as
s/

M
o
n
e
ta
ry

✖
✖

✖
✖

✖
✖

✖
✖

A
tl
an

ti
c

sa
lm

o
n

P
e
lle
ti
e
r

e
t
al
.[
2
2
]

1
to
n
n
e

liv
e
w
e
ig
h
t

Fa
rm

g
at
e

G
ro
ss

n
u
tr
it
io
n
al

e
n
e
rg
y

co
n
te
n
t

✖
✖

✖
✖

✖

1058 Life Cycle Assessments and Their Applications to Aquaculture Production Systems



100%

90%

80%

70%

60%

50%

40%

30%

20%

10%

0%
Cumulative energy use,

MJ
GHG emissions, kg CO2

eq.

Farm energy

Smolt production

Feed tranport

Feed, milling

Feed, livestock

Feed, fisheries

Feed, crop derived

Life Cycle Assessments and Their Applications to Aquaculture Production Systems. Figure 2

Cumulative Energy Use and Greenhouse gas emissions from salmon production. Feed production is by far the largest

contributor to environmental concerns, constituting 93% of the energy use and 94% of the GHG emissions. The feed

represents an average from farms in Norway, UK, Canada, and Chile with 41.8% of the ingredients derived from crops,

49.4% from fish, and 8.8% from livestock. Data from: Pelletier et al. [22]
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certification initiatives [9, 46]. It has also been strongly

influenced by rising prices for these commodities, due

to increased competition from the aquaculture sector

[1]. The overall demand for fishmeal and oil in aqua-

culture has, despite this, increased due to a larger share

of farmers using compound feeds and increasing aqua-

culture production over time [46, 53]. At present, in

most aquaculture LCAs, the amount of fishmeal and oil

used is only reported as life cycle inventory data.

Beyond the standard impact categories, methods to

account for the ecological impacts of producing these

products are underdeveloped. To date, only a few

researchers have, e.g., applied a measure of biotic

resource use in life cycle assessment, following the

methods originally advanced by Pauly and Christensen

[54]. This method quantifies the net primary productiv-

ity, as measured in carbon, required to support the

provision of a specified amount of fish-derived material,

taking into account trophic level and species-specific

meal and oil yield rates. Biotic resources used can differ

by as much as an order of magnitude between different

sources of fishmeal and oil [22]. Alternative sources of

proteins that could in part replace fishmeal include

soy meal, wheat gluten, bone, feathers, blood, livestock
co-product meal, and seafood processing materials

[46, 55]. A variety of vegetables oils may also be par-

tially substitutable for fish oils. The environmental

performance of systems using, e.g., agriculture alterna-

tives for fishmeal and oil needs, however, to be carefully

analyzed as such substitution does not guarantee

improved performance. Switching to the culture of

low-trophic species is often described as a solution for

more sustainable aquaculture [6]. While this would

allow for great reductions in fish inclusion rates, the

higher FCRs associated with lower quality feeds may

result in only marginal improvements in GHG and

related life cycle impacts [44]. In contrast, a switch to

more energy and climate-friendly fertilizer production

either through efficiency improvements in existing

fertilizer plants or the use of biological nitrogen fixa-

tion in place of conventional N fertilizers could, how-

ever, offset some of the impacts associated with crop

production [56, 57].

Improvements of feeding practices on farms can

both reduce costs, emissions, and FCR [58]. The

amount of feed added is often calculated according to

feeding charts or as a percentage of the fish biomass.

These generalizations often result in inefficient feed



Life Cycle Assessments and Their Applications to Aquaculture Production Systems. Table 3 Summary of the different

results for 1 t of seafood product at farmgate

Species Country Source CED (MJ) t�1 GWP kg CO2-e t�1

Turbot, recirculating France Aubin et al. [21] 290,986 6,017

Sea-bass, cages Greece Aubin et al. [21] 54,656 3,601

Rainbow trout, flow through France Aubin et al. [21] 78,229 2,753

Atlantic salmon, net-pen Canada Ayer and Tyedmers [40] 26,900 2,073

Atlantic salmon, Land base Canada Ayer and Tyedmers [40] 97,900 2,770

Atlantic salmon, Bag Canada Ayer and Tyedmers [40] 32,800 1,900

Atlantic char, land-based recirculating Canada Ayer and Tyedmers [40] 353,000 28,200

Trout, recirculating system Denmark d’Orbcastel et al. [41] 63,202 2,043

Trout, flow through Denmark d’Orbcastel et al. [41] 34,869 2,015

Atlantic salmon Norway Ellingsen and
Aanondsen [39]

65,000a N.A.

Blue mussels, fresh Spain Iribarren et al. [23] N.A. 472

White-legged shrimps Thailand Zimmo et al. [49] and
Mungkung [70]

45,600 N.A.

Trout, portion sized France Papatryphon et al. [37] 37,842 1,851

Trout, large sized France Papatryphon et al. [37] 62,774 2,499

Atlantic salmon, organic crop/25% soymeal
and 100% canola oil substitute

Canada Pelletier and
Tyedmers [43]

9,860 690

Atlantic salmon, organic crop ingredients/
fisheries by-product meals and oils

Canada Pelletier and
Tyedmers [43]

26,900 1,810

Atlantic salmon, organic crop/conventional
animal meals and oils

Canada Pelletier and
Tyedmers [43]

17,100 1,250

Atlanti salmon, conventional Canada Pelletier and
Tyedmers [43]

18,100 1,400

Atlantic salmon Worldwide Pelletier et al. [22] 31,100 2,160

Tilapia, Lake Indonesia Pelletier and
Tyedmers [44]

18,200 1,520

Tilapia, Pond Indonesia Pelletier and
Tyedmers [44]

26,500 2,100

Energy use in Norwegian salmon farming reported by Ellingsen and Aanondsen [39] was calculated by assuming that 15% of total

reported energy use was used in the processing and distribution phases
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utilization as it does not take factors such as species,

genetic stock, feed composition, water temperature, or

growth rate into account [58]. In addition, feeding

efficiency is also influenced by the type of farming

facility as confined bodies of water, such as raceways

or bags, allow for more efficient feeding practices and

effluent management [59].
Replacing Ecosystem Services with Anthropogenic

Processes at Farm Site

Traditional extensive aquaculture systems depend, to

a large extent, on labor and natural energy inputs [3].

Solar energy inputs promote in-situ production utilizable

by some farmed animals while tidal energy or other nat-

ural watercourse flows providemeans for water exchange.
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As for energy consumed inhighlymechanized production

systems, such as most intensive land-based systems, the

energy for farm-site activities often originates from fuel as

farm-sites typically lack access to alternative sources of

energy. It is therefore recommended to consider the loca-

tion characteristics of the farm-site before implementing

artificial services. Farms situated in areas with high water

turnover, i.e., in streams, tidal zones, or exposed coasts,

may cause little or no impact on the local ecosystem.

Farms situated in areas without such hydrodynamic con-

ditions need to treat their wastewater to avoid negative

impact on the environment or run as closed systems. It is,

however, important to acknowledge that environmental

impacts from farm release need to be analyzed from an

ecosystem perspective, which implies considering addi-

tional pollution sources and more regional scale effects

and thresholds.

LCA has limited capacity to predict the actual con-

sequences of many of the estimated impact potentials

[60]. It may be justifiable to have such an approach for

the impact categories that are operational on a global

scale, such as global warming potential or ozone deple-

tion. For more regional consequences, however, it can

be highly misleading to make comparisons of the

impacts between two localities. To address this in

a more justifiable manner, several country-specific fac-

tors, such as RECIPE, TRACI, EDIP2003, and LUCAS

[61], have been developed and arguments have been

raised for similar factors on regional scales [62].

Transmission of disease and parasites between wild

and farmed stock and introduction of non-indigenous

species are both major concerns associated with aqua-

culture that have yet have not been addressed by LCA

methodology [63, 64]. Nor is the framework necessar-

ily conducive to accommodating such interactions

since it is necessary to be able to link the impact to

the production of a functional unit following a clear

and quantifiable cause-effect pathway. Both of these

types of impacts have attracted much public attention

and have been major incentives for closed farming

facilities. Transmission of sea lice has, apart from hav-

ing potentially detrimental effects on wild fish stocks,

been estimated to account for 6% of the product cost in

salmon farming [64]. Floating cages and net cultures

allow for free movement of pathogens from farmed to

wild stocks [64]. They also run an increased risk of

large escape events of domesticated fish due to their
vulnerability to extreme weather events, marine mam-

mal interactions, failing infrastructure, and manage-

ment errors. Such events can lead to the introduction

of non-indigenous species as well as undermining the

genetic fitness of wild stocks. It has been estimated that

aquaculture is responsible for 16% of all introductions

of non-indigenous species to European coastal waters,

and further introductions are to be expected with

changing climate [63].

The use of chemicals and antibiotics on farm sites is

still only generally covered by existing impact categories.

These practices can result in long-term effects such as

antibiotic-resistant bacteria or other public health risks

[10]. They may also lead to contaminated water sources

and loss of biodiversity [10]. Shrimp farms are impli-

cated most frequently for using large amounts of anti-

biotics to reduce stock losses. On several occasions, this

has resulted in product recalls and import bans by the

EU, Canada, and the USA [10]. The social conse-

quences of this might be direct (e.g., lower water qual-

ity) or indirect, as import bans can seriously affect the

financial viability of many farmers [65]. Even if LCAhas

the potential to account for such social and economic

consequences, there is a lack of metrics to describe how

to include socioeconomic indicators [28]. Overcoming

the hurdles associated with the development of such

impact categories would allow for better estimations of

overall sustainability, including environmental, social,

and economic variables [28]. However, it should be

recognized that LCA is not necessarily conducive to

accounting for the full spectrum of sustainability con-

cerns. As such, it should be considered a complement to,

rather than a replacement for, other metrics.
Discussion

As the number of LCA studies describing aquaculture

systems increases, so too does our understanding of

a broader suite of the environmental costs of aquaculture

production. In some cases, it would appear that aquacul-

ture may indeed provide an inexpensive and sustainable

source of food and other products; however, this will

depend on numerous factors including cultured species,

production technology, and socioeconomic characteris-

tics. To date, LCA research has helped to identify those

aspects of the life cycle that contribute disproportionately

to environmental degradation, allowing for the
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identification of improvements opportunities. There is,

however, always the danger of oversimplification where

results get misinterpreted as a result of inaccurate data or

where results are not put into their relevant context. LCA

should therefore not be seen as an all-encompassing tool,

but rather as a screening tool, which allows for the map-

ping of good practices. Additional environmental and

socioeconomic analyses can thereafter be applied to

strengthen assessment of sustainability.

As for advancements that can be made within the

sector, the major challenge will be to find good sources

of low impact feed inputs for fed aquaculture systems,

especially for fish oil that currently drives the demand

for wild marine resources [46]. This would, of course,

ideally be combined with further advances in feed

utilization by fish in culture. A shift toward organically

produced crop inputs may also reduce the impacts of

fed aquaculture, while bringing other benefits such as

biodiversity improvements and superior soil quality

[57, 66]. However, the choice of some resource inten-

sive “organic” inputs can negate much of the life cycle

environmental benefits associated with organic crop

production [57]. Another alternative protein source is

offal meal from fish processing. Tilapia, for example,

has an offal yield of about 67% of live weight [59]. This

does, however, increase the risk of disease transmission

and/or recycling of environmental contaminants [53].

Moreover, the environmental costs of producing these

materials from a life cycle perspective may be high [22].

Recently, there has been increased interest in the use

of fish processing co-products for biofuel feedstock

[67]. Conversion of high-quality protein into biofuels

appears rather wasteful when the environmental bur-

dens associated with producing certain high protein

feed inputs are taken into account. It is clearly desirable

to identify and implement optimal uses of high-quality

protein toward the overarching sustainability objective.

This must include, among other things, attention to the

environmental dimensions of alternative protein pro-

duction and use strategies. Since our ability to make

informed decisions will be strongly influenced by the

robustness of our models and the extent to which they

actually reflect the environmental impacts associated

with the products and systems of interest, methodo-

logical decisions such as choice of allocation criterion

should be clearly communicated and defended in the

context of each analysis.
Increasing trade flows of aquatic products from

developing to developed countries highlights the need

for more LCA work beyond production systems in the

developed world. It also indicates that there are sub-

stantial opportunities for expansion of aquaculture in

developed countries. Tyedmers et al. [2] points out that

the USA only accounts for 1% of global aquaculture

production, half of which is made up by channel cat-

fish. Future developments may also to be expected

within mariculture, as much recent effort has focused

on the development of marine fin-fish hatcheries and

offshore cages.

Impacts involved with on-site activities can more

easily be avoided by selecting for better farm locations,

use of renewable energy, improved utilization of

ecosystem services, and farming of more tolerant spe-

cies. One example of such a species is Pangasius catfish,

which has reached high production levels in Vietnam

over the last decade. This fish does not require aeration

as it can utilize aerial respiration when the oxygen level

drops. The farms also often utilize tidal floods for water

exchange [20]. As for tilapia, the tolerance toward

hypoxia and changes in pH is much higher than other

species normally found in western aquaculture. This

would, again, lower the inputs needed for maintaining

water quality. Wastewater quality can also be improved

by the use of settlement ponds and/or plant production

to remove nutrients. Cultivation of plants such as

Azolla spp. and duckweed within ponds can also

enhance carbon fixation and be used as feed inputs

[48, 68]. Duckweed may further reduce GHG emis-

sions as it will shade the pond and thereby limit the

ammonia volatilization rate [49]. Some of these feed

inputs may, however, negatively influence the color and

the taste of the final product, which makes them less

suitable as feed inputs [48].

Converting to energy conserving practices will not

only have environmental benefits, it can also improve

the economic profitability of farms and reduce vulner-

ability to peaks in the price of oil. Lower intensity

systems are also less sensitive to mechanical or infra-

structure failures, such a black outs, which otherwise

can cause mass mortality. This is especially important

in developing countries where there is less access to

spare parts and power failures are recurring events.

Open systems are, on the other hand, more vulnerable

to other events such as algae blooms, pollution, and
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extreme weather events, which may cause the loss of an

entire crop. Areas ravaged by extreme storm events,

such as typhoons, may suffer from weeks of poor

water quality as large quantities of sediments may

lead to high turbidity for long periods of time.

More knowledge on the true carbon emissions asso-

ciated with aquaculture is needed as there is increasing

interest in its potential as a climate-friendly source for

food and biofuels [68, 69]. LCA can play an essential part

in the screening for sustainable farming practices and also

provide information for the implementation of carbon

credit schemes. This need is especially critical for develop-

ing countries, as this is where the majority of production

occurs and exports are increasing. This will, however, pose

a challenge as farmingmethods are highly diverse and data

on farm practices are usually limited.

Also, some important environmental impacts from

aquaculture are at present not quantifiable using the

LCA framework, such as spread of diseases and para-

sites. These impacts have been attracting widespread

public concerns and have influenced development of

farming methods in many countries. The associated

consequences could, for example, be accounted for as

biotic resource use. Concerns associated with defores-

tation to produce agricultural land should also be fur-

ther discussed, as it is only partially covered in current

LCA practice and literature.
Future Directions

LCA provides a robust tool for dealing with an impor-

tant subset of sustainability concerns, many of which

have historically been overlooked in discussions of

environmental management in aquaculture. However,

it must be kept firmly in mind that decisions made

during the analytical process strongly influence

research outcomes.

It is, therefore, important to continue the discus-

sion about such methodological decisions, including

the kind of LCA framework applied (i.e., attributional

versus consequential LCA), systems boundaries, and

choice of allocation methods for LCAs of aquaculture

production. In the least, it would be constructive for all

practitioners to clearly communicate and defend all

methodological choices, as they may ultimately send

different signals to the industry and policy makers

working with sustainability issues.
A more standardized methodology within the sec-

tor would certainly facilitate the advancement of the

field. This could be achieved by better communications

between major practitioners or by the development of

amanual to guide the community toward one common

framework. Even still, there will always be deviations

from common practice as each study serves a unique

purpose, stressing the need for more transparency.

Even though ongoing initiatives for developing the

LCA framework exist, it is important to acknowledge

that the present framework has limited ability to

accommodate the other two pillars of sustainability,

namely, social and economic impacts [28]. Thus, even

if LCA provides a tool with great potential to guide the

aquaculture industry toward more sustainable produc-

tion, its framework needs to be reinforced by other

analytical tools to capture a wider range of sustainabil-

ity concerns. The need to include other tools alongside

LCA has already been recognized and recent projects,

such as the SEAT project (www.seatglobal.eu), include

complementary tools to give a more holistic measure-

ment of sustainability. Limitations aside, however, the

rapid development of this sector, coupled with the

diverse range of possible culture species and technolo-

gies, demands careful attention to environmental

effects at all relevant scales. LCA can and should play

an important role in guiding decisions oriented toward

sustainability in aquaculture.
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Glossary

Aneuploid An unbalanced number of chromosomes.

Blastocyst A stage of early development where the

embryo contains a fluid-filled cavity and two cell

populations: an inner cell mass and an outer layer of

trophectoderm cells.

Cell cycle The period between the birth of a cell and its

division. During a single cell cycle, the cell must

duplicate all of its components, including DNA, to

form two equal daughter cells.

Chromatin The combination of DNA and proteins,

mostly histones.

Cytoplast An enucleated cell used as a recipient for

a donor nucleus. Generally in SCNT, the recipient

cytoplast is an enucleated oocyte.

Diploid The cell or nucleus contains two complete

copies of the genome or a complete complement

of chromosomes (2n), in general, a single maternal

and a single paternal.

Donor cell The cell that provides the genetic material

(nucleus) for SCNT. The resulting animal will be a

genomic copy of the animal fromwhich this cell was

collected.

Haploid The cell or nucleus contains only a single

copy of the genome or half of the chromosome
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
complement (n). Pronuclei are, in general, haploid,

containing either a single maternal genome or

a single paternal genome.

Karyoplast A cell or a membrane-bound portion of a

cell containing the donor nucleus enclosed. In live-

stock SCNT, the karyoplast is generally an intact cell.

Meiosis The process of reduction in the number

of chromosomes that occurs during germ cell for-

mation. Following a round of DNA synthesis,

a single cell undergoes two rounds of division

resulting in four cells, each containing a haploid

genome. During division, independent assortment

of parental chromosomes and homologous recom-

bination generate a unique haploid genotype in

each of the germ cells.

Metaphase II (MII) Stage during the second meiotic

division where the chromosomes are aligned at the

metaphase plate prior to segregation of sister chro-

matids to opposite poles. In most mammalian spe-

cies, mature oocytes arrest at MII and meiosis is

reinitiated and completed upon fertilization.

Parthenote An unfertilized zygote produced by acti-

vation of an oocyte. A parthenote may be haploid

or diploid for maternal DNA, a gynogenote, or

following enucleation and replacement with pater-

nal DNA, an androgenote.

Tetraploid The cell or nucleus contains four haploid

copies of the genome (4n).

Zygote The 1-cell stage of development of a fertilized

embryo. During most of the first cell cycle, the

zygote will contain two pronuclei containing

the maternal and paternal DNA.
Definition of Cloning and SCNT

Cloning is the production of genetically identical indi-

viduals by the process of asexual reproduction. In ani-

mals, the term has been applied to offspring that are

produced by the technique of nuclear transfer (NT).

The process of nuclear transfer involves the production

of an embryo by transferring nuclear genetic material

from a donor cell (karyoplast) into a recipient cell from

which the geneticmaterial has been removed (cytoplast).

Two factors determine the clonality of the resultant

offspring. One is the recipient cell, generally an oocyte

or unfertilized egg obtained from an unrelated animal.
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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The second is the donor cell, which can be obtained from

a variety of sources including embryos, germ line, and

somatic tissues of fetuses and adult organisms. When

cells from somatic tissues are used, the procedure is

termed somatic cell nuclear transfer (SCNT). In most

species, transfer of the donor nucleus is primarily carried

out by cell fusion with fewer reports of direct injection.

In the case of fusion, the complete contents of the donor

cell are introduced into the recipient cell, while in the

case of injection, the donor nucleus might be accompa-

nied with a proportion of the donor cytoplasm.

While SCNT became publicly known with the cre-

ation of Dolly the sheep in 1997, NTwas already in the

realm of science since 1928, with the first successful

SCNT experiments carried out in frogs in the late

1950s. By creating a genetic copy of a known animal,

SCNT opens many opportunities in several fields

including biomedical research and agriculture.
Introduction: Embryo Development and

Highlights of NT

In animals, reproduction occurs primarily by sexual

means, resulting in the creation of a new individual

that contains genetic material (DNA) from two con-

tributing parents of different sexes, each parent con-

tributing half of the genetic material. Conception of

a new individual occurs by the fusion of specialized

cells or gametes, sperm in males and ova in females.

Sperm are haploid (n) and contain a single copy of the

genome, meanwhile ova, in most species, at the time of

fertilization are arrested in metaphase of the second

meiotic division and are diploid (2n). After fusion,

however, the ovum completes meiosis to become

haploid, and the resultant zygote is diploid (2n),

containing a full set of chromosomes derived from

both parents. The ovum is a large cell that contains

sufficient maternally derived proteins and mRNAs to

control early development. Following fertilization, dur-

ing the early stages of development, no net growth

occurs (Fig. 1); transcription from the embryonic

genome is low but subsequently increases rapidly at

a particular stage termed maternal to zygotic transition

(MZT) [1]. The timing of the MZT is species depen-

dent, for example, in mice, it occurs at the 1–2-cell

stage; in pigs and humans at the 4–8-cell stage; in cattle

and sheep at the 8–16-cell stage; while in the amphibian
Xenopus laevis, it occurs approximately at the 4,000-cell

stage [2]. After this transition, the embryonic genome

orchestrates its own development. The embryo con-

tinues to increase in cell number within the confines

of the zona pellucida (ZP), which acts as a protective

shell. By the blastocyst stage, a fluid-filled cavity,

called blastocoel, has formed and two distinct cell

populations have emerged: the inner cell mass

(ICM) and the trophectoderm (TE). As the blastocyst

expands, build-up pressure together with the secretion

of enzymes causes the ZP to break, enabling the blas-

tocyst to hatch. Now the blastocyst is ready to interact

with the endometrium and eventually to implant. By

cell proliferation and differentiation, the ICMwill form

the fetus and some extraembryonic tissues while the TE

will give rise to most of the placenta (Fig. 1).

The zygote is a totipotent cell, having the capacity

to produce the fetus and the placenta. In contrast,

sperm and ova are specialized cells. How do they

acquire totipotency? Following fertilization, unknown

factors present in the ovum’s cytoplasm reprogram the

paternal andmaternal genomes so that their specialized

gamete functions are erased to give way to an embry-

onic totipotent genome. This capacity to reset

a specialized genome into a less specialized or totipo-

tent genome is termed nuclear reprogramming. It is

this nuclear reprogramming ability of the ovum that is

harnessed in NT technology.

The first rudimentary NT experiments were

performed by Hans Spemann in 1928. He used a

donor nucleus from a 16-cell embryo and a presump-

tive zygotic cytoplast, resulting in a normal salamander

[3]. Interestingly, Spemann had already predicted the

possibility of cloning an adult animal by doing NTwith

an adult donor nucleus in what he termed the “fantas-

tical experiment” [3].

In 1952, Briggs and King used NT to address the

question of nuclear equivalence, that is, whether or not

the different cells of a multicellular organism have the

same genome. They developed the NT procedure by

transplanting nuclei from frog blastula cells into enu-

cleated oocytes [4]. Later on, Briggs and King tested the

nuclear equivalence of more developmentally advanced

frog cells and found that the developmental potential

of reconstructed embryos gradually declined with

increased donor cell differentiation [5]. However,

John Gurdon pushed the field further by generating
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cloned adult frogs from differentiated epithelial

somatic cells at the tadpole stage [6, 7], providing

strong evidence for nuclear equivalence. Thus, the

first successful SCNT had been achieved, but attempts

to clone adult frogs failed [8].

Nuclear transfer in mammals lagged behind, with

the first attempt in 1975 using morula-stage blastomere

donors and unfertilized rabbit eggs. Even though the

extent of reprogramming required for a blastomere,

compared with a fully differentiated cell, is quite

reduced, the reconstructed cloned embryos did not

develop beyond the early cleavage stages [9]. In 1983,

McGrath and Solter transplanted zygotic nuclei into

enucleated zygotes resulting in mice developing to

term, showing that the technique of nuclear transfer

in mammals was feasible [10]. However, such a zygotic

nuclei-replacement experiment did not involve any

nuclear reprogramming, and when the same approach

used more developmentally advanced blastomere

nuclei as donors, it failed [11]. This failure in mice

NT was followed by several breakthroughs in which

enucleated oocytes were used as recipients of blasto-

mere nuclei, leading to the production of cloned ani-

mals in sheep [12], cattle [13], and pigs [14]. In

contrast to McGrath and Solter’s failure in cloning

mice, these results suggested that the enucleated oocyte

is a better recipient than the enucleated zygote for

reprogramming the donor blastomere nucleus.

Ten years passed until another breakthrough

advanced the field of mammalian nuclear transfer:

Keith Campbell and colleagues at the Roslin Institute

succeeded in cloning a lamb by NTusing donor nuclei

from an established cell line derived from embryos

[15]. In this study, cell cycle coordination between

the donor cell and recipient oocyte was carried out
Livestock Somatic Cell Nuclear Transfer. Figure 1

Flow diagram illustrating mammalian development.

Following fertilization of the MII oocyte by sperm, a zygote

with the two parental pronuclei is formed. By cleavage, the

embryo develops sequentially through the 2-cell, 4-cell,

8-cell, 16-cell, morula, and blastocyst stages. By the

blastocyst stage, the first differentiation event has formed

the inner cell mass (ICM) and the trophectoderm (TE).

These two cell populations will form the foetus and

placenta, respectively
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prior to NT in order to improve the development of

reconstructed embryos as previously determined by

this group [16, 17]. One year later, this same group,

led by Ian Wilmut, used a similar approach and shook

the world’s news with the creation of “Dolly” the sheep,

the first mammal to be cloned from an adult somatic

cell [18]. This study showed that an adult somatic cell

retains all the information necessary to generate a new

organism. After the creation of Dolly, much research

has been done in SCNT and several species have been

cloned from adult cells. Despite advances in the field,

the frequency of development of embryos produced by

SCNT remains low, with only 1–10% reaching term,

depending on the species. Moreover, many cloned ani-

mals are born with abnormalities.
Applications of Livestock SCNT

Soon after the arrival of Dolly came the realization that

SCNT had several potential applications. For instance,

derivation of embryonic stem (ES) cells from human

blastocysts was eagerly sought for regenerative medi-

cine research. The rationale was that cells from a

patient could be used for SCNT to derive ES cells,

which in turn could be induced to differentiate into

a specific tissue. Since such a tissue would be genetically

identical to the patient, it could replace a damaged

tissue in the same patient without the risk of immune

rejection. Due to the ethical concerns of destroying

human embryos, SCNT for regenerative medicine has

been fiercely opposed. Fortunately, this problem seems

mostly circumvented with the revolutionary creation of

induced pluripotent stem (iPS) cells [19]. These cells

have similar properties to ES cells and can also be

derived from the somatic cells of a patient without

the use of human oocytes or embryos. Since then,

much of the field of regenerative medicine research

has shifted from SCNT to iPS cell technology. However,

recent studies have found genetic and epigenetic abnor-

malities in iPS cells [20–22], making them potentially

unsafe for medical uses. Whether or not iPS cells are

inferior to ES cells is currently the focus of heated

debate. Since some of the problems found with iPS

cells have not been reported with ES cells derived

from SCNT embryos [23, 24], the process of nuclear

reprogramming occurring in the oocyte appears to be

of better quality than the one taking place during
the derivation of iPS cells. Very little is known about

the mechanism of nuclear reprogramming and the

factors present in the oocyte responsible for triggering

or carrying out such process. If these factors are found,

they could potentially contribute to generate safer iPS

cells for regenerative medicine. Thus, further research

in the mechanism of nuclear reprogramming following

SCNT is needed.

Apart from being a useful tool for basic research

with potential indirect applications in regenerative

medicine, SCNT has wide applications in agriculture.

For instance, an animal of exceptional productivity can

be multiplied by SCNT to increase commercial output

or to reduce environmental impact. However, caution

must be taken with such approach. First, consumption

of products derived from cloned animals is not yet

widely accepted by the public, and in some countries,

there are regulations forbidding their entry into the

human food chain. Second, the SCNT technology is

so inefficient at present that its application for livestock

multiplication might not be economically justified.

Finally, it is important to keep in mind that clones are

not necessarily true copies of their donor because of

epigenetic differences, which result from faulty nuclear

reprogramming following SCNT (discussed later).

Slight epigenetic differences can affect the physiology

of the cloned animal and thus its productivity. Such

consideration should especially warn breeders of race-

winner horses, as a cloned horse is unlikely to be a

winner again.

A more realistic agricultural application of SCNT is

to reproduce animals of high genetic value for breeding

purposes. For instance, a prizewinning bull could be

cloned and subsequently produce thousands of off-

spring by artificial insemination. To a lower extent,

the genetic value of a cow could also be disseminated

by SCNT followed by artificial reproductive technolo-

gies. While there might be risks associated with con-

sumption of products from cloned animals due to

potential epigenetic errors originated during nuclear

reprogramming, their offspring should be safe since

epigenetic and imprinting errors are normally erased

during gametogenesis.

More importantly, SCNT has represented

a great technical advance in the production of trans-

genic animals (this is discussed in detail in the entry

▶Nuclear Transfer to Produce Transgenic Mammals,

http://dx.doi.org/10.1007/978-1-4419-0851-3_3
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this volume). In turn, transgenic animals have a myriad

of other applications, which are discussed throughout

this volume. Furthermore, transgenic animals produc-

ing pharmaceutical or novel proteins are good candi-

dates for multiplication by SCNTsince the cost of using

this technology would be relatively small compared to

the product harvested from the cloned animals.

SCNT can also be used for cloning individuals from

an endangered species population. Examples of this

application include the cloning of wild cattle (Gaur and

Banteng) and wild sheep (European Mouflon) [25].

These examples resorted to interspecies SCNT in

which a close-related species is used as cytoplasmic

recipients and surrogates for the donor. Therefore,

the resultant offspring will be a hybrid containing

a genomic copy of the endangered donor and most

mitochondrial DNA (mtDNA) from the close-related

recipient. While the physiological consequences for

this are unclear, it certainly raises ethical issues.

Besides, other efforts such as restoration of the

natural habitat and assisted breeding programs are

likely to be more effective at helping an endangered

population.

Taken together, SCNT has some interesting appli-

cations, but the ethical implications surrounding this

technology must be fully considered before rushing

into implementing SCNT in the field. Rather than

an end, SCNT is especially useful when used as a tool

in research, production of transgenic animals, and in

cloning of prizewinning animals for breeding purposes

in agriculture.
NT Techniques

NT is a complex multistep procedure, with several alter-

natives at some steps, which include oocyte maturation,

cumulus cell removal, enucleation, nuclear transfer, acti-

vation, and embryo culture. Culture of the donor cells is

important and usually accompanied with cell-cycle syn-

chronization prior to NT. Enucleation and nuclear

transfer are the most important and difficult steps. To

carry out these steps, most laboratories use microma-

nipulators. A micromanipulator is a relatively complex

instrument composed of a microscope, micromanipu-

lators at both sides to hold the holding and injection

micropipettes, micromanipulator joysticks to precisely

maneuver the micropipettes in three dimensions, and
microinjectors to precisely aspirate and expel fluid and

cellular material from the micropipettes. For mice

cloning, microinjectors are usually equipped with pie-

zoelectric devices to prevent lysis of the fragile mouse

oocyte during enucleation and nuclear transfer. An

alternative to micromanipulators is a technique called

handmade cloning (HMC) and seems equally efficient

as micromanipulator-based NT (for a review of HMC,

see [26]). Following is a brief discussion of the different

steps involved in the entire NT procedure with focus on

livestock species unless stated otherwise.

Oocyte maturation is usually required in livestock

cloning as immature oocytes are commonly obtained

from ovaries collected from slaughterhouses. Alterna-

tively, in vivo–matured oocytes can be obtained by

stimulating superovulation, which is followed by ovi-

duct flushing after slaughtering the animal. In vitro

maturation (IVM) entails mimicking to some extent

the in vivo environmental conditions found in the

ovary at the time of the LH (luteinizing hormone)

surge. Thus, three key hormones, LH, FSH (follicular

stimulating hormone), and estradiol, are added to the

IVM medium to stimulate maturation. Oocytes are

surrounded by cumulus cells, forming a cumulus-

oocyte complex (COC); cumulus cells aid oocyte mat-

uration. COCs are incubated at about 39�C in livestock

species and for 24 h (e.g., cow and sheep). Following

the required maturation period, oocytes are denuded

from the cumulus cells using hyaluronidase to digest

the extracellular matrix that holds cumulus cells

together. Removal of cumulus cells is necessary to

allow visualization of the oocyte’s chromatin during

enucleation and to prevent inserting a cumulus cell

accidentally inside the oocyte during enucleation and

cell/nuclear transfer procedures. Now the denuded

oocytes are ready for enucleation.

A few enucleation methods exist. The most com-

monly employed method uses micromanipulators to

aspirate the chromatin. In this method, the oocyte is

held steady at one side with the holding pipette while the

enucleation pipette is inserted from the opposite side to

remove, depending on the maturation state, the extrud-

ing spindle or first polar body together with the meta-

phase plate (Fig. 2). In order to confirm enucleation, it

is desirable to visualize the chromosomal material. In

mice and human oocytes, which have a clear cyto-

plasm, chromatin can be readily observed under bright
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Diagram illustrating enucleation of livestock oocytes.

(a) When enucleation is carried out at metaphase II (MII),

the polar body (PB) and a portion of cytoplasm is blindly

aspirated to remove the underlying MII plate. Chromatin

cannot be observed under bright field illumination, thus

UV light exposure (dark field) is essential to confirm

enucleation of the pre-stained chromosomes. (b) When

enucleation is carried out earlier at anaphase I/telophase I

(AI/TI), the extruding spindle is aspirated. In contrast to MII

enucleation, the AI/TI spindle can often be observed

directly inside the enucleation pipette. However,

enucleation of pre-stained DNA can be checked with UV

light. In both enucleation methods, the oocyte is removed

from the field of view to avoid damage by direct UV

irradiation when exposing the enucleation pipette
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field illumination. However, the oocytes of livestock

species have high lipid contents that hamper chromatin

visualization, and therefore, enucleations must be

made “blind” (Fig. 2a). Generally, to aid enucleation

of livestock oocytes, they are briefly preincubated with

the vital DNA stain Hoechst. The stained karyoplast is

confirmed in the enucleation pipette by UV light fol-

lowing enucleation. Although this procedure does not

expose the oocyte to direct UV irradiation, conflicting

evidence exist whether Hoechst diminishes the devel-

opmental competence of the oocyte.

Alternatively, a blind-enucleation method without

DNA staining uses the first polar body as a point of

reference to subsequently remove the underlying meta-

phase II (MII) plate. Unfortunately, the MII plate can

shift away from the polar body, rendering its removal

inaccurate. However, when blind enucleation is

performed earlier at anaphase I/telophase I (AI/TI)

stages of the cell cycle, removal of the complete spindle

is close to 100% accurate (Fig. 2b) [27]. A newer

microscopy technology based on birefringence, the

PolScope, allows noninvasive visualization of spindles

not only in human oocytes but in other species as well.

Probably due to the high cost of the PolScope, this

enucleation method has not gained much popularity.

Direct enucleation by aspiration can be chemically

assisted with cytoskeleton-relaxing agents, resulting in

a protrusion cone containing the oocyte’s chromosomes.

Drugs used for this purpose include demecolcine and

nocodazole, both interfering withmicrotubule polymer-

ization. Other enucleation methods that have been

attempted are centrifugation and laser ablation. In

HMC, the zona pellucida is digested, and one third

of the oocyte containing the extruding polar body and

metaphase plate is manually bisected with a microblade

under a stereomicroscope.

Donor cells are usually cultured in vitro and syn-

chronized in a specific phase of the cell cycle prior to

NT in order to ensure a known ploidy content. In

livestock species, donor cells are preferentially used in

G0 and, to a lower extent, in G1. Quiescent G0 cells are

arrested in the G1 phase of cell cycle by either serum

starvation or cell-contact inhibition. The advantage of

these two methods is that they are drug independent,

while methods to arrest cells at G1 usually require the

use of pharmacological agents. Alternatively, actively

dividing presumptive G1 cells can be selected by
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collecting small-sized cells. A more accurate drug-free

method to select for G1 cells from actively dividing

cultures involves using the eukaryotic “baby machine”,

which briefly consists of an effluent that collects newly

divided and floating daughter G1 cells from the culture

medium (this methodology is described in [28]). Such

a methodology would be especially useful when it is

desirable to clone ES cells in G1 (discussed further in

the section Coordination of Donor and Recipient Cell

Cycles). In mice cloning, ES cells are often arrested in

metaphase by nocodazole or colcemid treatments.

A few alternatives exist for inserting the donor

nuclear material into the enucleated oocyte (Fig. 3).

In livestock species, the most common method is to

insert the whole donor cell (cell transfer) into the

perivitelline space to achieve contact between the

membranes of donor and recipient cells. The donor

DNA is then incorporated into the enucleated oocyte

by cell fusion (Fig. 3a) (discussed below). Another

method is to directly insert the nucleus (nuclear micro-

injection) into the enucleated oocyte, a common prac-

tice in mice cloning (Fig. 3b). The advantage of this

method is that it bypasses the need for fusion. Nuclei

are isolated using a micropipette with an inner diame-

ter smaller than the donor cell. Pipetting the cell in and

out breaks the membrane and releases the nucleus.

Interestingly, it is also possible to microinject the

whole cell into the enucleated oocyte cytoplasm, thus

bypassing the need for nuclear isolation or fusion

(Fig. 3c). Although it is unclear how the donor plasma

membrane is degraded, high blastocyst development

has been reported with this technique [29]. Another

alternative method is to directly microinject a broken

cell containing mitotic chromatin and cytoplasm,

known as chromosome transfer (Fig. 3d). In HMC,

phytohemagglutinin is used to glue the donor cell to

the enucleated oocyte, followed by fusion.

When cell transfer is employed, the recipient-donor

couplet must be fused to deliver the donor chromatin

into the recipient oocyte. This is commonly achieved by

electrofusion. In this method, the couplet is placed

between two electrodes and short electric pulses are

applied to fuse the recipient-donormembranes together.

A second method involves the use of inactivated

sendai virus (SV). Donor cells are briefly incubated in

a solution containing SV prior to cell transfer, achieving

oocyte-cell fusion by viral particles. SV-mediated fusion
is less laborious and might be less stressful to the

reconstructed embryo than electrofusion [30].

Once the donor chromatin has been incorpo-

rated into the enucleated oocyte, the reconstructed

embryo is activated to begin development. The

reconstructed embryo is then ready for embryo cul-

ture. Different methods of activation and embryo

culture are discussed later in this entry in relation

to how they affect NT outcomes. When cloned

embryos reach the blastocyst stage in vitro, they

are transferred to surrogate females to carry the

pregnancy.

Hormonal treatments must be administered to the

surrogate so that the “uterine cycle” is synchronized

with the developmental stage of the transferred

embryo. If this is not properly planned, the uterus

will be “out of phase” compared to the blastocyst and

implantation will likely fail. To achieve synchrony, in

farm animals, the surrogate must be induced to enter

estrus on the day of NT. Following transfer to surro-

gates, care of the embryos is shifted to the hands of the

veterinarian. Management of pregnancy includes ultra-

sonography, to check pregnancy status, as well as mea-

suring maternal levels of pregnancy proteins to assess

placental development.
Problems of Cloning

Despite advances in the field, the efficiency of SCNT

technology remains very low, with only 1–10% of

transferred embryos reaching term, depending on the

species. More than 50% of pregnancies are lost in the

first trimester, and in contrast to IVF pregnancies,

losses of clone pregnancies continue throughout gesta-

tion (e.g., [31]). Additionally, developmental abnor-

malities are commonly observed in cloned fetuses and

in their placentas.

During mammalian embryogenesis, the fetus is

derived exclusively from the inner cell mass (ICM)

while extraembryonic tissues, including the placenta,

are mostly derived from the trophectoderm (TE). It is

thought that the extraembryonic membranes are the

most negatively affected by SCNT, including the

placentas of full-term clones. Although cloned fetuses

and offspring can present abnormalities as well as

large offspring syndrome (LOS), these seem to be

secondary to placental dysfunction, which leads
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Diagram illustrating different methods for donor genome transfer into recipient enucleated oocytes. (a) In cell transfer,

an intact donor cell is transferred into the perivitelline space and the genome is then incorporated into the recipient by

cell fusion. (b) In nuclear microinjection, nuclei are previously isolated and a single nucleus is then microinjected into the

recipient. (c) In whole-cell microinjection, the whole cell is injected into the recipient. Eventually, incorporation of the

genome into the recipient occurs by spontaneous degradation of the donor plasma membrane. (d) In chromosome

transfer, a broken mitotic cell is microinjected into the recipient to transfer the mitotic spindle
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to imbalances in placental fluid and in kidney func-

tion [32]. In sheep, placental abnormalities include

a hypotrophic trophoblastic epithelium, reduced

vascularization, and thickening of the trophoblast

basement membrane [33]. Placentomegaly (enlarged

placenta) is a common occurrence in mice and cattle

cloning. Other placental abnormalities in bovine

cloning include edema and hydroallantois. Develop-

mental failure can account for fetal losses, stillbirth,

and even postnatal mortality of mice, cattle, and

sheep. Postnatal mortality is particularly pronounced

in cloned sheep [34].

A recent study showed that indeed defects in the

trophectoderm lineages rather than in the ICM are
the main cause of low cloning efficiencies, at least

in mice [35]. This experiment used chimeric aggre-

gates of diploid and tetraploid embryos (Fig. 4).

Tetraploid embryos are obtained by fusing the

two blastomeres of a two-cell embryo. NT-ICMs were

aggregated with tetraploid fertilization-derived (4nFD)

early-cleavage-stage embryos. In this diploid/tetraploid

“chimera,” the 2n NT-ICM cells can only develop

into the fetus while the 4n cells can only give rise to

the extraembryonic tissues (although minimal cross-

contribution was observed). By this approach, a sixfold

increase in development to term was obtained com-

pared with the nonaggregated NT control. Moreover,

when ICMs from normally fertilized embryos were
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Experimental evidence shows that the trophectoderm lineage is severely affected in mice cloning. A diploid (2n) ICM

and two tetraploid (4n) 4-cell embryos were aggregated from cloned and fertilized embryos in different combinations.

The ICM forms the embryo while tetraploid blastomeres can only give rise to extraembryonic tissues. Development

to term demonstrated that replacing the trophectoderm lineage in cloned embryos dramatically improves development
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aggregated with tetraploid NT embryos, the birth rate

was similar to that of the NT control, indicating that

a normal ICM does not rescue the developmental

potential of the reconstructed embryo. However, FD-

ICM/4nFD aggregates showed twice the developmental

rate than NT-ICM/4nFD. Thus, while trophectoderm

defects are mainly responsible for low cloning effi-

ciencies in mice, the ICM has a minor contribution

as well.

It is generally thought that the low cloning efficien-

cies and developmental problems arise from an incom-

plete reprogramming of the donor nucleus.
Nuclear Reprogramming

Successful NTexperiments demonstrated that differen-

tiated cells (with a few exceptions) retain the same

intact genome (i.e., nuclear equivalence) within an

organism. In other words, these experiments supported

that cell differentiation is not achieved through genetic

changes or deletions but rather through epigenetic

changes. Epigenetics regulates cell identity through

chromatin modifications that are heritable through
cell divisions, without altering the DNA sequence.

Thus, chromatin modifications establish an epigenetic

“code” that results in different gene expression pro-

grams between cell types.

Chromatin is formed by DNA associated with

histone and nonhistone proteins. The chromatin

template is epigenetically modified at the DNA

and histone levels. DNA modification is limited to

methylation (or demethylation), while histone

modifications are numerous, including methylation,

acetylation, phosphorylation, ubiquitination, ADP-

ribosylation, biotinylation, and sumoylation. In turn,

such modifications affect gene expression and the

overall chromatin structure, which can be described

as open or compact. During normal development,

global changes in DNA methylation and histone

modifications take place; much effort is being dedi-

cated in understanding how these changes are altered

or preserved in cloned embryos.

For SCNT to be successful, it is essential that the

chromatin of the donor somatic nucleus is remodeled

so that it becomes compatible not only with the toti-

potent gene expression program of development but
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also with the rapid cell-cycle dynamics of early embryo

cleavage.

Nuclear reprogramming, either following fertiliza-

tion or SCNT, is the result of active and passive

processes. For instance, in most mammals after fertili-

zation, the sperm compact chromatin undergoes active

remodeling in which protamines are exchanged by

ooplasmic histones followed by global loss of DNA

methylation. The sperm pronucleus also acquires dis-

tinct histone marks such as histone hyperacetylation.

However, it is not clear whether such modification is

acquired actively through the action of enzymes or it is

the result of passive acquisition from the ooplasmic

histone pool already rich in acetylation marks [36].

The timing required for completing nuclear

reprogramming is unclear. Some researchers have

suggested that the donor nucleus should be reprogram-

med upon reaching embryonic genome activation. Such

a restrictive reprogramming timing would be consistent

with the lower cloning efficiencies usually observed in

mice compared to bovine, two of the most cloned ani-

mals, the latter havingmore time for reprogramming the

differentiated donor nucleus before genome activation.

However, it has also been suggested that reprogramming

continues up to the blastocyst stage.

To better understand the nuclear reprogramming

process, the dynamics of the most important epige-

netic marks and of gene expression during early

embryogenesis in fertilized and cloned embryos are

discussed next.
Reprogramming of DNA Methylation

DNA methylation is a reversible modification of the

chromatin template at the DNA level in which a methyl

group is predominantly added to cytosine of the dinu-

cleotide sequence CpG. DNA methylation is a widely

used mechanism of epigenetic regulation commonly

associated with stable heritable gene silencing, hetero-

chromatin, chromosome stability, genomic imprint-

ing, X-chromosome inactivation, and inactivation of

retroviral sequences. It has been shown that DNA

methylation is essential for embryonic development,

especially at postimplantation stages [37]. DNA meth-

ylation is carried out by DNA methyltransferases

(DNMTs). DNMT1 maintains DNA methylation pat-

terns after DNA replication by using the old strand as
a template to methylate the new strand. De novo DNA

methylation is carried out by DNMT3a and DNMT3b.

DNA methylation is dynamically regulated.

Removal of methyl groups can be an active process

when specific DNA demethylases are involved to

remove the methyl groups, or it can be a passive process

when failure to copy the methylation marks on the

newly synthesized DNA leads to erasure of those

marks during cell divisions. In contrast to DNA

demethylation of the sperm pronucleus, which is

thought to be an active process [38], passive DNA

demethylation of the embryonic genome takes place

following the zygotic stage.

After SCNT, DNA methylation reprogramming is

usually inefficient. Mice and bovine cloned embryos

have aberrantly hypermethylated DNA [39]. In

sheep, SCNT embryos also tend to be significantly

hypermethylated compared to fertilized embryos [40].

Such abnormal hypermethylation was observed

from the 1-cell to the 8-cell stage and then at the

blastocyst stage, in which the trophectoderm was

hypermethylated relative to the fertilized control.

Interestingly, the rate of demethylation is similar in

both SCNT and fertilized embryos, suggesting that the

hypermethylated DNA pattern of SCNT embryos is

probably inherited from the hypermethylated donor

cell [38]. Alternatively, it has been suggested that cloned

embryos undergo precocious DNA methylation due to

the presence of DNMT1 associated with the donor

nucleus, thus preventing passive demethylation [39].

DNA methylation reprogramming appears to be an

indicator of developmental potential. In sheep, the

proportion of SCNT embryos that were normally

methylated at the 2-cell stage coincided with the pro-

portion of surviving embryos reaching the 16-cell stage

[38]. Similarly in mice, aberrant methylation of early-

cleavage cloned embryos was proportionally associated

to developmental failure to the blastocyst stage [41].
Reprogramming of Histone Modifications

The tails of the histone subunits H3 and H4 are targets

for chromatin modifier enzymes, with histone methyl-

ation and acetylation modifications the most exten-

sively studied. These modifications set epigenetic

“marks” associated with either gene silencing or gene

activity.
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Histone acetylation is associated with open chro-

matin and gene activity. This modification neutralizes

positive charges on histone tails and thus increases the

overall repulsive negative charge of DNA on the chro-

matin structure. In turn, an open chromatin favors the

binding of transcription factors to DNA.

In contrast, histone methylation can be either

repressive or activating, depending in the lysine residue

modified. These modifications act as signals that are

“read” by proteins, which in turn can trigger down-

stream chromatin-modulating events. Together with

methylated DNA, methylation of lysine 9 of histone 3

(H3K9), H3K27, and H4K20 has been implicated

with heterochromatin and gene repression, while

methylation of H3K4, H3K36, and H3K79 is associated

with active gene expression.

In addition to abnormal DNA methylation, embryos

produced by SCNT show aberrant reprogramming

of histone modifications. Asymmetry of H3K9me3

fails to be established between ICM and TE in bovine

cloned blastocysts comparedwith fertilized controls [42].

When histone acetylation marks are compared,

however, cloned and normal blastocysts look similar

[43, 44], suggesting that these marks are well

reprogrammed. Yet, at earlier embryonic stages,

the same histone acetylation marks show significant

differences, with cloned embryos being hyperacetylated

[42, 43].

Deregulation of DNA methylation and H3K9

methylation might be major problems during nuclear

reprogramming [38, 42]. Their aberrant repro-

gramming leads to hypermethylated trophectoderm

and extraembryonic tissues. As these epigenetic marks

promote inactive chromatin, they are likely to cause

downregulation of a substantial number of placental

genes, explaining the placental abnormalities fre-

quently reported in cloned embryos.
Reprogramming of Gene Expression

After fertilization or SCNT, the ooplasm induces

global remodeling of chromatin, genome silencing,

erasure of permissive epigenetic marks of differentia-

tion-associated genes, and resetting the genome to

an embryonic state [45–47]. Four classes of genes

play an essential role to ensure normal embryogenesis

following NT: (1) pluripotency-associated genes,
(2) trophectoderm genes, (3) imprinted genes,

and (4) differentiation-associated genes. Re-

activation of pluripotent and trophectoderm genes

must take place, whereas differentiation-associated

genes must be silenced. Imprinted genes should be

reactivated without altering the normal imprinting of

somatic cells.

Pluripotent Genes Pluripotency is the capacity to

differentiate into all embryonic cells. The cells of the

ICM are pluripotent because they form the embryo.

To recognize the state of pluripotency, landmarks of

the ICM have been sought, such as stage-specific gene

expression or antigens. These landmarks should be

associated only with those stages and tissues known

to have pluripotent potential such as the cleavage-

stage embryo and ICM of the blastocyst. They should

not be expressed in differentiated tissues of later

development. Key genes associated with the ICM vary

with species.

Inmice, Oct4 is highly expressed and restricted to the

ICM. It plays an essential role in early development as

Oct4-depleted mouse embryos fail to form the ICM and

are developmentally incompetent [48, 49]. Inducing

overexpression of Oct4 is key to revert the gene expres-

sion profile of an adult differentiated somatic cell to

one of embryonic and pluripotent characteristics [19].

Thus, in the mouse, Oct4 appears to be an ICM-specific

marker that can be used to assess pluripotency.

Also in mice, other important pluripotent factors

restricted to the ICM are Nanog and Fgf4 [50, 51].

Nanog is involved in maintenance of the pluripotent

state of ES cells, for instance, by repressing differentia-

tion into primitive endoderm [50]. Fgf4, a target gene

of Oct4 [52], is necessary for proliferation and differ-

entiation of both the ICM into embryonic tissues [53]

and the TE into placental tissues [54].

In mouse SCNT blastocysts, Oct4 and Oct4-related

genes often fail to be reactivated [55, 56]. Frequently,

when Oct4 is expressed, aberrant spatial expression in

the trophectoderm indicates faulty reprogramming

[55]. Interestingly, when ES cells are used as donors,

instead of adult somatic cells, Oct4 and related genes

were always expressed in cloned blastocysts [56]. Since

pluripotent genes are already active in ES cells, these

genes do not need to be reactivated in ES-cloned

embryos.
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In human and large ungulate mammals, however, it

is less clear what master regulatory factors are involved

in the segregation of the ICM. For instance, Oct4 is

expressed in both ICM and TE of bovine, goat, and

human blastocysts [57–60]. Thus, for nonmurine spe-

cies, we are left with less information to assess the

extent of ICM-lineage reprogramming. Yet, Nanog

does seem to be restricted to the ICM in bovine [61]

and goats [59]. Similarly, Fgf4 is restricted to the ICM

of bovine blastocysts [57]. Therefore, Nanog and Fgf4

are preferred ICM markers to Oct4 depending on

the species.

To assess reprogramming of ICM, expression

of Nanog and Fgf4 has been measured in bovine cloned

blastocysts. Differences between studies were found,

with similar [62, 63] and lower levels [57, 64] com-

pared with fertilized controls. The disparity of results

may reflect differences in nuclear transfer procedures

leading to variable success in reprogramming.

Trophectoderm Genes In mice, the transition

from morula to blastocyst that results in the seg-

regation of ICM and TE is regulated by the antag-

onistic activity of Oct4 and Cdx2, respectively

[65]. Together with Cdx2, Taed4, Eomes, and Gata3

are required for specification and development of the

TE lineage [66, 67]. Tead4 appears to be a master factor

in TE-lineage induction since it activates Cdx2 and

Gata3 [67, 68].

Less is known about the mechanism of segregation

of the trophectoderm lineage in other mammals.

Although CDX2 protein seems to be a conserved TE-

restricted marker, as observed in bovine and porcine

blastocysts [61], transcripts levels of Cdx2 were

also found in the ICM [57]. It is possible that

a posttranscriptional regulation mechanism accounts

for the difference between gene expression and gene

product levels. Thus, to assess reprogramming of Cdx2,

it might be more appropriate to look at the protein

level. In contrast to mice, Cdx2 does not repress Oct4

expression in bovine [69], explaining why OCT4 is

detected in the bovine TE [58]. Another difference

between these two species is the expression of Tead4

and Gata3 transcripts, which are found in both ICM

and TE of bovine blastocysts, and thus, their role in TE

lineage segregation is not clear [57]. Further evidence

that bovine TE formation is quite different to mice is
the observation that Eomes is not detected in tropho-

blast tissue [70]. Surprisingly, although bovine TE cells

will only contribute to the trophectoderm lineage, they

are not committed to it before pregastrulation stages

since they were observed to contribute to ICM in

aggregation assays [69]. Taken together, these observa-

tions suggest that differences in expression of lineage

markers between species might be the result of differ-

ent implantation requirements. For instance, while

mouse blastocysts implant readily at this stage, domes-

tic blastocysts undergo elongation and have delayed

implantations. Indeed, while OCT4 is expressed in

both the ICM and TE of the bovine blastocyst, it is

restricted to the ICM lineage at a later elongated

stage [71].

Few studies have assessed reprogramming of the TE

lineage in cloned embryos. In mice, CDX2 protein was

frequently expressed normally at the blastocyst stage

[72]. A similar result was found in the bovine [57].

Although reprogramming of Taed4 and Gata3 was

faulty in bovine cloned blastocysts [57], these are not

specific markers of the TE lineage in the bovine. There-

fore, in nonmurine species, assessing reprogramming

outcome of the TE lineage is currently limited to

measuring CDX2 protein.

Imprinted Genes Imprinted genes are genes

expressed either from the paternal or maternal chro-

mosomes, but not both. Gene imprinting plays an

essential role in development. When androgenetic

(two paternal pronuclei) or gynogenetic (two maternal

pronuclei) embryos are produced, embryogenesis is

arrested shortly after implantation [73]. Thus, the

paternal and maternal genomes have different contri-

butions and must complement each other at fertiliza-

tion for normal development to occur. Imprinting

marks originate during gametogenesis and are gener-

ally protected from genome-wide reprogramming,

such as DNA demethylation/methylation, during

embryonic development [36].

Many imprinted genes regulate development,

growth, and function of embryonic and extraembry-

onic tissues. Following SCNT, many imprinting errors

can occur during reprogramming of the somatic chro-

matin. For an imprinted gene, simultaneous expression

from the paternal andmaternal alleles or lack of expres-

sion is the result of aberrant reprogramming. Because
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of their regulatory growth function, deregulation of

imprinted genes might explain several placental abnor-

malities and “large offspring syndrome” often observed

in cloned animals.

Some researchers have proposed that long-term

culture of donor cells, the usual scenario for embryonic

stem (ES) cells, is an additional source for imprinting

errors, and thus, it has been suggested that ES cells are

a poor choice for NT [74]. However, using microarray

technologies, Humpherys et al. [75] found no signifi-

cant difference between ES-NT and noncultured

cumulus cell-NT clones in terms of gene expression

abnormalities including imprinted genes. Therefore, it

is not clear whether extensive in vitro culture is a major

problem for NT in terms of imprinting deregulation.

Moreover, mammals seem rather tolerant to imprint-

ing errors [76].

Differentiation-Associated Genes Following SCNT,

silencing of differentiation-associated genes is often

incomplete. For instance, cloned embryos produced

with myoblast nuclei still expressed the myoblast

marker GLUT4 [77]. Similar somatic epigenetic mem-

ory was also observed in Xenopus cloned embryos,

which overexpressed endoderm or ectoderm markers

according to the origin of the donor cells [78]. While

insufficient silencing of differentiation-associated

genes may alter metabolic demands, the functional

consequences of retaining expression of somatic genes

on the developmental potential of cloned embryos are

unclear [46].

Several studies have compared global gene expres-

sion profiles between cloned and fertilized embryos. At

the 1-cell stage of murine embryos, most transcripts

(�98%) were similarly abundant between clones and

IVF groups [45], although such similarity might be the

result of maternal transcripts abundantly present in the

oocyte. Nonetheless, similar expression profiles were

obtained between cloned and fertilized blastocysts in

bovine (e.g., [63, 79]). Thus, overall gene expression of

cloned embryos appears normal. However, it is possible

that small alterations in gene expression are amplified

during postimplantation stages, which would contrib-

ute to the low developmental potential of cloned

embryos [79].

In summary, perfect gene expression reprogramming

may be unlikely following SCNT. Cell-type-specific
genes may be incompletely silenced while imprinted

genes are subject to deregulation. Reactivation of

ICM- or TE-lineage genes might be problematic

depending on the species. The mechanism of nuclear

reprogramming is still a black box, and much further

research is needed to understand where the bottleneck

of NT is.

Factors Affecting Development of Embryos

Produced by SCNT

Frequently, reports have shown that there is ample

room for optimization in NT technology. Major inves-

tigated factors affecting NT success include quality of

recipient oocyte, time of enucleation, nuclear donor

source, cell-cycle coordination of donor and recipient

cells, alterations in the timing and inducer of oocyte

activation, and culture of reconstructed embryos.

Sources of Recipient Oocytes

Mammal females produce mature oocytes (oogenesis)

during the ovarian cycle. The earliest stage of oogenesis is

the primary oocyte within the primordial follicle. Pri-

mary oocytes are arrested at the first meiotic prophase in

a quiescent state. Some of these are regularly recruited for

further growth since puberty and thereafter. As primary

oocytes resume growth, they increase in size and undergo

cytoplasmic maturation. An oocyte must undergo cyto-

plasmic and nuclear maturation to be developmentally

competent. Cytoplasmic maturation involves mRNA

synthesis, translation into protein, and posttranslational

modifications. Many mRNA and protein molecules are

stored in the cytoplasm to function later during early

embryo cleavage, before embryonic-genome activation.

Some of the proteins produced, such as maturation pro-

moting factor (MPF), are necessary for meiotic progres-

sion during nuclear maturation. Within the follicle,

oocyte growth is accompanied with follicular growth.

Indeed, oocytes obtained from medium- and large-

sized follicles are developmentally better than those

obtained from small-sized follicles. It seems that

oocytes from the latter group have not completed cyto-

plasmic maturation [80]. Oocytes are surrounded by

cumulus cells, and mutual communication is required

for complete oocyte maturation.

Oocytes can be matured in vivo or in vitro. In vivo

maturation involves collecting oocytes that have
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naturally matured within the ovary of a live animal. In

contrast, in vitro maturation involves aspirating imma-

ture oocytes from the ovaries of slaughtered animals

and placing them on favorable culture conditions to

complete the maturation process in the incubator.

Although much understanding has been gained in

oocyte maturation, in vitro maturation is still

suboptimal at best. In vitro–matured oocytes have

altered energy metabolism [80], higher chromosomal

abnormalities [81], and lower developmental compe-

tence than in vivo–matured oocytes [82, 83].

For convenience, in livestock cloning, in vitro mat-

uration is widely used as very large numbers of imma-

ture oocytes can be obtained from slaughterhouses at

low cost. However, the poorer quality of these oocytes is

likely to contribute to the low frequency of develop-

ment usually observed in cloned embryos.
Livestock Somatic Cell Nuclear Transfer. Table 1 Examples o

and mitotic stages of the cell cycle

Recipient cytoplast Donor cel

Enucleated GV oocytes (subsequently matured) ES cells

Enucleated Pro-MI oocyte (subsequently
matured)

ES cells

Enucleated AI/TI oocyte (subsequently matured) Fetal

Adult

Enucleated MII oocyte Embryonic

Unenucleated MII oocyte (subsequent
enucleation)

Cumulus c

Enucleated activated MII oocyte Blastomer

Enucleated PN Zygote PN karyop

PN Karyop
embryo

Blastomer

Cumulus c

TII enucleated oocyte Blastomer

M-phase arrested zygote ES cells

Fibroblast

2-cell embryo Lymphocy

ND not determined
Enucleation of Recipient Oocytes

Nuclear maturation is resumed at the time of the LH

surge in vivo or during in vitro conditions. The oocyte

continues meiosis to progress from the arrested

prophase I to metaphase I, anaphase I, telophase I,

and cytokinesis with unequal cytoplasmic distribution,

when half of the chromosomes are discarded in the first

polar body. The oocyte progresses to meiosis II and is

arrested at metaphase II. Following fertilization or arti-

ficial activation, the metaphase II–arrested oocyte

resumes meiotic progression once more to complete

metaphase II, anaphase II, and telophase II, discarding

again half the number of chromosomes in a second

polar body, achieving a haploid number of chromo-

somes. Enucleation can be carried out at any of these

meiotic stages, although with possible different conse-

quences (discussed later). Table 1 provides some
f cloning experiments using recipients at different meiotic

l type Species Offspring References

Mouse No [84]

Mouse Nd [84]

Sheep Yes [85]

Sheep Yes

, fetal, adult Sheep Yes [18]

ells Mouse Yes [86]

es Sheep Yes [17]

last from zygote Mouse Yes [10]

last from first NT Pig Yes [87]

es Mouse No [11]

ells Mouse No [88]

es Goat Yes [89]

Mouse Yes [90]

Mouse ND

te Mouse Yes [91]
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examples of cloning experiments carried out using

recipients enucleated at different stages of meiosis or

mitosis.

For NT, it is most important that the oocyte

undergoes cytoplasmic maturation to construct a

developmentally competent embryo, while nuclear

maturation is less important because the oocyte DNA

is eliminated at enucleation and does not form part of

the embryo. Enucleation of prophase I oocytes, also

known as germinal vesicle (GV) stage, has been

attempted in the mouse, and the resultant recipients

were capable of reprogramming donor nuclei [84, 92].

However, the reconstructed embryos are developmen-

tally incompetent even when recipients are further

matured in vitro prior to NT [84]. It is possible that

GV oocytes are poor recipients because removal of

their transcriptionally active chromatin [93] prevents

synthesis of new mRNA necessary for completing

cytoplasmic maturation. Similarly, enucleation of

pro-metaphase I (pro-MI) oocytes also results in poor

recipients [84]. Beyond interfering with mRNA synthe-

sis, it is also likely that enucleated GV and pro-MI

oocytes are poor recipients because enucleation disag-

gregates the cumulus-oocyte complex, thus depriving

the oocyte of the beneficial communication with

cumulus cells for completing cytoplasmic maturation

during in vitro maturation.

Enucleation of metaphase II–arrested oocytes is

the most common practice in cloning experiments.

The rationale of using such recipients is evident as the

COC is left undisturbed during the entire in vitro

maturation period, thus maximizing the probability

of cytoplasmic maturation. However, a practical alter-

native is to enucleate at anaphase I/telophase I (AI/TI).

By doing so, the spindle is more efficiently removed

along with less cytoplasm compared toMII enucleation

[27]. AI/TI cytoplasts are further cultured to complete

the maturation period and have produced lambs after

SCNT [85].

Other recipients have been used for NT. Activation

of MII oocytes with subsequent enucleation at ana-

phase II/telophase II has been done for practical

reasons similar to those of AI/TI enucleation [89, 94].

Zygotes and two-cell embryos have also been enucle-

ated and used as recipients for NT. These will be better

discussed below in relation to the “potential loss of

reprogramming factors” during enucleation and later
in relation to the “coordination of donor and recipient

cell cycles.”
Potential Loss of Ooplasmic Reprogramming Factors

Enucleation involves removing the DNA material from

the unfertilized or fertilized oocyte plus an unavoidable

volume of ooplasm. It has been speculated that loss of

ooplasmic volume is accompanied with a reduction of

developmental potential, possibly due to the removal

of cytoplasmic reprogramming factors. However,

fusion of two or more cytoplasts prior to NT did not

improve the frequency of development in mice [95].

Apparently, the amount of cytoplasmic factors in the

oocyte is not critical for cloning success.

However, the above discussion does not take into

account that the content of reprogramming factors in

the cytoplast is dependent on the cell-cycle phase. The

genome can be removed as interphase pronuclei in

zygotes or with the spindle if recipients are mitotic

zygotes or meiotic oocytes. In the latter case, the com-

ponents of the nucleoplasm stay in the recipient as they

are diluted in the cytoplasm following nuclear envelope

breakdown. Recipient zygotes enucleated at interphase

can only support development of nuclei obtained

from 1-cell or 2-cell embryos [11] but fail consistently

when more differentiated donor nuclei are transferred

[11, 96, 97]. Kevin Eggan and colleagues have shown

that zygotes and 2-cell embryos at the mitotic phase

regain the reprogramming ability [90, 91]. These

authors have proposed that reprogramming factors

are sequestered in the nucleus during interphase but

then redistributed throughout the cytoplasm during

M phase [98]. Therefore, reprogramming factors

would be lost when enucleation is carried out during

interphase [99]. Indeed, Brg1, a component of the

Swi/SNF chromatin remodeling complex necessary

for embryonic genome activation, was absent in 2-cell

cloned embryos when using enucleated interphase

zygotes as recipients [99]. Further proof of this idea is

supported by the observation that oocyte recipients at

the germinal vesicle (GV) stage fail to develop after NT

[84]. A possible contributing factor for the low devel-

opmental potential of enucleated GV oocytes and

interphase zygotes is the low levels of maturation pro-

moting factor (MPF) in these recipients (discussed

below). Taken together, while the mechanism of
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reprogramming remains largely unknown, essential

reprogramming factors are present in the recipient’s

cytoplasm during M phase, but absent during inter-

phase, at least in the mouse model [99].

It is still possible that some unknown factors bene-

ficial for reprogramming might be stably associated

with chromatin and lost during enucleation. It is well

known that spindle factors are associated with the

meiotic chromosomes, and therefore, enucleation

could impair spindle function. Indeed, in human

SCNT, it is apparently necessary to leave the recipient

genome to achieve development to the blastocyst stage,

at the cost of producing a triploid embryo [100]. How

spindle function is affected by SCNT in livestock spe-

cies will be discussed later in this entry.
Coordination of Donor and Recipient Cell Cycles

During a single cell cycle, a cell must double all of its

components, segregate its genetic material equally to

the two daughter cells, and undergo cell division. One

exception occurs during the first few cell cycles of early

embryo development where no net growth occurs.

However, cell-cycle events associated with duplication

and segregation of the nuclear DNA still occur. Another

exception to the mitotic cell cycle is meiosis, which

results in halving the chromosome number. Only

germ cells undergo meiosis, while somatic cells only

mitosis.

Themitotic cell cycle has four sequential phases: G1,

S, G2, and M. During S phase (S for DNA synthesis),

replication of DNA takes place. During M phase (M for

mitosis), the cell divides all its components equally into

two daughter cells. Cell growth occurs only during

interphase, which constitutes G1, S, and G2. In

a typical in vitro–cultured mammalian cell, interphase

lasts about 23 hours (of a 24-hour cell cycle) while

M phase is very short, lasting about one hour. S phase

takes about half of the cell-cycle time (reviewed in [101]).

The gap phases G1 and G2 are designed to provide extra

time for the cell to grow and checkpoints for favorable

growth conditions as well as for DNA damage.

At fertilization, the oocyte is arrested at MII, in a

diploid state, while the sperm cell has completed mei-

osis and is haploid. Following oocyte activation by the

sperm cell, the oocyte resumes meiosis to become hap-

loid, thus matching the chromosome content and
forming a viable diploid embryo. In NT, of course, it

is not important that the donor chromosome content

matches the recipient’s since the oocyte chromatin

is removed. Rather, the donor’s cell-cycle phase

should be compatible with the recipient cytoplasmic

reprogramming content, which in turn depends on the

recipient’s cell-cycle phase. An important cytoplasmic

reprogramming factor that has been extensively stud-

ied and has a profound effect on the donor nucleus is

maturation promoting factor (MPF).

Campbell and colleagues, at the Roslin Institute

(Scotland), carried out pioneer work in cell-cycle coor-

dination between the donor cell (karyoplast) and recip-

ient cytoplast prior to NT [16, 17, 102]. Their work

suggests that cell-cycle coordination is a very important

factor that should be taken into account prior to NT

experiments to avoid damage of the donor chromatin.

For NT, mature MII cytoplasts are the recipients

most frequently used. These contain high levels of MPF

(also known as M-Cdk). MPF is a complex of two

factors, protein kinase p34cdc2 and cyclin B. MPF activ-

ity is regulated through synthesis and degradation of

cyclin B and through phosphorylation of p34cdc2. MPF

activity is responsible for nuclear envelope breakdown

(NEBD) and premature chromosome condensation

(PCC) of the donor nucleus following activation of

reconstructed embryos. MPF declines progressively

after activation or fertilization and remains low during

interphase. Declining MPF levels are followed by

nuclear membrane reformation and DNA synthesis.

NEBD and PCC occur independent of the cell-cycle

stage of the donor nucleus in MII-arrested oocytes. In

contrast, when activation precedes NT for a few hours,

MPF activity is low and nuclear envelope integrity is

maintained because NEBD and PCC do not occur.

An intact nuclear membrane prevents replication of

previously replicated DNA [16, 103]. Transferring

donor nuclei in S or G2 phases into MII cytoplasts

followed by activation leads to NEBD and eventually

to DNA rereplication, likely resulting in ploidy abnor-

malities. In addition, PCC could also cause chromo-

somal damage of S-phase nuclear donors. These early

observations suggested that only G1 embryonic donor

nuclei should be transferred into unactivated MII

cytoplasts. In contrast to unactivated MII oocytes, acti-

vated oocytes serve as “universal recipients” since MPF

activity is low and NEBD/PCC do not occur, allowing



1083Livestock Somatic Cell Nuclear Transfer
the transfer of any nuclear donor without the risk of

DNA rereplication. In these reconstructed embryos,

coordinated replication of nuclear DNA should

occur. Indeed, unsynchronized sheep blastomere

donors developed to the blastocyst stage more fre-

quently when using activated cytoplasts (low MPF)

compared with cytoplasts activated following NT

(high MPF) [17].

For differentiated cells, however, activated oocytes

might be poor recipients because NEBD and PCC are

thought to be beneficial for reprogramming the donor

nucleus. In bovine, for instance, when activated enu-

cleated MII oocytes were used as recipients for somatic

donors at different stages of the cell cycle (except

S phase), development did not proceed to the 8-cell

stage. However, unactivated MII oocyte recipients

resulted in successful in vitro development to blastocyst

[104]. Similarly, activated oocytes were shown in mice

to be ineffective for development to term when using

cumulus cells as donors [105]. These results suggest that

activated oocytes, with low levels of MPF, fail to repro-

gram somatic donor nuclei. Blastomeres, on the other

hand, probably require little or no reprogramming and

thus can be cloned successfully with activated recipi-

ents as in Campbell et al. [17]. Not surprisingly, for

somatic nuclei donors, the most common recipient is

the unactivated enucleated MII oocyte.

Later research showed that donor genomes at G0,

G1, and M phases of the cell cycle can be transferred

into unactivated oocytes and produce offspring. For

instance, embryonic stem (ES) cells arrested at meta-

phase produced live mice [106]. Metaphase-arrested

chromatin donors are ready to segregate and form

a pseudo-second polar body, thus eliminating the

extra set of chromatin. However, G2 donors were

observed to fail at extruding the pseudo-second polar

body resulting in tetraploidy [104], probably because

they are “out of phase” with the meiotic cytoplast.

This, combined with the rereplication event, could

explain the consistent failure to produce viable off-

spring with G2 donors (reviewed in [107]). For G0

and G1 donors, spindle function inhibitors are required

to prevent pseudo-polar body formation and loss of

chromosomes.

There is no apparent advantage between nuclei at

G0, G1, or M phases for NT. Somatic cell donors are

routinely synchronized at the G0 phase of the cell cycle
prior to NT. However, synchronized G0 or G1 fetal

fibroblasts were compared and no clear superiority

for either donor was found. Their relative cloning effi-

ciencies were cell-line dependent in cattle [107]. Syn-

chronization of ES cells at G0 or G1 might be

problematic since they have a very short G1 phase,

and if induced to become quiescent (G0), they likely

differentiate. The most successful studies in cloning

mice with ES cells used unsynchronized cell

populations [108, 109], but others were less successful

[110, 111]. ES cells at presumptive G1 (by selecting

small cells) were used with cloning success [112] and

without success [113]. ES cells were also synchronized

at M phase with moderate success in several occasions

[106, 114, 115].

Taken together, enucleated MII oocytes seem to be

the best recipients. However, the cell cycle of the donor

nuclei might be less important since cloning success is

achieved with G0, G1, and M donors, adapting the NT

protocol accordingly.
Sources of Nuclear Donor Cells

Donor cells of different ages including embryonic, ES,

fetal, and adult cells have been used for NT. It has been

suggested that the age of an adult somatic donor cell

could be transmitted to the clone. Such belief origi-

nated from a study showing that Dolly and other

cloned sheep had shorter telomeres compared to age-

matched controls [116]. The belief was later empha-

sized by the premature death of Dolly. However, several

studies in cattle and mice showed that telomere length

was normal in clones; telomerase activity was found

to be reactivated in cloned bovine preimplantation

embryos at similar levels to fertilized controls. Yet,

further studies in sheep showed that indeed clones

have shorter telomeres [117], suggesting that the mech-

anism of telomerase reactivation differs in this species.

Nonetheless, studies have not observed premature

aging in clones produced by SCNT.

Beyond age, a more interesting discussion relies on

the epigenetic differences between donor cells. Differ-

entiated somatic cell types diverge in their gene expres-

sion programs but have similar global chromatin

configurations and modifications, or epigenomes.

However, the epigenome of differentiated cells con-

trasts with that of undifferentiated pluripotent cells.
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It is probably the epigenome features that render one

cell more amenable to reprogramming following NT

rather than the cell’s specific gene expression program.

Epigenomes Differentiated cells are different to plu-

ripotent cells in several epigenetic features. Compared

to pluripotent cells, differentiated cells show expansion

of repressive domains marked by H3K9me3 and

H3K27me3 [118]. Similarly, differentiated cells show

hypermethylated DNA compared to ES cells [119] and

have lower levels of histone acetylation, consistent with

heterochromatin configurations [120]. In agreement,

electron microscopy showed that ES cells have dis-

persed global chromatin architecture, while the chro-

matin of the differentiated cells is more compact [121].

The epigenome of a differentiated cell can be

reverted to that of an ES cell by overexpression of

master-regulatory genes of pluripotency, thus forming

iPS cells [19]. It has been shown that iPS and ES

cells have similar global DNA methylation

[20, 119] and similar global levels of the histone mod-

ifications H3K4me3, H3K9me3, and H3K27me3

[118, 119, 122].

Differentiated Versus Undifferentiated Donors It is

generally postulated that an inverse relationship exists

between the differentiated state of a donor cell and its

“reprogrammability.” This hypothesis is based on NT

efficiencies obtained with different types of donor

nuclei ranging in their differentiation status from the

totipotent zygote to the terminally differentiated cell.

It has been suggested that a small proportion of

somatic stem cells are present in a tissue sample, and

these cells, rather than differentiated cells, account for

the successful cases of SCNT. Studies were performed

to test whether terminally differentiated cells are

“clonable.” First attempts to clone mice with donor

lymphocyte cells failed [123]. Thus, a two-step NT

procedure, in which ES cells are derived from cloned

embryos and used for embryo tetraploid complemen-

tation, was later adopted for lymphocyte and olfactory

neurons, resulting in viable mice offspring [124, 125].

Later on, cloned mice were produced by direct NT of

T lymphocyte cells, albeit with a very low efficiency

[126]. These results show that terminally differentiated

cells can be cloned, but does not reject the possibility

that less differentiated cells might be better donors.
In contrast to terminally differentiated cells, blasto-

meres give high frequencies of development after NT.

Yet, the developmental potential of donor blastomeres

decreases as the cleavage stage of the embryo increases.

In mice, a gradual decline is observed from the 1- to the

4-cell-stage embryo followed by a steep decline from

the 4- to the 8-cell stage, remaining low thereafter

(reviewed in [127]). In cattle, such a significant decline

in developmental potential is observed after the 8-cell

stage (e.g., [13]). Apparently, the greatest decline in

developmental potential after blastomere NT occurs

following embryonic genome activation.

Literature reviews on NT generally support that ES

cells are better than somatic cells in terms of the devel-

opmental potential of the reconstructed embryos. This

view is based on experimental evidence gathered from

a few early studies in mice, where good outcomes were

achieved using ES cells as donors [108, 109, 112]. In

these studies, the cloning efficiency (here defined as

development to term after blastocyst transfer to surro-

gate females) ranges from 8% to 21%. These values are

much higher than those obtained previously with

SCNT by Wakayama and colleagues, where cloning

efficiencies ranged from 0.4% to 1.6% using cumulus

cells [128] and fibroblasts [129], respectively. Other

studies also found similarly low mice cloning efficien-

cies (0–2.5%) with fibroblast cells (e.g., [130]).

However, lower efficiencies (0–5.4%) were also

reported with ES cell donors (e.g., [111, 113–115]).

These studies question whether ES cells have indeed

better developmental potential than somatic cells fol-

lowing NT and suggest that major reviews are relying

too heavily on positive results while overlooking the

negative ones. In a critical review, Oback and Wells

[127] argue that postimplantation sample sizes are

generally small in animal cloning and thus insufficient

to draw robust conclusions. Furthermore, they claim

that many confounding factors exist in nuclear transfer

experiments, rendering comparisons difficult. These

factors include cell line and sex, confluency of donor

cell culture, cell-cycle, passage number, and nuclear

transfer procedure. Oback and Wells conclude that to

determine whether ES cells have a better developmental

potential than differentiated cells, it is necessary to

carry out large NT experiments in which ES cells and

the same cells induced to differentiate prior to NT are

directly compared while keeping other parameters
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constant. Taken together, the published data are incon-

clusive but suggest that ES cells give better cloning

efficiencies than somatic cells. Indeed, only one study

directly compared the developmental potential of ES

cells to somatic cells, resulting in a cloning efficiency of

about four times greater with ES cells [112].

According to Jaenisch’s group, the cloning efficien-

cies with ES cells are 10- to 20-fold higher than with

somatic cells after embryo transfer [76]. These authors

have proposed that ES cells have better developmental

potential following NT because they are undiffer-

entiated and thus require less reprogramming than

differentiated cells [76]. For instance, ES cells already

express pluripotency-associated genes such as Oct4,

Nanog, and Sox2, needed for early embryogenesis. In

contrast, these genes need to be reactivated in differen-

tiated cells. A second hypothesis could be that ES cells

can be more easily reprogrammed as they have overall

open chromatin configurations compared to differen-

tiated cells, which typically have compact heterochro-

matin. The open and accessible chromatin of ES cells

might facilitate the binding of nuclear remodeling fac-

tors found in the oocyte’s cytoplasm.

Unfortunately, ES cells cannot be stably derived in

livestock species yet. However, it is probably a matter of

time until the mechanism and factors that govern

pluripotency are discovered in these species. When

derivation of ES cells in farm animals becomes possible,

it would be of interest to further test their developmen-

tal potential compared to that of somatic cells follow-

ing NT.
Differential Organelle Contribution

During fertilization, the oocyte and sperm each con-

tribute a haploid set of chromosomes to form a diploid

zygote. However, most of the cytoplasm and organelles

are inherited from the oocyte. Among these are

mitochondria, with their own genetic material. An

exception to this is the centrosome, which is partly

contributed by sperm. The differential contribution

of the centrosome and mitochondria can affect NT

outcomes. These contributions can be altered by the

method used to transfer the donor chromatin.

Centrosome Inheritance The centrosome is the

main microtubule-organizing center (MTOC) of
animal cells involved, among other functions, in assem-

bly of the mitotic spindle for cell division. This organ-

elle is composed of two centrioles surrounded by

abundant centrosomal proteins, which are often

referred to as pericentriolar material (PCM). The cen-

trosome is replicated during the S phase of the cell cycle

from material stored in the cytoplasm. Mammalian

oocytes have no centrioles but contain PCM that is

recruited by the sperm centriole after fertilization,

restoring a functional centrosome. Mice, however, are

acentriolar until late preimplantation stages, achieving

embryo cleavage by using maternal MTOCs.

In SCNT, the MTOCs associated with the oocyte

meiotic spindle are removed while the centrosome

from the donor cell is introduced [131]. It is not well

understood the composition of the donor centrosome

once within the recipient. Also, it is unclear whether the

donor centrosome recruits leftover PCM from

the recipient oocyte [131]. Nevertheless, it is thought

that the donor centrosome needs to be remodeled

into a zygotic centrosome for normal embryonic

cleavage [131].

Centrosomes from donor cells at S phase might be

reduplicated following oocyte activation in the subse-

quent S phase [132]. This would lead to the formation

of extra spindles followed by aberrant segregation of

chromosomes, a phenomenon frequently observed

with S-phase donors. Even when using G0 donors,

35% of bovine reconstructed embryos had abnormal

cleavage correlated with abnormal centrosome number

and distribution [133]. This suggests that providing

only one centrosome does not guarantee normal cen-

trosome function following NT.

An early NT study in monkeys suggested that

removing the MII meiotic spindle depletes the oocyte

of spindle proteins NuMA and HSET [134]. These

proteins closely associate with maternal chromosomes

and are required for mitotic spindle function. This

study showed disorganized spindles with misaligned

chromosomes in all reconstructed embryos, which

were unable to produce pregnancies. However, in

a later study using a different nuclear transfer proce-

dure, NuMA location and spindle formation were nor-

mal in most reconstructed monkey embryos [135].

Taken together, these results suggest that different

parameters of the NT procedure can affect centrosome

function.
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Mitochondrial Inheritance The mitochondrion is

a special organelle, having a double membrane and

containing its own genome (mtDNA). The main func-

tion of mitochondria is to produce energy in the form

of ATP. Other functions include production of reactive

oxygen species (ROS), calcium signaling, and apopto-

sis. mtDNA encodes for 13 mitochondrial proteins

involved in ATP synthesis, for 22 tRNAs, and for

2 rRNA molecules involved in translating mitochon-

drial proteins [136]. Replication and expression of

mtDNA are regulated by the nuclear genome through

the expression of transcription and replication factors

that translocate into mitochondria.

Mitochondria are maternally inherited because

sperm mitochondria are targeted for destruction

upon fertilization [137]. In SCNT, the donor cell

mitochondria can persist and contribute to the

reconstructed embryo, thus resulting in heteroplasmy

(two different populations of mtDNA). Donor mito-

chondrial contribution is quite variable, ranging from

0% to 59% (reviewed in [138]). A bovine oocyte

contains about 250,000 mitochondria, a 100-fold

compared to a somatic cell [139]. Therefore, high

heteroplasmy probably results from preferential amplifi-

cation of donor mitochondria.

Compatibility between nuclear and the recipient’s

mtDNA seems to play an important role in SCNT. It

has been shown that autologous SCNT (a female donor

cell is transferred to its own enucleated oocyte)

improves the frequency of pre- and postimplantation

development when compared with heterologous SCNT

[140]. Likewise, bovine reconstructed embryos devel-

oped more frequently as the similarity between the

mtDNA haplotype of the donor and of the recipient

cell increased [141]. Moreover, it is thought that the

developmental block commonly observed in interspe-

cies-SCNT embryos is due to genomic-mitochondrial

incompatibilities [142].

Transfer of Donor Nuclei From the above discus-

sion, it is apparent that the method chosen to deliver

the donor chromatin into the cytoplast can have impli-

cations in terms of organelle inheritance of the

reconstructed embryo. By whole-cell fusion, the

donor cell contributes the nuclear and cytoplasmic

material including mitochondria and centrosome,

while nuclear microinjection does not. This would
not seem to be problematic in mice since maternal

MTOCs suffice to form the spindle-chromosome com-

plex during cell division. In livestock species, however,

centrioles function in spindle formation during early

embryo cleavage. Nonetheless, pigs have been cloned

by nuclear microinjection (e.g., [83]), suggesting that

the presence of a centriole is not necessary for embryo

cleavage in pigs. While cell fusion contributes mitochon-

dria and cytoplasm, there is no evidence that either

heteroplasmy or the amount of somatic cytoplasm con-

tributed by a single donor cell is enough to reduce the

developmental potential of the reconstructed embryo.

Cell fusion has been directly compared to nuclear

microinjection in cloning experiments. In pigs and

cattle, greater preimplantation development with the

cell fusion method has been reported [143, 144]. Unless

centrioles are often transferred along with residual

cytoplasm during nuclear microinjection, these results

suggest that centrioles are not strictly necessary for

embryo cleavage, although their presence enhance pre-

implantation development. In mice, conflicting data

have been reported when comparing the two methods.

These mixed results are consistent with the exception

that centrioles are dispensable in mice during preim-

plantation stages. Interestingly, it has been reported

that the quality of blastocyst produced by cell fusion

was better; analysis showed that piezo-assisted micro-

injection can cause DNA damage by shear forces [145].
Activation of Reconstructed Embryos

In mammals, egg activation is achieved when summa-

tion of intracellular Ca2+ oscillations reach a minimum

threshold. Egg activation leading to Ca2+ oscillations is

thought to be triggered by a sperm-specific isoform of

PLC, known as PLC zeta (PLCz), introduced into the

oocyte following fertilization [146]. It has been

suggested that summation of these Ca2+ oscillations

encodes information for directing later development.

For instance, few Ca2+ oscillations lead to decreased

implantation, while excess Ca2+ oscillations, to

increased postimplantation failure in mice [147].

Maturation promoting factor (MPF) also plays an

important role in MII arrest and in regulating Ca2+

oscillations (reviewed in [148]). Inhibiting MPF activ-

ity enhances oocyte activation. Inhibition of protein

synthesis (by cyclohexamide) or inhibition of
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phosphatases (by 6-dimethylaminopurine [6-DMAP])

can decrease the activity of MPF and induce meiotic

progression. These inhibitors are usually combined

with stimulation of Ca2+ oscillations to efficiently activate

reconstructed embryos.However, it is important to bear in

mind that these chemicals have broad spectrum actions

and can interfere with other cellular processes [148].

In the absence of the natural inducer of egg activa-

tion, several artificial methods exist to trigger activation

of reconstructed SCNT embryos, including electrical

pulses, ethanol, calcium ionophore A23187, ionomycin,

strontium, and thimerosal (Thi)⁄dithiothreitol (DTT).

With the exceptions of strontium and Thi/DTT,

the other treatments induce a single Ca2+ oscillation

[149]. Comparisons of several activation methods

in mice cloning could not found a preferred

method [95].

To mimic more physiological activation events,

sperm-mediated activation methods have been used.

Fertilized oocytes were used as recipients, but such

approach has not produced any significant improve-

ment in developmental potential to term in mice

or bovine cloning [150, 151]. To avoid the added

complication of removing the sperm chromatin, an

alternative activation protocol involved directly

injecting the sperm activating factor PLCz, in the

form of mRNA, resulting in long-term Ca2+ oscilla-

tions [152]. This approach improved gene expression

patterns of several genes and reprogramming of the

repressive histone mark H3K27me3 [153]. Therefore,

mimmicking sperm-activation events might improve

reprogramming of the donor nucleus.

Another factor that can be controlled in activation

protocols is the timing of activation following embryo

reconstruction. It is common practice to delay activa-

tion for 1–3 h to extend the time for nuclear

remodeling after nuclear envelope breakdown. This

“nuclear exposure” has been shown to be beneficial

in bovine [104]. However, the effectiveness of this

approach likely varies between species since in mon-

keys, it was shown that development improves by

immediate activation [154].
Culture of Reconstructed Embryos

For animal cloning, the reconstructed embryos can be

directly transferred to a surrogate female or cultured in
vitro to the blastocyst stage followed by transfer. Since

in vitro culture functions as a first filter to select grow-

ing embryos with exclusion of the developmentally

arrested ones, it allows transferring fewer embryos to

surrogates and is, therefore, widely used. Many factors

can be manipulated in an in vitro culture system to

affect the developmental outcome of cloned embryos.

These factors include incubation temperature, media

composition and osmolarity, oxygen tension, culture

substrate, communal or individual culture, embryo

concentration, cocultures, medium renewal, and

embryo stress. Analyzing each of these factors is outside

the scope of this entry, but the reader is encouraged to

read Vajta et al. [155] for a comprehensive review on

embryo culture. Instead, an eccentric culture prefer-

ence of cloned embryos will be highlighted.

Usually, NTexperiments culture cloned embryos in

conditions designed for normal embryos. However, as

discussed during nuclear reprogramming, a cloned

embryo is usually not a normal one. Several reports

support that reconstructed embryos have altered

metabolism and culture requirements compared to

normal embryos (e.g., [77, 156]). For instance, due to

incomplete reprogramming of the donor chromatin,

mice cloned embryos produced with muscle nuclei

overexpress the glucose transporter GLUT4 and thus

exhibit enhanced rates of glucose uptake and benefit

from somatic cell culture media instead of standard

embryo culture media [77]. The benefits of using

somatic cell culture media included improved blastocyst

formation rate and increased total cell numbers in the

resultant blastocysts. These results suggest that normal

embryo culture conditions might subject cloned

embryos to a harsh selection process, while somatic-

like culture media seem to maintain the viability

of reconstructed embryos, allowing them more time to

complete nuclear reprogramming. Nonetheless, sequen-

tial use of different embryo culture media has been

shown to dramatically improve blastocyst development

of mice reconstructed embryos [156]. Taken together,

culture media for reconstructed embryos should be

optimized to match the donor cell preferences.
Perinatal/Neonatal Care

Once cloned blastocysts have been transferred to

surrogate animals, work is usually limited tomonitoring
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the progress of pregnant surrogates of livestock species.

However, it is important to bear in mind that cloned

animals are prone to suffer health problems arising

from epigenetic errors caused by incomplete nuclear

reprogramming of the donor chromatin. Respiratory

difficulties seem to be the main problem in cloned neo-

nates. Other health problems include myoarthroskeletal

malformations and metabolic abnormalities. It is advis-

able that cloned neonates are regarded as being at high

risk [157], and thus, intensive care should be provided

to increase survival. Some studies suggest that veteri-

nary intervention during the perinatal and neonatal

periods can improve the survival rates of cloned live-

stock animals (for a review, see [158]).

Perinatal care involves monitoring readiness for

birth, induced parturition, and induction of final pul-

monary maturation. For yet unclear reasons, pregnan-

cies of cloned fetuses often extend beyond the normal

gestation period [157]. While this might indicate that

cloned fetuses require more time in utero to complete

maturation, prolonged gestations are associated with

increased birth weight, dystocia, and increased mor-

bidity and mortality [157]. To prevent these problems,

induction of parturition is commonly carried out. In

parallel, to aid pulmonary maturation, pharmaceutical

drugs are often administered to promote production

of lung surfactant necessary for alveoli inflation. Due

to respiratory deficiencies, cloned neonates can

quickly become hypoxic and acidotic. Lack of

vigor and weak suckling reflexes are other common

symptoms of cloned neonates. Thus, intensive care of

the cloned neonate is crucial, even for preventative

measures. Good care practice includes providing

oxygen for at least one hour, heat, mechanical ventila-

tion for more severe cases, and monitoring blood

parameters [158].

Improving Development

From the above discussion, it is clear that veterinary

science can play an important role in the management

of pregnancy and neonatal care to improve the survival

rate of cloned animals. In the laboratory, researchers

have attempted many things to improve cloning effi-

ciencies. The two most promising areas that have

yielded the best results are chromatin remodeling treat-

ments and embryo aggregation.
Chromatin Remodeling Treatments

Relaxation of the donor chromatin could enhance the

reprogramming of the donor nucleus. To this end,

a few different approaches have been implemented to

treat donor nuclei or SCNT embryos. Well-defined

chemical treatments include trichostatin A (TSA) and

5-azacytidine (5-Aza).

Early in the mouse zygote, both parental genomes are

rich in histone acetylations, suggesting that these epige-

netic marks are important for reprogramming. Treatment

of donor cells with TSA, a histone deacetylase inhibitor,

has been used to increase histone acetylation and promote

opening of the chromatin. Such treatment led to increased

development to blastocyst stage in bovine [159]. Later on,

optimized TSA treatments resulted in significant

increases (up to tenfold) in development to term com-

pared to untreated groups in mice cloning (e.g., [160]).

Remodeling of the donor chromatin with TSA has been

the single most important innovation for improving

consistently the efficiency of SCNT [95, 161].

DNA methylation patterns have been observed to

be abnormally high in cloned embryos [36], and there-

fore, some researchers have attempted to correct this

epigenetic abnormality by treating the donor cells with

5-Aza, a DNA demethylating drug. Such treatment,

however, has led to poor blastocyst development

[159]. A similar decrease in developmental potential

was also observed when using 5-Aza in cloned embryos

at the 2-cell stage [162]. It is thought that such failure is

due to the effects of 5-Aza on massive DNA demethyl-

ation and subsequent DNA rearrangements and forma-

tion of pronuclei [163]. Chromosomal abnormalities

resulting from 5-Aza treatment would be consistent

with the regulatory function of DNA methylation

on chromosome stability. These unsuccessful results

also suggest that following fertilization, active global

demethylation of the sperm chromatin must be well

regulated to prevent chromosomal damage. Indeed, the

sperm genome retains somemethylated regions includ-

ing centromeres, which contribute to chromosomal

stability. When 5-Aza and TSA are used together, how-

ever, a synergistic effect has been observed in cloned

bovine preimplantation development compared to

TSA treatment alone [164].

Another approach to induce chromatin relaxation

involves using cell extracts from Xenopus eggs to treat
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differentiated donor cells prior toNT. The rationale is that

many of the reprogramming factors present in the mam-

malian oocyte might also be present in the frog egg. This

approach showed a significant increase in development to

term in sheep [165]. Treated cells had lower global levels

of the heterochromatic epigenetic mark H3K9me3,

thus probably contributing to more relaxed chromatin

configurations and to improved cloning efficiencies.

Notoriously, somatic cells have even been preheated

at nonphysiological temperatures prior to NT in order

to relax higher order chromatin; however, development

to term was not significantly higher than nontreated

control [166].

Overall, when the “right” treatment is used (such

as TSA), remodeling of donor chromatin appears

to improve development of cloned embryos. A better

understanding of chromatin remodeling following fer-

tilization or NTmight help design a “cocktail” of drugs

to efficiently remodel the differentiated chromatin of

somatic donor cells.
Embryo Aggregation

Two hypotheses exist supporting the rationale of

embryo aggregation. One involves the community effect

in which the ability of a cell to take a specific differen-

tiation pathway is enhanced when more neighboring

cells are differentiating in the same way [167]. Since

cloned embryos tend to have lower cell numbers than

fertilized controls, at least in mice [168], the community

effect obtained by aggregation might enhance the

formation of the ICM and/or TE lineage [169]. The

second hypothesis involves epigenetic embryo comple-

mentation [168, 170]. While the aggregated embryos

are genetically identical, reprogramming defects of one

embryo can be compensated by another embryo,

and vice versa. Although embryo complementation is

largely unknown, it is thought that cell-cell communi-

cation between blastomeres, by permeable gap

junctions or by autocrine and paracrine factors, com-

pensates for deficiencies between blastomeres [170]. It

is possible that both hypotheses work together since

greater cell numbers will increase the opportunities for

epigenetic embryo complementation.

Aggregation of four-cell cloned embryos improved

developmental potential and gene expression. In mice,

expression of Oct4 increased to normal levels, the
number of cells was higher at the blastocyst stage, and

development to termwas increased eightfold compared

to single-clone embryos [168]. In bovine, embryo

aggregation resulted in blastocysts with double the

number of cells and in upregulation of a subset of

differentially expressed genes involved in transcription,

biosynthesis, and signaling compared with single-clone

embryos [170]. Overall, embryo aggregation is an

interesting approach to improve the quality of

a cloned blastocyst.

RNA interference

While this entry was in production, an article was

published in which mice cloning efficiencies were

increased tenfold and the gene expression of the resul-

tant offspring was similar to IVF controls [171]. Such

impressive outcome was simply achieved by knock-

down of a single gene, Xist, by RNA interference. This

study showed that cloned mouse embryos usually

undergo permature overexpression of Xist as well as

aberrant X chromosome inactivation. Although regu-

lation of X chromosome inactivation differs between

mammals [172], cloned bovine embryos were also

observed to overexpress Xist [173]. Therefore, the

next logical step would be to try the same Xist knock-

down approach in livestock species.

Summary Points

● SCNT involves using a somatic donor nucleus and

an enucleated oocyte to produce an animal geneti-

cally identical to the donor.

● The first NT experiments were carried out in 1928,

the first successful SCNTs in the late 1950s, and the

first cloned adult mammal (Dolly) in 1996.

● Basic research in the nuclear reprogramming mech-

anism following SCNT could yield transferable

knowledge to produce iPS cells safer for regenera-

tive medicine. Realistic pharmaceutical/agricultural

applications of SCNT include production of trans-

genic animals and cloning prizewinning animals for

breeding purposes.

● NT is commonly carried out with micromanipula-

tors, although micromanipulator-free NT is possible

and effective. NT steps include oocyte maturation,

enucleation, nuclear transfer, fusion, activation,

embryo culture, and embryo transfer.
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● Common problems in SCNT include low cloning

efficiencies and developmental abnormalities. The

placenta is mostly affected by the technique.

● Problems in SCNT probably originate from incom-

plete reprogramming of the donor chromatin.

Faulty chromatin reprogramming in cloned

embryos includes hypermethylated DNA and

increased H3K9me3, especially in the TE.

● Gene expression reprogramming is usually aberrant

in cloned embryos, with differences between spe-

cies. Pluripotent genes often fail to be reactivated in

mice, although reactivation is normal when ES cells

are used as donors. Fewer markers exist to assess

reprogramming of pluripotency and TE lineage in

livestock species, and the existing data are rather

conflicting. Imprinted genes are often deregulated

and differentiation-associated genes incompletely

silenced.

● MII oocytes are the best recipients as they have high

MPF levels. Reprogramming factors are lost when

enucleating interphase recipients, which also have

low MPF levels.

● Donor nuclei can be in G0, G1, orM phase of the cell

cycle. No specific cell type has been found to be

advantageous for NT; however, inconclusive data

suggest that ES cells are superior donors than

somatic cells.

● Centrosomal structures are recovered by introduc-

tion of centrioles along with donor cell in livestock

species, although normal spindle function is not

always observed in reconstructed embryos.

● Increased compatibility between genomic DNA and

mtDNA is beneficial for SCNT.

● In livestock species, cell fusion appears to result in

better development than nuclear microinjection,

consistent with centrosomal function recovery.

● There is no preferred method for oocyte activation.

● Normal embryo culture media are not optimal for

reconstructed embryos.

● Cloned neonates are at high risk, and thus, intensive

care should be provided to improve survival.

● Remodeling of the donor chromatin with TSA has

been the single most successful innovation for

improving consistently the efficiency of SCNT.

● Aggregation of cloned embryos seems to improve

embryo quality by two working models: community

effect and epigenetic embryo complementation.
● X chromosome inactivation appears to be

deregulated in cloned embryos and correcting this

by Xist knockdown can dramatically improve

development.

Future Directions

Although efforts are being made toward dissecting the

mechanism and the factors that bring about nuclear

reprogramming of the donor chromatin, scientists

are still quite far away from gaining a clear understand-

ing. Even if there is general consensus that the

low efficiency of SCNT originates from faulty nuclear

reprogramming, there is no common agreement

in where the bottleneck is. Does it lie in the

reprogramming of the trophectodermal lineage or is

the pluripotent lineage to blame? Is deregulation of

imprinted genes the culprit of low cloning efficiencies

or is it the incomplete silencing of differentiation-

associated genes? Is incomplete remodeling of the

overall chromatin structure preventing the SCNT

technology from thriving? Does the bottleneck lie in

the misregulation of X chromosome inactivation?

Perhaps all these are contributing factors responsible

for the low SCNToutcomes. Unlessmuch further efforts

are dedicated toward understanding the mechanism

of nuclear reprogramming inside the oocyte, scientists

will not have clear answers to such questions. The

great improvement in cloning efficiencies observed with

TSA treatment and Xist knockdown gives much hope

and emphasizes that innovations can radically improve

the technology.

In basic science, SCNT is not limited to nuclear

reprogramming. For instance, SCNT interferes

with centrosomal function in livestock species, and

more research is needed to understand donor centro-

some behavior, spindle formation, and embryo cleav-

age following NT in these species. SCNT can also

provide insight into genomic-mitochondrial interac-

tions, the effects of heteroplasmy, and preferential

mitochondrial amplification. Such studies might war-

rant a change in technique such as the method by

which the donor chromatin is delivered into the

cytoplast.

As the science behind SCNT will be better under-

stood through years of research, it is likely that the

outcomes of this technology will closely match those
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of IVF. When that day comes, widespread use of SCNT

technology in livestock species would be feasible. How-

ever, being an artificial reproductive technology, SCNT

is surrounded by ethical issues and regulations that

should be fully contemplated to ensure good use of

the technology for the benefit of society.
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Glossary

Anchorage failure moment Anchorage failure at the

point of failure. Also described as anchorage strength.

Base bending moment Wind-induced force acting on

the base of the shoot or the anchorage system. Also

described as leverage force.

Brackling Lodging resulting from buckling of the

upper half of the stems.

Crop management Agronomic methods of growing

crops.

Failure wind speed Wind speed at which a plant will

lodge.

Hagberg falling number (HFN) Measure of bread

making quality.

Lodging Permanent displacement of cereal stems from

their vertical position.

Lodging-proof ideotype Plant dimensions required to

achieve a lodging-return period of 25 years.

Necking Lodging resulting from buckling of the stem

just below the ear.

Plant growth regulators – (PGRs) Chemical growth

regulators that reduce the rate of stem extensions.

Root lodging Lodging resulting from failure of the

anchorage system.

Stem failure moment Stem strength at the point of

failure. Also described as stem strength.

Stem lodging Lodging resulting from buckling of the

lower stems.
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Definition of the Subject

Lodging is the process by which the shoots of small

grained cereals are permanently displaced from their

vertical stance. Lodging limits yield potential and

reduces grower profits, but it is difficult to control

because it is a complex process that is influenced by

many factors including wind, rain, topography, soil

type, previous crop, crop management, and disease.

Significant progress was made during the 1950s,

1960s, and 1970s to reduce lodging risk by the intro-

duction of semi-dwarf varieties. The reduced lodging

risk of these shorter varieties enabled them to respond

to greater amounts of fertilizers and this was a signifi-

cant reason for the steady improvement in global cereal

grain yields starting in the late 1960s. However lodging

is still a major problem in many countries and there is

an urgent need to improve lodging resistance to further

increase the yield of cereal species.

Introduction

Lodging is the permanent displacement of cereal stems

from their vertical position (Fig. 1) and usually only

occurs after the ear or panicle has emerged. This can

reduce yield by up to 80% and causes several knock-on

effects including reduced grain quality, greater drying

costs, and slower harvest. It is a problem that limits

cereal productivity in both developed and developing

countries.

Lodging is a complicated phenomenon that is

influenced by many factors including wind, rain,

topography, soil type, previous crop, husbandry, and

disease. It is frequently associated with conditions that

promote plant growth such as an abundant supply of

nutrients. Significant progress was made during the

1950s, 1960s, and 1970s to reduce lodging risk by the

introduction of semi-dwarf varieties. These shorter

varieties had a greater lodging resistance and could

respond to greater amounts of fertilizers. For these

reasons the introduction of semi-dwarf varieties was

one of the most significant reasons for the steady

improvement in grain yields starting in the late 1960s,

which has resulted in cereal yields increasing by as

much as 1 t ha�1 per decade in western Europe and

0.5 t ha�1 in many American and Asian countries [1].

The continued improvement in yields in some
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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Lodging in wheat
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countries has been significantly aided by the use of

plant growth regulators (PGRs) that further reduce

crop height making cereals evenmore resistant to lodg-

ing. Four major types of PGRs have been introduced

including chlormequat chloride during the mid-1960s,

ethephon during the late 1980s, trinexapac-ethyl during

themid-1990s, and prohexadione-calcium in the 2000s.

In France, Germany, and the UK, which have among the

highest cereal yields in the world, PGRs are now applied

to more than 70% of wheat area (W. Rademacher 2004,

personal communication).

Dwarfing genes and PGRs have been very effective

tools for reducing lodging risk and maintaining steady

improvements in yield. However, they have not eradi-

cated lodging and there is evidence that farmers will

not be able to rely on these tools for further reductions

in lodging risk in order to counter the escalating lodg-

ing risk resulting from continued yield increases. Sev-

eral studies have shown that yield is reduced when

crops are shortened too much [2–7]. The reduction in

yield appears to be exacerbated by high temperatures or

drought stress. Several of these studies indicate that the

minimum crop height for optimum yield lies between

0.7 m and 1.0 m. Many modern varieties are already

within this height range. While there is scope for fur-

ther shortening with PGRs through sequential applica-

tions, pressure may be brought to bear to reduce their

use because some PGRs leave residues in the grain [8].

It is therefore clear that new methods of improving

lodging resistance in cereals must be developed.
During the 1990s and 2000s collaborative studies by

biologists and engineers have elucidated the mecha-

nisms of lodging in cereals [9]. Crucially it has been

demonstrated that lodging may occur by two mecha-

nisms: stem lodging and root lodging. These studies

have culminated in models of the lodging process

which help to understand how the plant interacts

with its environment during the lodging process and

identifies the most important plant traits that must be

targeted to improve lodging resistance. Several studies

have also explained how variety, sowing date, seed rate,

nitrogen fertilizer, and PGRs affect lodging. This

improved understanding offers the prospect of design-

ing a lodging proof ideotype for cereals which may be

achieved through a combination of crop management

and plant breeding. This entry on lodging resistance in

cereals describes (1) the impact that lodging in different

cereal species has on crop yield and grain quality,

(2) the mechanisms of the lodging process, (3) the

effect of cultivar choice and cropmanagement on lodg-

ing resistance, and (4) prospects for improving lodging

resistance. This entry is intended to be a concise sum-

mary of the most important aspects of lodging resis-

tance in cereals, and for a more comprehensive review

readers are directed to Berry et al. [10].

Impact of Lodging on Grain Yield and Quality

Grain Yield

Lodging can reduce cereal yield by reducing the grain

size and number or through reducing the amount of

crop that can be recovered at harvest. This section deals

only with physiological reductions in yield associated

with lodging. The greatest lodging-induced reductions

in grain yield occur when crops are lodged flat at

anthesis or early on in grain filling. Yield reductions

from this type of lodging have been reported to reduce

yields of wheat by [11] 31–80% [12], barley by 28–65%

[13–15], oats by 37% [16], and rice by 38% [17]. All of

the above studies, apart from Easson et al. [12], artifi-

cially lodged the plants. This was achieved by growing

the plants through wire netting and then moving the

wires to effect lodging. This method has the advantage

of lodging the crops at specific dates and at different

angles, but may induce damage not normally incurred

with natural lodging. Easson et al. [12] compared the

yields of crops grown at high seed rate, which lodged
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Sprouting in a lodged wheat crop
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naturally, with those at low seed rate, which experi-

enced negligible lodging.

Smaller yield losses have been observed when the

angle of lodging is less than 90� from the vertical.

Lodging at 45� causes between one quarter and one

half of the yield losses incurred from 80� lodging in

wheat [18], barley [14], and oats [16]. Smaller yield

losses also occur when lodging occurs at a later stage of

development. Artificial lodging at the ear emergence,

milk, soft dough, and hard dough stages reduced yield

by 31%, 25%, 20%, and 12%, respectively [11]. Stapper

and Fischer [19] supported these observations by

showing that about 0.5% of the potential yield was

lost for each day of the grain filling period that a crop

was lodged flat. Crops that lodge before anthesis often

have smaller yield losses than crops that lodge soon

after anthesis [18]. This appears to be associated with

the upper one of two internodes bending upward to

partially re-erect the crop. Crops that lodge after anthe-

sis have completed stem extension and are unable to re-

erect themselves. In natural situations, the re-erected

crops are very unstable and are usually re-lodged by

unexceptional weather conditions [12].
Grain Quality

Artificial lodging has been observed to cause significant

reductions in grain quality in terms of the bread mak-

ing quality (measured as the Hagberg falling number

[HFN]), individual grain weight, and the specific

weight of the grain [10]. Lodging increases the likeli-

hood of grain sprouting in the ear due to the more

moist environment (Fig. 2) and this reduces HFN.

Lodging induced during early grain filling reduced

grain quality by reducing the HFN from 289 s to

114 s, reducing individual grain weight from 42.2 mg

to 37.2 mg, and reducing specific weight from 70.3 kg/hl

to 65.8 kg/hl. Lodging after early grain filling caused

smaller effects on quality. A HFN of at least 250 s is

required to produce good quality bread. Similar effects

on grain weight and specific weight have also been

observed in wheat [11, 20], barley [13, 21], and oats

[22]. In the UK, the harvest year of 1992 was a severe

lodging year with 16% of the wheat area lodged [23]. In

this year the national average HFN fell from a 5-year

average of 287 s to 254 s, thus significantly reducing the

amount of bread making grain produced in this year.
Also in this year, the specific weight of wheat grains fell

from 77 kg hl�1 to 73 kg hl�1 and the number of small

grains (<2.0 mm) increased from 1.9% to 2.6% [24]. It

is likely that at least a proportion of these effects were

caused by the greater than usual lodging experienced in

this country during this year.
Mechanisms of Lodging

Lodging can either occur through stem buckling (stem

lodging) or displacement of the roots within the soil

(root lodging) (Fig. 3). During stem lodging the roots

are held firmly in a strong soil and the wind force

buckles the stem. Stem lodging can occur due to buck-

ling of the lower internodes. Buckling of the middle

internodes is commonly known as “brackling” and is

often observed in barley (Fig. 4) [25] and oats. Buck-

ling of the peduncle just below the ear is known as

“necking” and occurs most frequently in barley [26].

Root lodging becomes more likely when the anchorage

strength is reduced by weak soil or poorly developed

anchorage roots. Rainfall can reduce soil strength by

several fold and has an important influence on the

anchorage strength of cereals.

Very few observations have been reported of

the lodging process as it occurs and conjecture exists

as to whether stem lodging or root lodging predomi-

nates in cereals. Wheat and barley have been observed

to root lodge [27, 28] and to stem lodge [25]. However,

recently a quantitative understanding of root and shoot
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Wheat plants leaning as a result of root lodging

Lodging Resistance in Cereals. Figure 4

Brackling in barley
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lodging has been developed for wheat and barley show-

ing that both types of lodging are possible depending

on the circumstances of a particular crop [29, 30]. This

has been confirmed in wheat by direct observations

of both mechanisms occurring during wind-tunnel

experiments on field-grown winter wheat [31].

The lodging models described by Baker et al. [29]

and Berry et al. [30] calculate the wind-induced base

bending moment of a shoot from plant characteristics

and meteorological data. The base bending moment is
then compared to the failure moments (strength at the

point of failure) of the stem base and of the anchorage

system. Stem lodging is assumed to occur when the

base bending moment of a single shoot exceeds the

failure moment of the stem base. Root lodging is

assumed when the base bending moment of all the

shoots belonging to a single plant exceeds the

failure moment of the anchorage system. The following

sections describe current understanding about

how the components of lodging (base bending

moment, stem failure moment, and anchorage failure

moment) may be calculated and what factors influence

them.
Base Bending Moment

The wind-induced force acting on the upper sections of

a shoot or plant results in a bending moment at the

plant’s base. This can be described as the shoot leverage.

The coherent waving of cereal shoots, apparent even in

light winds, provides evidence that cereal shoots are

subjected to varying forces and illustrates the impor-

tance of including the shoot’s motion in any calculation

of the applied base bending moment. Baker [32]

attempted to account for the dynamic nature of shoot

movement by considering the forces that act on an

idealized shoot and assuming that the shoot’s move-

ment could bemodeled as damped harmonic oscillator.

The theoretical modeling work described in [32]

and [29], which was later validated in wind-tunnel

experiments using field crops [31], showed that the

wind-induced base bending moment of wheat could

be calculated from a range of environmental and plant

inputs. These include: the wind speed at crop height,

the natural frequency of the shoot (rate at which

it oscillates), the damping ratio of the shoot (which

describes the rate at which oscillations die out),

the height at center of gravity of the shoot, and

the projected area and drag coefficient of the ear.

These parameters can be used to estimate the bending

moment at the base of the shoot for a shoot with a

stiff stem such as wheat. Additional parameters are

required to estimate the bending moment of more

flexible stems such as for barley and include the flex-

ural rigidity of the stem and its fresh weight. A method

for calculating the bending moment of flexible stems is

described in [30].
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Anchorage Failure Moment

There is uncertainty about the exact mechanism of

anchorage failure in cereals due to the obvious diffi-

culty associated with observing the process in field

conditions. Ennos [33] showed that anchorage failure

of spring wheat involved bending of the crown roots

and resistance to axial movement through the soil.

Crook and Ennos [27] showed that the upper portions

of the crown root system of winter wheat form a cone

(Fig. 5) and anchorage failure occurred when the root-

soil cone rotated at its windward edge, the soil inside

the cone moved as a block and compressed the soil

beneath. This idea supported earlier observations by

Pinthus [34], who showed that a wider angle of root

spread was related to greater resistance to root lodging.

Easson et al. [35] suggested that winter wheat roots

acted like ropes to withstand root lodging and that

anchorage strength would therefore be a function of

the tensile strength of the roots on the windward side of

the plant.

The model developed by Crook and Ennos [27] has

been tested and calibrated with field experiments on

wheat [29] and on barley [30] (Fig. 6). These experi-

ments showed that the anchorage strength was linearly

related to the product of the diameter of the root cone

cubed, the shear strength of the surrounding soil, and

a constant specific to wheat or barley. The size of the
Lodging Resistance in Cereals. Figure 5

Upper portions of the root system of winter wheat
root plate is identified by the parts of the crown roots

that are surrounded by a rhizosheath. The rhizosheath

is a dense mat of hairs that cover the upper sections of

crown roots. These sections of roots have been shown

to have an outer ring of lignified tissue in addition to

the lignified central stele [27], which is why the

rhizosheath can be used to estimate the length of root

that provides anchorage.

The observation that anchorage strength was line-

arly related to the spread of the diameter of the root

cone for both wheat and barley strongly suggests that

both species have the same mechanism of anchorage

failure first described by Crook and Ennos [27].

However, it was apparent that the constant factor was

different between species with a value of 0.39–0.43 for

wheat [29, 30] compared with 0.58 for barley demon-

strating a greater anchorage strength for a given root

plate spread for barley. This may have been caused by

the greater number of stems per mm of root plate for

barley compared with wheat. Up to 20 mm of the stem

base is below ground, so it seems likely that a greater

number of stems will increase the rotational resistance

of the anchorage system.

A model of soil strength developed by Baker et al.

[29] showed that variation in clay content, moisture

content, and compaction that is normally found within

farmer’s fields could each be expected to alter the soil
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Lodging Resistance in Cereals. Figure 6

The product of soil shear strength (s) and root plate spread

cubed (d3) plotted against failure moment (BR) for winter

barley (ο; y = 0.58x, R2 = 0.95) and for winter wheat

(5; y = 0.39x, R2 = 0.69) (Adapted from [30])
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shear strength by several fold. This indicates that the

state of the soil is likely to be of paramount importance

for determining lodging given that it has been

predicted in the anchorage model described above to

be directly proportional to anchorage strength.

Stem Failure Moment Assuming that a typical stem

can be considered to be analogous to a cylinder, Baker

[32] showed that the stem failure moment (BS) can be

expressed as:

BS ¼ spa3

4
1� a � t

a

� �4
� �

where s is the stem failure yield stress (material

strength), a is the external radius of the stem, and t is

the wall thickness. This formula assumes that the pith

in the center of the stem does not contribute to the

structural properties of the stem. Experiments by

Neenan and Spencer-Smith [25] have shown that the

stems of wheat and barley buckle at a certain critical

ratio of radius of curvature to the outside diameter of

the stem. Buckling was shown to occur suddenly with

negligible amounts of plastic deformation. The Young’s

modulus of wheat and barley was shown to remain

reasonably constant for a range of stem curvatures

which indicates that negligible plastic deformation

occurs and that the limit of proportionality between

the applied stress and corresponding strain is seldom

exceeded. It may therefore be concluded that stem

lodging occurs abruptly and will result in complete

structural failure of the stem.
Influence of Crop and Environmental

Characteristics on Lodging Risk

Lodging is a complex process that involves several

environmental and plant characteristics. Any assess-

ment of the effect of individual characteristics on lodg-

ing risk must account for interrelationships between

characteristics. To date the only study to have achieved

this involves a sensitivity analysis of the lodging model

of Baker et al. [29] and this is described in [9].

This study further developed the model of Baker et al.

[29] to account for spatial non-uniformity between

plants and temporal changes in plant structure during

the growing season. A sensitivity analysis using this

model showed that the risk of stem lodging is
influenced most by changes in stem diameter and the

risk of root lodging is affected most by changes to the

diameter of the root cone (also referred to as the spread

of the root plate) (Fig. 7). In these analyses, the risk of

lodging is measured in terms of the wind speed

required to cause lodging, which is termed the “stem”

or “root” “failure wind speed.” The large effect on

the chance of lodging caused by small changes in the

failure wind speed is illustrated by the probabilities of

experiencing different wind speeds above a UK wheat

crop (Fig. 8).

Methods for Controlling Lodging Risk

Crop Management

Cultivations The use of minimal cultivations or

direct drilling to prepare seed beds have been shown

to reduce lodging compared with more traditional

methods which usually involve plowing to about 20 cm

depth [36]. It seems likely that observations for

direct drilling or minimal cultivations to reduce

lodging are mainly caused directly by increased soil

strength resulting from greater bulk density [37, 38].

The common observations for high bulk density to

impede root extension and increase root thickness

[39, 40] appear to be restricted to sections of the cereal

root system that play little part in anchorage, namely,

the seminal roots or the distal sections of the

crown roots.

Rolling to consolidate the soil is another manage-

ment practice that has been shown to reduce lodging

[34, 41–43]. This can be done immediately after the

primary cultivations or can be done in spring to re-

consolidate the top-soil after it has been loosened by

cycles of freezing and thawing. Berry et al. [43] showed

that rolling a sandy loam in the spring increased shear

strength in the top 5 cm by 25% and this effect persisted

until harvest. No effects were observed on the bio-

mechanical properties of the wheat roots. This study

also showed that rolling before growth stage (GS) 30

[44] reduced lodging, but rolling after GS31 had no

effect on lodging. It was hypothesized that this treat-

ment damaged the extending stems, which encouraged

extra tillering, and these extra shoots countered the

effects of the stronger soil. This theory was supported

by rolling experiments to break cereal stems by

Peltonen and Peltonen-Sainio [45].
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Lodging Resistance in Cereals. Figure 7

Failure wind speeds after 7 mm rain for (a) internode 1 and (b) anchorage. The ranges (0–1) are judged to represent the

combined genetic and environmental range of each parameter within a high yieldingwheat crop (Adapted from [9]). Stem

radius – radius at the mid-point of the lowest internode; stem wall width – wall width at the mid-point of the lowest

internode; stem failure yield stress – material strength of the stem wall of the bottom internode; center of gravity – height

at center of gravity of themain shoot; natural frequency – rate at which the shoot oscillates; ear area – projected area of the

ear; drag coefficient – resistance offered by the ear to wind; damping ratio – rate at which the shoot’s oscillations stop;

shoot number – number of fertile shoots per plant; root spread – diameter of the root plate defined by the thickened

regions of the crown roots; root depth – depth of the root plate defined by the thickened regions of the crown roots
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Sowing Date and Seed Rate The lodging risk of

wheat is almost always reduced by delaying sowing

[19, 46–49]. Pinthus [50] cites two studies that show

reduced lodging in barley when it is sown later, but [47]
observed that early sowings could reduce or increase

lodging in barley. Reducing the number of plants

established also causes a large reduction in the lodging

risk of wheat [12, 19, 48, 51–53], and of barley [54].
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Probabilities of experiencing wind gusts independent of

rainfall (—) and wind gusts with � 7 mm daily rain (‐‐‐)
between mid-June and mid-August within the main

wheat-growing regions of the UK (Adapted from [9])
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The sowing date and seed rate effects described

above are caused by changes to the structure of the

crop. Berry et al. [48] showed that sowing winter

wheat 6 weeks earlier increased both root and stem

lodging risk by increasing the base bending moment

of the shoot by about 30% and by reducing the strength

of the stem base and the strength of the anchorage

system by about 50%. Stapper and Fischer [19] have

shown that early sowing results in a greater number of

extended internodes, and this probably caused the lon-

ger stems which gave rise to the greater base bending

moment. Establishing 200 plants m�2 compared with

400 plants m�2 reduced lodging risk by increasing the

strength of the anchorage system by more than 50%

and the strength of the stem base by 15% [48]. The

increase in anchorage strength more than compensated

for the increase in shoot number on these plants. The

greater anchorage strength has been attributed to sev-

eral morphological changes including more roots per

plant [12], stronger and thicker roots [55], and a wider

and deeper root cone [48].

Sowing earlier or establishing more plants resulted

in weaker stems because the stems were narrower and

had thinner walls [48]. The mechanism by which weak

stems develop is thought to be due to a greater number

of shoots competing for limited photo-assimilate dur-

ing early stem extension, which reduces the dry matter
per unit length of the lower internodes [56]. Sparsely

populated plants have many tillers [57] each of which

develops up to four crown roots from each of their

subterranean nodes. Therefore, it should be of no sur-

prise that establishing fewer plants results in plants

with more crown roots. Thicker and stronger roots

may be caused by the absence of a strong shade avoid-

ance response by the plant, which stimulates a greater

proportion of assimilate to be partitioned to the roots

[58]. Similar effects on anchorage strength were

observed after later sowing as a result of fewer plants

established.

Drilling Depth and Seed Treatment Deeper sowing

has also been found to reduce lodging in barley [50],

but in general published evidence for sowing depth

effects is scarce. This is probably caused by the plants

ability to adjust its crown depth to about 40 mm for

sowing depths of between 40 and 70 mm [59]. This

means that sowing depths over this range are unlikely

to affect the depth of the structural roots. However,

drillingmore shallowly than 40mmmay be expected to

raise the crown and its structural roots, thus weakening

anchorage.

Evidence that altering crown depth can affect lodg-

ing can be found from the effect of seed treatments:

fluquinconazole [60] and triadimenol [61]. Studies on

fluquinconazole showed that it shortened the sub-

crown internode linking the seed to the crown (the

part of the plant where the crown roots and tillers

emerge). This deepened the crown and the depth of

the root plate, which in turn increased anchorage

strength and the resistance to root lodging. Observed

natural root lodging also showed that the plots treated

with the triazole seed treatment were less susceptible to

root lodging [60].

Disease Scott and Hollins [62] showed that wheat

crops with a greater incidence of sharp eyespot

(Rhizoctonia), brought about through inoculation,

had more lodging. It has been shown that severe levels

of either disease can reduce the failure moment of the

lower internodes by between 30% and 40%, thus

increasing the likelihood of stem lodging [10]. Inter-

estingly, slight or medium levels of disease did not

appear to weaken the stems. There is no evidence that

take-all root disease increases the risk of lodging.
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Nutrition An increased supply of available nitrogen

from either mineralization of organic matter or from

inorganic fertilizer has frequently been shown to

increase lodging in wheat [48, 63, 64], barley [26, 65],

and oats [66]. In wheat, the greatest increase in lodging

is usually observed in response to early applications of

nitrogen fertilizer before the onset of stem elongation

[22, 23, 67], with applications after anthesis having no

effect [52]. Contrary to this, Chalmers et al. [66] found

that lodging in winter oats was reduced by applications

of nitrogen before the onset of stem extension com-

pared with later applications at GS30/31.

Both Crook and Ennos [68] and Berry et al. [48]

showed that increasing the nitrogen supply to winter

wheat, through either greater amounts of soil residual

nitrogen at sowing or through larger applications of

fertilizer in the spring, reduced the strength of the stem

base and, to a lesser extent, reduced the strength of the

anchorage system. Increases in crop height were gener-

ally small. Reductions in stem strength could be as

much as 50% when high levels of residual nitrogen

were combined with applications of fertilizer early in

the spring [48]. Greater nitrogen supply almost always

decreases the dry weight per unit length of the basal

internodes of wheat [27, 48], barley [26], oats, and rye

[22]. In relation to this, stem diameter and stem wall

width are also frequently reduced. Berry et al. [48]

showed that high levels of residual nitrogen reduced

the strength of the stem wall material. These findings

were supported by Crook and Ennos [27], who showed

that a component of material strength, Young’s modu-

lus (which approximates to the stiffness of the stem),

was also reduced by more fertilizer in spring. The cause

of these effects may have resulted from a reduced

amount of lignified tissue within the sclerenchyma

zone and the thickness of the sclerenchyma cell walls

[22]. Reductions in anchorage strength in response to

more nitrogen can be linked with fewer roots, which

are thinner with smaller bending and tensile strengths

[55, 68]. Mulder [22] showed that the crown roots of

oat plants supplied with large amounts of nitrogen

were practically free from lignified cells beneath the

epidermis, in contrast with plants supplied with mod-

erate amounts of nitrogen.

In the consideration of nutrition, there should be

a differentiation between the effects that result from

repairing a deficiency and effects resulting from
super-optimal supply. For example, it appears that an

increase in nitrogen will increase lodging risk, but the

mechanism by which this occurs will depend on the

level of nitrogen supply. If a nitrogen deficiency is being

repaired then lodging risk increases because the lever-

age of the shoot and ear increases. It seems likely that

the stem strength, and possibly the anchorage strength,

will be increased by correcting the deficiency but these

effects are outweighed by the greater leverage. Addi-

tional nitrogen increases the shoot leverage by progres-

sively smaller amounts, but lodging risk continues to

rise because the strength of the stem base and root

system begins to decrease as a result of the indirect

effects of shading. It is possible that phosphorus behaves

in a similar way to nitrogen [67]. However, potassium

might be different as the evidence [22, 50, 69] indicates

that it can reduce lodging when repairing a deficiency

and additional amounts have no effect. This may be

due to the important role that this element plays in

regulating the turgor of plant tissues.

Plant Growth Regulators Plant growth regulators

(PGRs) are synthetic compounds that can be used to

reduce lodging in cereal species. They are most com-

monly used for this purpose in north and western

European countries and in North America. In the UK,

89% of the winter wheat is treated with PGRs [70].

PGRs can be classified into twomain groups: inhibitors

of gibberellic acid biosynthesis and ethylene-releasing

compounds. The most commonly used inhibitors

of gibberellic acid biosynthesis in cereal crops are

chlormequat chloride, mepiquat chloride, trinexapac-

ethyl and prohexadione-calcium [71]. Ethephon is the

most commonly used ethylene-releasing compound

used on cereals [72].

Plant growth regulators have been shown to be

a cost-effective method of reducing the incidence of

lodging. PGRs applied before the emergence of the ear

reduced lodging in almost all of the vast number of

published experiments that have studied their effect

and in which lodging occurred, with reductions in the

percentage area lodged of anything up to 70% [10]. The

primary mechanism by which PGRs have been shown

to reduce lodging risk is by reducing crop height, with

height reductions of up to 40% [10]. The variation on

plant height reduction is probably caused by interac-

tions between the type of active ingredient, the cereal
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species together with the stage of plant development,

and the environmental conditions when the chemical is

applied. No evidence has been found for PGRs to

increase the strength of the stem or of the anchorage

system [48, 68], although it must be recognized that

only two studies have investigated the effects of PGRs

by directly measuring stem and anchorage strength.

Chlormequat has been shown to be effective at reduc-

ing lodging in winter and spring wheat, oats, and rye,

but less effective on barley [73, 74]. Barley undergoes

large height reductions in response to a mixture of

ethephon and mepiquat chloride [13, 75].

Summary of Crop Management Effects Many crop

management practices result in large changes in lodg-

ing risk by either affecting the wind-induced leverage of

the shoot, the strength of the stem base, the strength of

the anchorage system, or a combination of all three

mechanisms. Furthermore, the strengths of the stem

base and anchorage system are often changed by differ-

ent amounts for any change in crop management. This

means that certain types of crop management would be

expected to reduce one type of lodging (stem or root)

more than the other. The effects of several crop manage-

ment practices on the risk of stem and root lodging have

been summarized by Berry et al. [76] in terms of

changes to the failure wind speed (Table 1). This

shows that stem lodging is best reduced by sowing on

soils with less residual nitrogen and by reducing
Lodging Resistance in Cereals. Table 1 Effect of crop mana

lodging (Adapted from [60, 76]

Factor

Less soil residual N (116–71 kg N ha�1)

Seed treatment with PGR activity (e.g., Fluquinconazole [60])

Delayed sowing (per week, between 20 September and 1 No

Less plants established (per 100 plants m�2, between 400 an

PGRs (split chlormequat @ GS30/31)

Delayed and less fertilizer N (Target GAI of 5)

Spring rolling (pre-GS30)

aAt 400 plants m�2
and delaying the amount of fertilizer applied in the

spring. Root lodging is best reduced by establishing

fewer plants, using a seed treatment with growth regu-

latory properties and by rolling in the spring to con-

solidate the soil. Delayed sowing and growth regulators

were estimated to reduce stem and root lodging by

equal amounts.
Plant Breeding

The Rht (Reduced height) alleles began to be intro-

duced into wheat varieties during the 1960s and 1970s

and are now part of the germplasm of most high

yielding semi-dwarf varieties. In UK and German

wheats, Rht1 and Rht2 alleles can reduce height by

14–17% independently of each other and by 42%

when in combination [2]. Rht3 can reduce height by

59%, but has not yet been used in commercial varieties.

In the UK, the Rht1 and Rht2 alleles have helped to

reduce the height of wheat cultivars from over 1 m to

about 0.7–0.9 m between the early 1970s and the mid-

1990s. This reduction in height and consequent reduc-

tion in leverage has enabled the amount of nitrogen

fertilizer applied to wheat to be increased from less than

100 kg ha�1 in the early 1970s to nearly 200 kg ha�1

in the 1990s [77] without a dramatic increase in the

incidence of lodging. Pleiotropic effects have further

added to the yield improvements associated with these

Rht genes in wheat. Reduced stem growth rates allow
gement on the wind speed required to cause stem or root

Increase in stem
failure wind
speed ms�1

Increase in root
failure wind
speed ms�1

2.3 (3.9 a) 1.3

0 0.7

vember) 0.5 0.5

d 200 plants m�2) 0.8 1.8

1.4 1.4

1.4 0.8

0 0.8
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Description of a lodging-proof ideotype for wheat grown

in a UK environment as defined in [83]
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more resources to be allocated to the developing ear

which results in a greater number of fertile florets and

grains per year.

In oats, the variety S172, released in 1939, has been

reported to be Europe’s first dwarf cereal variety [78].

However, dwarfness in this and several derived varieties

was associated with small grains and a yield penalty.

Recently varieties have been released that contain the

DW-6 dwarfing gene which was discovered in

a mutation program in Canada [79] and has been

shown to shorten the peduncle [80]. This gene has

been shown to reduce height by 20–75 cm, have thicker

stems, and to reduce lodging by large amounts [81].

Major dwarfing genes are common in spring barley.

The ari-eGP dwarfing gene was found in cvs Golden

Promise and Midas, which comprised over 70% of the

Scottish barley crop from the mid-1970s to early 1980s.

The ari-eGP gene was then superseded by the sdw1

dwarfing gene, such that by 1989 the percentages of

certified seed carrying the sdw1 and ari-eGP genes were

74 and 8, respectively [82].

There is great potential to continue increasing lodg-

ing resistance through further height reductions via the

introduction of more extreme dwarfing genes such as

Rht3 in wheat. However, several studies have shown

that yield is reduced when crops are shortened too

much [2–7]. The reduction in yield appears to be

exacerbated by high temperatures or drought stress.

Several of these studies indicate that the minimum

crop height for optimum yield lies between 0.7 m and

1.0 m, a height which many modern varieties have

already achieved. There is evidence that the same prob-

lem could occur in oats because the DW-6 dwarfing

gene has been associated with small grains, low kernel

content and poor extrusion of the panicles from the

flag leaves in some genetic backgrounds [81]. It there-

fore seems unlikely that much further improvement in

lodging resistance can be made by continuing to

shorten wheat crops and there may be only limited

further shortening possible in other cereal species. As

a result breeders must target other plant traits, namely,

stem strength and anchorage strength, to improve

lodging resistance and counter greater yields.

The lodgingmodel of Baker et al. [29] has been used

with preliminary datasets describing the dry matter

costs of improving traits associated with stem strength

and anchorage strength to estimate the dimensions of
a wheat plant to make it lodging-proof for the least

investment of biomass in the supporting stem and root

system [83]. The characteristics required to give

a crop yielding 8 t ha�1 with 500 shoots m�2 and

200 plants m�2 a lodging return period of 25 years in

a UK environment include a height of 0.7 m, a root

plate spread of 57 mm, and for the bottom internode

a wall width of 0.65 mm, a stem diameter of 4.94 mm,

and a material strength of 30 Mpa (Fig. 9). Observa-

tions of a range of varieties grown in the UK

showed that the root plate of the best variety was

7 mm less than the ideotype target, the widest stemwas

0.5 mm below the ideotype target, other stem character

targets were achieved but not all in one variety, and the

height target was achievable with the use of plant

growth regulators.

It is possible that the lodging-proof ideotype traits

could be achieved because large differences among

wheat varieties have been observed for the traits

that determine stem strength and anchorage strength

[42, 76, 84]. The latter study showed that anchorage

strength could vary from 206 Nmm to 587 Nmm and

stem strength could vary from 122 Nmm to 175 Nmm
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between varieties. These differences were caused by

a combination of wider, deeper root plates and stiffer

roots for anchorage strength, and wider, thicker walled

stems with a greater material strength for overall stem

strength. Subsequent studies using more varieties and

breeding lines showed even greater genetic variation in

the traits which determine stem strength and anchor-

age strength [83, 85]. In barley, differences in culm wall

thickness have frequently been positively correlated

with varietal differences in lodging resistance [86–88].

If oats and barley have a similar level of genetic varia-

tion in stem and anchorage strength as has been

observed in wheat then there appears to be significant

scope for breeders to improve the strength of the stems

and anchorage systems of cereals. However, these traits

are time-consuming to measure; therefore, new tech-

nologies will be required to help plant breeders to

rapidly select them.
Future Directions

The majority of lodging research has concentrated on

wheat. This has enabled models of the lodging mecha-

nism to be developed, which have been used to identify

the critical plant characters, to quantify the effects of

factors on lodging and to elucidate the mechanisms by

which these effects are caused. A rudimentary model of

lodging has been developed for barley, but further work

is required to fully validate this model, particularly the

way in which flexural rigidity of the stem is considered.

Understanding about lodging in other cereals, such as

rice, maize, and oats, lags far behind wheat. In order to

replicate the advances made in wheat the next step

must be to model the lodging mechanisms in these

cereals. This may require fundamentally different

types of lodging model due to the different plant struc-

tures of these species.

Historically reducing crop height has been the main

avenue by which the lodging risk of wheat has been

reduced. However, several studies on wheat indicate

that the minimum height compatible with high yields

is around 0.7 m. This height has been achieved by many

wheat varieties. Crop height also has a major impact on

the structural dry matter requirements for lodging

resistance with each additional centimeter in height

increasing the stem dry matter required by 0.23 t/ha

[83]. Further work must investigate why there appears
to be a minimum height for high yield, whether this

barrier can be overcome and whether the minimum

height for high yield varies between environments.

Preliminary studies with wheat have indicated that

increasing stem strength has a significant dry matter

cost which could compete with the formation of grain

yield [83]. Further work must quantify the dry matter

cost of increasing stem strength, understand the opti-

mum combination of stem diameter, wall width, and

material that is required to minimize the dry matter

cost of increasing stem strength, and quantify the

extent to which this competes with yield formation.

It has been predicted that breeders must increase

the stem strength and anchorage strength of wheat in

order to achieve a lodging-proof ideotype for wheat.

These traits are time-consuming to measure; therefore

methods must be developed for rapidly assessing these

traits. Berry et al. [89] and Keller et al. [90] have

identified more than one quantitative trait loci associ-

ated with these traits and indicated that they are con-

trolled by several genes. Further work will be required

to better understand the genetic control of the traits

associated with lodging and to investigate whether reli-

able genetic markers can be identified which work

across a range of genotypes and environments. Pheno-

typic screens must also be investigated to assess

whether they can offer an alternative method to genetic

markers for selecting germplasm.

Recent work has shown that although a wide

genetic variation for the key lodging traits is present

within UK wheat breeding material [85], few of the

target traits required for complete lodging proof have

been identified. This indicates that a wider range of

germplasm must be assessed to find the target traits.

Currently there is not a reliable method predicting

the likelihood of lodging from earlier stages of crop

development, when growers can alter lodging risk

through their crop management (PGRs, fertilizer,

rolling). Therefore, further research must study the

development of the lodging-associated plant characters

with the objective of predicting lodging from early

assessments of the crop. Any prediction scheme must

predict lodging risk before, or soon after, the onset of

stem elongation to enable growers to alter their crop

management accordingly.

PGRs reduce lodging risk by shortening crops, but

there is little published evidence that they can
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strengthen the stems and anchorage system. Further

research should investigate the effect of existing PGRs

on stem and anchorage strength as well as focusing on

discovering new chemicals that strengthen these traits.
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Glossary

Detritivores (also known as saprophages) They are

heterotrophs that obtain nutrients by consuming

detritus (decomposing organic matter).

Halophyte Salt-loving plants that can be grown at

higher salinities than most traditional crop plants.

IMTA The Integrated Multi-Trophic Aquaculture Sys-

tem (IMTA) is an aquaculture practice in which

excretions of one or more organisms are utilized

by other cultured organisms from different trophic

(nutritional) levels within the system.

Land-based and offshore mariculture systems Two

methods of seawater aquaculture (mariculture);

the former on land and the latter in the ocean.

Polyculture An aquaculture practice which involves

culture of two or more species from the same

or different trophic levels in the same water

reservoir.

RAS Recirculated Aquaculture System (RAS) is an

aquaculture practice for the rearing of aquatic

organisms wherein 90% or more of the water is

recycled within the system.

Sludge Solid/particulate waste that includes, among

other components, feces, uneaten feed, algae and

bacteria, which sinks to the bottom of aquaculture

water reservoirs.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013
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Definition of Subject

The Integrated Multi-Trophic Aquaculture System

(IMTA) is an aquaculture practice in which excretions

of one or more organisms are utilized by other cul-

tured organisms from different trophic (nutritional)

levels. IMTA systems are distinct from polyculture

systems, which involve two or more species from the

same or different trophic levels in the same water

reservoir. In a typical IMTA, the various species are

cultured in separate spatial entities, permitting inten-

sification and optimization of production. The IMTA

concept has been increasingly adopted in modern day

aquaculture, including land-based (Fig. 1) [1–5] and

offshore mariculture [6, 7].

In land-based IMTA systems, seawater is pumped

from the sea to fish or shrimp ponds. A pelleted diet is

the only source of nutrients for the animals in the

system. Nutrient-rich effluent water from these ponds

can take three directions: microalgae ponds,

macroalgae ponds, and constructed wetlands with hal-

ophyte plants. The microalgae can be utilized by filter

feeders such as Artemia or/and bivalves. The

macroalgae can be utilized by macroalgivores such as

abalone or sea urchins, and detritus can be utilized by

detritivores such as mullets, sea cucumbers, or poly-

chaete worms (Fig. 1).

Introduction

The concept of polyculture and IMTA systems is not new.

Such systems of different species of fish, or combinations

of invertebrates and fish, have been existing in ancient

Egypt and China for thousands of years. Artificial enclo-

sures or natural ponds in tidal zones were generally used.

Extensive traditional IMTA and polyculture systems

are still practiced today in various parts of Asia in fresh

and salt water. Rice and fish are cultured together in

China. Earthen ponds, in association with wild or agri-

cultural plants, are used on a wide scale in fish and

shrimp farming in China, Indonesia, Taiwan, Thailand,

Japan, Vietnam, India, the Philippines, and Ecuador. In

Europe, ducks, fish, and crayfish have been raised

together in freshwater ponds. This type of extensive

production has proven sustainable, because it utilizes

organisms that feed on different levels of the food web,

and maintains a clean environment.
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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Schematic design of land-based IMTA systems (con. = constructed)
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The traditional IMTA and polyculture systems are

more environmentally friendly than modern intensive

mono-aquaculture systems. These systems utilize fewer

resources and do not pollute surrounding waters with

waste products, because they generally sustain rela-

tively low stocking densities and do not employ fertil-

izers. Most of them rely on natural production of food.

This concept has increasingly been adopted for modern

aquaculture, including land-based and sea-cage mari-

culture. With dramatic increases in global human pop-

ulation, food demand, and overfishing problems,

traditional extensive aquaculture cannot satisfy present

demand, and much less so the projected future

demand, for sea products.

Modern intensive monoculture systems require

high levels of resources and produce undesirable wastes.

They are dedicated to a few expensive species and do not

generate a large amount of food. Intensive aquaculture

uses extensive amounts of resources such as water, feeds,

fertilizers, chemicals, and energy, while discharging fecal

material, uneaten feed, excretions, and drugs into the
environment. In turn, this creates eutrophication of the

water, has deleterious effects onmarine life, increases the

risks of antibiotic resistance in organisms, has an adverse

effect on biodiversity, and contributes to habitat destruc-

tion. The economic success of intensive monoculture in

sea cages or land-based facilities hasmuch to dowith the

fact that, even today, pollution of the environment

involves little or no monetary outlay or penalty for the

growers. In most countries, aquaculture does not yet

include the cost of effluent treatment. However, in the

industrialized nations, this age is coming to a timely end

and in Europe, there are already laws and regulations

requiring effluent treatment and imposing fines for

noncompliance. In some countries, this cost can be as

high as €0.5–1 kg�1 feed, resulting in an expense of

€250,000–350,000 per annum for medium-scale RAS

(Recirculating Aquaculture System) farms (250 t/year).

Awareness is growing among scientists, industry, the

public, and politicians that technologies disregarding

environmental impact are neither sustainable nor

acceptable.
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History

The development of modern land-based IMTA using

extractive organisms such as shellfish, microalgae, and

seaweeds began in the 1970s with the pioneer work of

Goldman et al. [1] and Ryther et al. [2] in the treatment

of household effluents. Phytoplankton was cultured in

a mixture of domestic wastewater effluent and seawa-

ter, fed to suspension-feeder molluscs, and the

dissolved remnants of nutrients in the final effluent

were assimilated by seaweeds. As the food value of

organisms grown on human waste effluents was ques-

tionable, adaptations of this principle to the treatment

of intensive aquaculture effluents in both inland and

coastal areas were proposed [8] and were followed by

the integration into a system of carnivorous fish and

abalone (e.g., [9]). The first practical and quantitative

integrated land-based cultures of marine fish and

shellfish, with phytoplankton as biofilter and food for

shellfish, were constructed in Israel by Hughes-Games

[10] and Gordin et al. [11]. A semi-intensive seabream

and gray mullet pond system with silicate-rich green

water, located on the coast of the Gulf of Eilat (Red

Sea), supported dense populations of diatoms, excel-

lent for feeding oysters [12, 13]. Later, the development

of a practical intensive culture of bivalves in phyto-

plankton-rich effluents was described in a series of

articles [3, 14–18]. Lefebvre et al. [19] showed that

detritical waste from intensive fish farming can con-

tribute to the growth of bivalves and reduce particulate

matter in the water. Jones et al. [20], using the Sydney

rock oyster Saccostrea commercialis, significantly

reduced the concentration of suspended particulates

including algae, bacteria, and inorganic particles in

integrated systems.

Studies showing the performance of seaweed in

land-based IMTA, initially at laboratory scale and

later expanded to outdoor pilot scale, began to appear

in the 1970s [21, 22]. The theoretical and practical

principles of intensive large-scale land-based seaweed

culture were studied and developed first at Woods Hole

and later atHarbor BranchOceanographic Institution in

Florida – U.S.A. [8, 23–25]. The quantitative aspects of

their functioning have been described [14, 16, 26–29].

Fish, abalone, and seaweed IMTA systems were studied

by Shpigel et al. [30], Butterworth [31], and Nobre

et al. [32]. The aspects of bioeconomics of land-based
IMTA are described by Nobre et al. [32], Neori et al.

[33], and Bunting and Shpigel [34].

Offshore IMTA system is a relatively new concept

that started in the late nineties and is a modification of

the land-based IMTA. In coastal integrated mariculture,

shellfish and seaweed are cultured in proximity to cage

fish culture [6, 7]. Kelp (brown algae) [35, 36] and red

algae [37, 38] efficiently take up dissolved inorganic

nitrogen excreted by the fish [39], so that seaweed

production and quality are often higher in areas

surrounding fish cages than elsewhere [6, 40–42].

However, nutrient removal efficiency in offshore

IMTA is still relatively low, ranging between 15% and

25% [43].

The concept of IMTA systems is generic and can be

applied to cold, warm, and temperate waters, in inten-

sive, semi-intensive, and extensive systems, in sea cages

or land-based facilities, in fresh water in land-based

facilities or lakes, and all of the above in closed, semi-

closed, or flow-through systems.

In recent years, several enterprises and research

facilities have begun setting up land-based IMTA;

most of the systems are pilot scale or R&D facilities.

The IMTA typically include two or three species. In

most of the studies, seaweed and microalgae are used as

biofilters for the dissolved nutrients (review by Neori

et al. [33] and Soto [44]). A broad spectrum list of

selected organisms being used in farms and in R&D is

presented in Fig. 2. Key species in cold water are

salmon, mussels, and the seaweeds Gracilaria, Lami-

naria, and Porphyra. For temperate and warm seawater,

sea bream, sea bass, oysters, clams, andUlva lactuca are

the predominant cultured species (Fig. 2).

Over 200 species are currently the object of R&D

projects and in commercial farms and research insti-

tutes around the world, in various climate conditions.

A significant number of fish and shellfish are cultured

in temperate water, and a relatively low number of fish

and large number of seaweeds in cold-water climates

(Fig. 3).

Nutrient Budget in Land-Based IMTA

Protein in fish or shrimp feed is the most expensive

component of nitrogen input into the IMTA systems.

In conventional cages or ponds, fish or shrimps

assimilate only 20–30% of the nitrogen, while the rest
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Key species cultured in IMTA and polyculture systems for marine and freshwater environment
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Fish, shellfish, and seaweed species combination in IMTA

systems in different bio-geographical regions around the

world
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is excreted into the water, mainly as dissolved

ammonia, feces, and uneaten feed.

Two main practical approaches are emerging for

handling the organic and nitrogenous wastes: bacterial

dissimilation into gasses in “Recirculating Aquaculture

Systems” (RAS), or plant assimilation into biomass

(IMTA). Bacterial biofilters are dissimilative. Through

a process of nitrification followed by denitrification,

bacteria break down the organic pollutants into

N2 and CO2 gasses. Bacterial biofilters are technically

rather effective for aquaculture and allow significant

water recirculation. However, the technology is rela-

tively expensive, and not simple. Bacterial biofilter

technologies are suitable for relatively small intensive

land-based culture of lucrative organisms. There are no

suggestions as to how such technologies can be inte-

grated with large-scale, low cost fish or shrimp produc-

tion. In addition, this systemwastes expensive nitrogen

by converting this valuable resource into gas, which is

lost into the atmosphere.

Nutrient assimilation by other organisms is a more

promising method of water treatment. In land-based

IMTA ponds, seawater is pumped from the “nuclear

species” (fish or shrimp) into the ponds/tanks of sec-

ondary organisms or macro-/microalgae. A pellet diet
is the only source of nutrients for the primary animals

in the system. Nutrient-rich effluent water from these

ponds can take three directions: microalgae ponds,

macroalgae ponds, or to irrigate halophyte crops (e.g.,

Salicornia sp.). The microalgae can be utilized by filter
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Assimilation rates of the uptake organisms in land-based

IMTA in Eilat, Israel

Assimilation
rates References

Microalgae 1–3 g N m�2

day�1
Shpigel and Blaylock
(1991)

Shpigel et al. (1993a)

Shpigel et al. (2007)

Macroalgae/
Salicornia

3–5 g N m�2

day�1
Neori et al. (1991)

Boarder and Shpigel
(2001)

Schuenhoff et al. (2003)

Neori et al. (2004)

Bivalves/
Artemia

0.3 g N kg�1

day�1

6 g N kg�1

m�3 day�1

(20 kg m�3)

Shpigel and Blaylock
(1992)

Shpigel et al. (1993a,b,
1994, 1996)

Zmora and Shpigel
(2006)

Neori et al. (2004, 2006)

Abalone/sea
urchins

0.5 g N kg WW
day�1

Shpigel et al. (1996, 1999,
2005, 2006)

Neori et al. (2001)

Stuart and Shpigel (2009)

Salicornia
wetland

2–5 g N m�2

day�1
Envirophyte (2010)

Stuart and Shpigel (2009)
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feeders such as artemia or bivalves. The macroalgae can

be utilized by macroalgivores such as abalone, sea

urchins, or herbivorous fish. Halophytes such as

Salicornia can be used as a food product. The

remaining detritus can be fed to detritivores such as

mullets, sea cucumbers, or polychaete worms, singly or

in combination.

Optimization of the IMTA is typically based on the

highest value “nuclear” product at any given time. This

“nuclear” product may be shifted according to climatic

conditions and economic considerations. For example,

in a fish-abalone-seaweed integrated system, abalone is

the most valuable species, and the entire system is

centered around this species. Abalone will be the first

organism to receive the incoming water. From the

abalone, the water will drain to the ammonia producers

and from there to the biofilters.

The biological and chemical processes in the IMTA

system should be balanced between nutrient produc-

tion by the main organism and nutrient uptake capac-

ity of the micro- and/or macroalgae and downstream

by the micro- and macroalgivores. In such systems

evaluated in Eilat, Israel, macro-and microalgae were

able to assimilate 1–5 g N m�2 day�1, while algivores

and filter feeders assimilated 0.5–1 g N kg (WW)�1

day�1 (Table 1 and references therein). However, there

will be variation in nutrient uptake depending on sea-

son and climate, as algal biomass is influenced by day

length (i.e., light hours), water temperature, and the

nutrient levels in the water.

For example, in a fish-bivalve-seaweed IMTA sys-

tem in Eilat, 63% of the nitrogen from the feed was

assimilated by edible organisms, 32% sank to the bot-

tom as biodeposit (sludge), and only 4.1% was

discharged back to the sea (Fig. 4) [3].

Nitrogen, phosphate, and silicate ratios can vary

according to local farm conditions.

Nutrient composition is also affected by additional

biochemical processes in the effluent water such as

nitrification, denitrification, and ammonification

which occurs in the sedimentation pond as well in the

pond walls and in the water pipes. These processes can

be accelerated or affected by water temperature, nutri-

ent loads, flow rates, and fish feed biochemical compo-

sition. Local natural microfauna in the ponds (e.g.,

zooplankton) and microflora, as well as bloom and
crash phenomena, can affect the water quality as well.

In most cases, effluent water from fishponds is charac-

terized by a mixture of ammonia, nitrate, and nitrite.

While macro- and microalgae have proven effec-

tive components in land-based systems, neither

removes 100% of the dissolved matter and they do

not remove particulate matter at all. The remaining

waste that includes, among other components, feces,

uneaten feed, algae and bacteria, sinks to the bottom

and becomes what is known as sludge. This sludge

contains valuable ingredients, but can also be toxic to

the cultured organisms. It can increase stress and
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Different pathways to treat sludge from fishponds
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disease risk, and reduce the quality of the water both in

situ and for reuse. Ignoring the negative effects of the

sludge can thus create serious problems and cause

financial losses to the farmers. Removing and dumping

sludge into the environment would similarly

cause damage, even if moderated by dilution, and

“foul the fish farmer’s own nest” should he use seawater

pumped in from the same area. Using detritivores is

a novel option for land-based IMTA. Detritivore organ-

isms such as mullets, cockles, and sea cucumbers will

assimilate the waste into their bodies, thereby generat-

ing a significant saving in treatment costs, while

additionally serving as valuable products in their

own right, without requiring the purchase of feed for

their culture.

The halophyte Salicornia sp. as a biofilter in

constructed wetlands was evaluated in the “Genesis”

and “Envirophyte” EU projects [34, 45, 46]. Using

constructed wetlands (CW) planted with halophytes,

which would take up the nutrient-rich wastewater and

convert it into valuable plant biomass, is a new option

for land-based IMTA. This system was developed to

a practical stage for cold (UK) and warm (Israel) water.

It was found that CW is efficient in clearing water of

nutrients and suspended solids, some materials being

purified through incorporation into the plants’ bio-

mass and others attaching to the substrate or being

broken down by bacteria living therein. CW has the

benefit of being low cost, is simple to operate, and can
be given an aesthetically pleasing appearance. These

plants have commercial value as a health food and are

potential candidates for the health, beauty, and nutra-

ceutical industries.

Pilot Scale Systems

In R&D projects in Eilat, Israel, three different types of

IMTA systems were developed:

1. Fish (seabream Sparus aurata) – seaweed (Ulva

lactuca)

2. Fish (seabream Sparus aurata) – abalone (Haliotis

discus hannai)/sea urchin (Paracentrotus lividus)

(macroalgivores) – seaweed (Ulva lactuca)

3. Fish (seabream Sparus aurata) – bivalve

(Crassostrea gigas and Tapes philippinarum) –

seaweed (Ulva lactuca)

In the seabream-Ulva system, a daily ration of 1.3 t

of feed supported 250 t of fish. This amount of food is

equivalent to 64 kg of nitrogen. The fish assimilate

around 16 kg of nitrogen. About 9.6 kg of the nitrogen

is drained as particulate nitrogen, and 38.4 kg is

drained as dissolved nitrogen. One hectare (ha) of

macroalgae (Ulva lactuca) is required to remove most

of the dissolved nitrogen from the water. This system

using 500 t of food per year would require an area of

3.4 ha, at a ratio of 1 ha fish to 2.5 ha Ulva. Expected

yield is approximately 220 t of fish and 1,600 t of Ulva

(modified from [5] and [47]) (Table 2).

In the seabream-Ulva-macroalgivores (sea urchins/

abalone) IMTA system, 1 ha of macroalgae produces

1,600 t of Ulva annually. This Ulva supports 133 t

(WW) of abalone (Haliotis discus hannai) or 200 t

of sea urchins (Paracentrotus lividus). A seabream-

Ulva-sea urchins/abalone IMTA system in Eilat, Israel,

using 500 t of food per year will need an area of 5.3 ha, at

a ratio of 1 ha for fish, 2.5 ha forUlva, and 1.8 ha for the

macroalgivores (modified from [5] and [47]) (Table 2).

In the seabream, microalgae, and bivalves

(Crassostrea gigas and Tapes philippinarum) IMTA

system, a daily ration of 1.3 t of feed supports 250 t of

fish. The fish assimilate around 16 kg of nitrogen;

38.4 kg of nitrogen is drained as dissolved nitrogen.

This system using 500 t of food per year would need

an area of 2 ha of phytoplankton pond (with assimila-

tion efficiency of 1–2 g N m�2 day�1) to support
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IMTA system Organism Pond size Ratio/ha Yield (WW t year�1) Yield (kg WW m�2 year�1)

Fish-Ulva
(500 t feed y�1)

Seabream 1 220 22

Ulva 2.5 1,600 64

Total 1,820 86

Fish-Ulva abalone/sea
urchin (500 t feed y�1)

Seabream 1 220 22

Ulva 2.5 1,600 64

Abalone 1.8 185 10

Sea urchins 1.8 140 8

Total 1960–2005 94

Fish-Ulva-clam/oyster
(500 t feed y�1)

Seabream 1 220 20

Clams/oysters 4 140 8

Ulva 0.5 70 64

Total 430 92

YIELD
(% NITROGEN)

BIODEPOSITS: FISH
10-20%

BIVALVES
22-30%

TOTAL
32%

FISH
25-30%

FISH
PONDS

SEDIMENTATION
AND BIVALVE

PONDS

SEAWEED
POND

SEAWATER

SEAWATER

FISH FOOD
(100% NITROGEN)

PN 1.8%
DN 2.3%

BIVALVES
16-20%

SEAWEED
22%

TOTAL
63%

Mariculture Systems, Integrated Land-Based. Figure 5

Nitrogen budget of fish-bivalve-seaweed IMTA system in Eilat, Israel
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production of 140 t bivalves and 70 t of seaweed (mod-

ified from [5] and [47]) (Table 2).

The economics of these types of land-based IMTA

systems were summarized in [5]. However, the eco-

nomics of a land-based IMTA are site specific since

they depend on variables including local construction

and operating costs and market prices for the farm’s

products at any given time [34].

Additional anticipated parameters based on the

same model of using 500 t feed per year in each of

the three IMTA systems tested in Eilat, Israel, with the

projected yields as depicted in Table 2, can be seen in

Table 3.
Future Directions: Challenges and Constraints

Although considerable information is already available

for putting land-based IMTA systems into practice,

much of it is designed around commercial exploitation

of a few high value species that are not affordable for

the masses. The challenge for the future is to produce

a large quantity of aquaculture products that will be

cost-effective for producers, at a reasonable price for

consumers, and ecologically sustainable.

Additional studies are required to overcome further

constraints, including biological, engineering, and eco-

nomical aspects:
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Anticipated parameters for organisms in the three IMTA

systems tested in Eilat, Israel, based on 500 t feed per year

Seabream

FCR = 1.9; Feed protein content = 49%

Fish stocking density = 200 t ha�1; Annual fish yield
�300 t ha�1

Seabream farm gate price = €4 kg�1

Seaweed

Ammonia uptake rate –4 g m�2 day�1; ammonia
uptake efficiency = 85%

Annual Ulva yield = 900 t ha�1

Seaweed (WW) price = €0.5 kg�1

Abalone

FCR = 12; stocking density = 25 kg m�2

Annual yield = 10 kg m�2;

Farm gate price = €35 kg�1

Sea urchins

FCR = 8 t Ulva 1 t of production; stocking density =
10 kg m�2

Annual yield = 8 kg m�2

Farm gate price = €10 kg�1

Clams/Oysters

Clam annual yield = 6–8 kg m�2

Clams farm gate price = €4.5 kg�1

Oyster annual yield = 25 kg m�3

Oyster farm gate price = €3.5 kg�1
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Biological Aspects

● To acquire the knowledge necessary to maintain the

correct balance between nutrient production by the

system’s core organism, nutrient uptake capacity of

microalgae and macroalgae, shellfish filtering effi-

ciency, and macroalgivores’ activity in the system

● To acquire the knowledge necessary to maintain

steady populations of microalgae (mainly diatoms)

for the filter feeders and of macroalgae for the

macroalgivores within the system in order to

avoid blooms and crashes
● To acquire the knowledge necessary for the efficient

regeneration of the biodeposit (sludge) from the

bottom back to dissolved nutrients for the macro-

and microalgae

● To effectively control diseases of the cultured organ-

isms in IMTA systems and transmission of patho-

gens between components of the system

Engineering Aspects

● To reduce construction and operating costs by engi-

neering improvements

● To minimize heat loss or gain in downstream com-

ponents of the system

● To increase the use of greenhouse-covered modular

systems, gravitation, low head upwelling, water

semi-recirculation and other promising energy-

saving methods

Economical Aspects

● To render cost effective the use of the extensive areas

required for cultivating micro- and macroalgae

which cannot be done in a fully recirculating system

and for which the facilities must thus be located not

too far from the sea

● To develop and diversify the market of seaweed for

human consumption from IMTA in Europe and

North America

● To develop new markets and consumer acceptance

of IMTA products

With the dramatic increase in population and food

requirements, traditional extensive production systems

cannot satisfy present and future market needs.

Modern intensive monoculture systems are not ideal

for mass production because they focus on few and

expensive species, require high levels of resources, and

produce undesirable wastes. To achieve high produc-

tion rates and environmental conservation, food pro-

duction using land-based IMTA systems is one of the

most promising routes. The IMTA method assimilates

expensive nitrogen waste into a valuable product

that will increase profit for the farmer, improve FCR,

diversify the mariculture products, create additional

jobs, and, most importantly, reduce environmental

pollution.
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Glossary

Bioassay (BIOlogical ASSAY) A procedure to test the

effect of a substance on living organisms, e.g., the

effect of plant nutrients on plant growth rate.

Chemotherapeutants The use of chemicals to treat

disease.

Dead zones Coastal areas that undergo seasonal hyp-

oxia (low-oxygen), generally related to eutrophica-

tion events, whereafter many of the local (mainly

benthic) animals die.

Exotic species An introduced or alien species living

outside its natural range, which has been intro-

duced by deliberate or accidental human activity.

FCR (feed conversion ratio) The efficiency at which

an animal converts its food into biomass (body

mass); FCR = mass of food eaten/increase in

biomass.

Immunostimulants Chemicals used to stimulate the

immune system by inducing activation or increas-

ing activity of any of its components.

Marine protected areas Areas that restrict human

activity (e.g., fishing, boating, coastal development)

to protect living, nonliving, cultural, and/or his-

toric resources.

NIMBYism “Not In My Back Yard”-ism; the practice

of objecting to a human activity (generally com-

mercial or industrial) that will take place near one’s

home.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Oligotrophic Waters that have low levels of nutrients

and algae, high level of dissolved oxygen, and deep

light penetration (i.e., clarity).

Prebiotics Food ingredients (e.g., soluble fiber) that

stimulate the growth and/or activity of bacteria in

the digestive system which are beneficial to the

health of the body.

Probiont Living bacteria added to the environment

and feed of reared animals and thought to benefit

them by improving intestinal microbial balance,

thereby inhibiting pathogenic bacteria.

Protista Unicellular (single-cell) eukaryotic organ-

isms, e.g., foraminifera.
Definition of the Subject

Fisheries and aquaculture play an important role in

the economies of many countries; yet this fact is

often overlooked as the focus, in many nations, is

on provision of food primarily, if not exclusively,

from terrestrial agriculture. The value of seafood

products as a source of foreign currency is especially

important in developing countries and in many

cases may exceed the profits from certain agricul-

tural products [1], though this fact also tends to evade

common knowledge. The Mediterranean aquaculture

sector continues to grow at a rate of close to 9% per

year (since 1970) as compared to 3% per year for

farmed meat production systems. If the growth of

the aquaculture sector can be sustained, it is likely to

fulfill the demand for aquatic food supplies by sup-

plying >50% of the total aquatic food consumption

within the next 5 years! Therefore, the emphasis here is

on the review of the sustainable growth of a

commercial activity within an enclosed sea with

many conflicting multinational interests. Aquaculture

includes the cultivation of finfish, shellfish, crusta-

ceans, and algae; however, this review will focus pri-

marily on Mediterranean finfish farming since many

of the sustainability issues revolve around fish farms.

There are many different facets (e.g., ecological, social,

political, economic) to sustainable commercial

activities and this review will touch on several, though

not all, of the issues related to aquaculture and

its sustainable development in the Mediterranean Sea

region.
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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Introduction

The Mediterranean Sea Environment

Although the term “environment” is often used to

mean “ecology,” the following description embraces

the more holistic meaning, which includes the socio-

economic aspects as well. The Mediterranean is

a large, semi-enclosed sea bordered by 22 countries,

with two distinct basins divided by a narrow, rela-

tively shallow channel between Sicily in the north

and Tunisia in the south. The areal division of the

sea between the western and eastern basin is roughly

1/3:2/3. The eastern basin is somewhat more saline

than the western basin, especially in the vicinity of

the Suez Canal. The Mediterranean Sea has a wide

range of seawater temperatures, from as low as 5�C
in the Gulf of Trieste in the winter to 31�C off the

coast of Libya in the summer [2]. The sea is oligotro-

phic and phosphorus limited [3] though some limited

areas (such as parts of the northern Adriatic) may

be eutrophic and it is warmer and more oligotrophic

in its southern and eastern areas. Whereas the

Mediterranean Sea accounts for only 1% of the

world’s ocean, it contains 6% of the world’s marine

species, including >400 endemic species of plants and

animals [4]. Despite this impressive biodiversity,

biomass is relatively low, mainly due to low primary

production.

There are approximately 82 million people in the

Mediterranean coastal zone: most in coastal cities

and 32% of the population is in North Africa. Levels

of development vary widely over the region. Tourism

brings >100 million visitors to coastal areas annu-

ally, serving as a major source of seasonal population

pressure and income and is thus a major competing

sector with aquaculture. The Mediterranean Sea is

a major shipping route, bridging between Europe

and the Middle East and is a base for capture fish-

eries and mariculture. There are 75 marine protected

areas (MPA) in the region, designed to protect unique

and threatened resources and habitats such as the

seagrass Posidonia oceanica, and breeding and nesting

sites for endangered species, such as the loggerhead sea

turtle (Caretta caretta). MPAs were also designated to

encourage specific uses, such as sustainable tourism

and regenerating fish stocks [5].
A Brief History of Mediterranean Aquaculture

The earliest evidence of aquaculture activity in the

Middle East is from the ancient Egyptians. An Egyptian

frieze, dated from 2500 B.C., depicted men gathering

fish from a pond in what may be the earliest record of

such activities in this region [6, 7]. In the sixth and fifth

centuries B.C., the Etruscans reared fish in marine

farms and the Greeks grew mollusks [8]. Throughout

the Roman empire, marine fish (mainly sea bass, sea

bream, and mullets) and oysters were reared in special

enclosures (e.g., piscines) along the coast [9–11], but

this practice seems to have died out with the collapse of

the empire and did not appear in the Mediterranean

until the middle ages. It is not clear precisely when it

began, but there are records of extensive aquaculture in

lagoons in Italy, also known as valliculture, starting

from around the fifteenth century. Europeans tradi-

tionally collected shellfish along the shores, but since

the eighteenth century the French oyster industry

added a more reliable source – shellfish reared in spe-

cialized gear in the intertidal zone. Shellfish aquacul-

ture expanded in the nineteenth century and coastal

cultivation spread throughout the Western Mediterra-

nean and the northern Adriatic Sea.

In the second half of the twentieth century, aqua-

culture developed rapidly, mainly as a result of success-

ful research into the life cycle of the farmed animals

(reproduction and larval rearing), as well as physiology,

nutrition, and engineering of farming systems [8].
Main Forms of Mariculture (Culture Types and

Species) in the Mediterranean

On a global scale, aquaculture production in the Medi-

terranean Sea is small, but not insignificant – especially

with regard to the European demand for fresh seafood.

Total aquaculture production in the Mediterranean Sea

in 2006 was about 370,000 t [1] with 14% growth from

2000 to 2006, outpacing the growth of capture fisheries.

It is noteworthy that the interannual variability in aqua-

culture production is lower than in capture fisheries

(these have reached a plateau in terms of annual

harvest), which may be a consideration of prime signif-

icance for business and decision-makers concerned with

food security, coastal communities, and development.
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Within the Mediterranean aquaculture sector, the

most striking feature of production is the rate at which

finfish have overtaken mussels as the dominant prod-

uct. In 1990, finfish production accounted for less than

10,000 t as compared to approximately 90,000 t of

mussels. In 2003, 180,000 t finfish and 150,000

t mussels were produced (49% and 40% of total pro-

duction, respectively). Clam and oyster production

were only 7% and 2%, respectively, and the remainder

of production (�2%) was crustaceans and seaweed.

The main cultivated finfish species in the region are

gilthead sea bream (Sparus aurata), European sea bass

(Dicentrarchus labrax), and flathead gray mullet (Mugil

cephalus). Greece, Turkey, Spain, and Italy were the

four largest producers of sea bream and bass in 2006,

comprising >90% of total Mediterranean production.

Sea bream and bass are predominantly reared in net

cages in coastal waters, whereas mullets are generally

reared in ponds. The major producers of mullets are

Egypt and Italy with Egypt generating more than 90%

of global mullet production.

A fairly recent development is the farming of bluefin

tuna in the Mediterranean, which mainly serves the

Japanese sushi market. Tuna farming falls in between

the definitions of a standard fishery, which is defined as

“capture of wild stock” and aquaculture where fish are

both bred and reared in captivity. Because tuna farming

is a “postharvest” practice, it is not governed by the

regulations of GFCM or ICCAT [12] and as a result

there was unregulated growth in this sector, putting

heavy pressure on the endangered Mediterranean wild

stocks. Concerted efforts are being made to create brood

stocks and hatcheries to enable the cultivation of bluefin

tuna by the traditional aquaculture methods to release

pressure on the endangered Mediterranean wild stocks.
Sustainable Marine Aquaculture in the

Mediterranean

One of the features of marine aquaculture in the Med-

iterranean is that it is developing rapidly in response to

a large and ever-growing demand for seafood. This

demand was traditionally supplied by fisheries, but

the drop in landings in recent decades as a result of

overfishing has opened the path for sustainable alter-

natives to provision of seafood, namely aquaculture.
That said, mariculture needs to operate in a manner

that will minimize negative impacts on the marine

environment, on wild stocks, and on other uses of the

seas. Thus, sustainable aquaculture must ensure “eco-

nomic viability, social equity and acceptable environmen-

tal impacts” [13].

It is obvious that aquaculture activity must be prof-

itable to succeed, but there are many criteria to profit-

ability and economic viability and these may vary

considerably in countries that are at different stages of

economic development (the process whereby an eco-

nomic activity develops the technology and experience

needed to operate successfully) or that have different

interests in mind. In some developing countries, aqua-

culture may serve as a much needed food and protein

source for local consumption, whereas other develop-

ing countries may prefer to export their aquaculture

production for economic benefit.

Another component of sustainability is social

equity. Societal equity depends on cultural norms and

tendencies of society and varies considerably among

the Mediterranean countries. It is probably the most

difficult aspect of sustainability to consider because of

its intrinsic variability.

Environmental “acceptability” is also a difficult issue

because of the obvious question: “acceptable by

whom?” In order to address this, one needs to consider

where the aquaculture activity takes place, who are the

stakeholders and how this activity may be conducted in

such a manner that it will be acceptable by as many

stakeholders as possible. The first aspect of sustainabil-

ity, discussed below, is the public perception of aqua-

culture since public opinion may play an important

role in the success or failure of the industry. In addition

to the various social ramifications, “environmental

acceptability” includes the effects of aquaculture on

its surroundings and on the ecosystem. The following

sections list several of the environmental issues that

affect or are affected by Mediterranean aquaculture

and a discussion of what is being done about them to

enhance the sustainability of this sector.
Public Perception of Aquaculture

The image of fish farming varies considerably among

different countries and can have a strong effect on the
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sustainability of the industry. In some northern Euro-

pean countries, the public considers aquaculture in

a positive light as a means to enhance food safety and

security. In comparison, many southern European

countries have a generally negative attitude toward

farmed fish as these are considered inferior in taste

and health value in comparison to wild-caught (“nat-

ural”) fish [14, 15]. Numerous negative connotations

are associated with marine aquaculture, including:

“pollution causing eutrophication,” “discharge of anti-

biotics and harmful chemicals into the environment,”

“genetic dilution/pollution of wild fish stocks,” and

“negative visual impact on the coasts.”

The public perception is very important for both

producers and coastal zone managers since there are

many factors that are stacked against the aquaculture

sector [16, 17]. These include lack of knowledge on

many aspects of the coastal environment, the weakness

of a small industry, competition with tourism and

other coastal stakeholders, and increasing political

power of local environmental lobbies and associations.

These lead to non-sustainable situations, including loss

of licenses, leases and markets, and reduced diversity in

the coastal economy.

The social acceptability of aquaculture was exam-

ined at two Greek islands [18] and revealed that resi-

dents were more likely to be opposed to aquaculture if

they thought that the fish farms would pollute the

environment. A study conducted in Israel [19] evalu-

ated public attitudes toward aquaculture and con-

cluded that although most citizens were not terribly

well informed in the implications of aquaculture on

tourism and environmental issues, the majority are in

favor of marine aquaculture. It is noteworthy that this

lack of familiarity with aquaculture and aquaculture

implications was also observed among the public sur-

veyed in such countries as Scotland [20], Australia [16],

and Germany (Schultz, unpublished).

Although the above focuses on the attitudes of the

lay public toward aquaculture, it is possible that the

opinion of stakeholders is equally (or more) important,

despite the fact that the number of stakeholders is

usually smaller. Competition over the coastal zone is

one of the major sustainability issues that Mediterra-

nean aquaculture faces on a regular and large-scale

basis. The competition is especially severe between

aquaculture and tourism since the Mediterranean
attracts about 30% of the volume of global tourism

annually and this is expected to increase over time.

There are many examples of such competition, and

one of the more recent clashes between the tourism

and aquaculture sectors occurred in Turkey in 2008–

2009, resulting in a major shift in legislation and in

aquaculture lease requirements.

Measures to Improve the Public Attitudes Toward

Aquaculture The negative attitudes toward aquacul-

ture are largely a result of ignorance. The media often

presents NGO views and opinions in their description

of the fish-farming industry, and many of the facts

presented are incorrect. The way to correct some of

the misconceptions surrounding aquaculture is by pre-

paring a well-planned outreach and educational pro-

gram geared to reach as many households as possible.

There are myths and misconceptions regarding such

things as how fish are reared and the densities at which

they are stocked, the safety of the feed used, the quality

and healthiness of farmed versus wild fish,

etc. Preparation of an aquaculture “module” to be

taught at schools is an effective way to reach and edu-

cate future stakeholders and decision-makers. Another

measure that could reduce conflict between aquacul-

ture and other coastal stakeholders is a search for syn-

ergies among the stakeholders that would enable

multiple use of the coastal zone [21]. Promotion of

organic and other types of certification programs to

increase public confidence in aquaculture practices and

products would also improve public attitude toward

this sector.
Benthic Impacts

In the 1990s, the study of the interactions of Mediter-

ranean marine aquaculture with the environment

focused on the negative impacts of the industry since

most of the early research on salmon farms

documented heavy benthic loading, which caused seri-

ous damage to underlying seafloor communities and in

some cases to the water column as well [22–26]. Ben-

thic organic enrichment that often occurs under inten-

sive finfish farms rapidly leads to hypoxia and anoxia in

the sediments. Anoxic sediments support bacterial sul-

fate reduction, generally leading to an increase in sed-

iment hydrogen sulfide [27]; conditions that are
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noxious, at best and often lethal to macro- and

meiofauna [28]. Although abundances of macrofauna

in Mediterranean sediments are considerably lower

than the abundances found in temperate regions

[29–31], defaunation under fish farms strongly reduces

benthic bioturbation (i.e., aeration of the sediments)

and leads to accumulation of reduced compounds and

organic matter therein. If the farm is situated at a site

with limited flushing and circulation, the depth and

aerial extent of the impacted sediments may grow with

time, creating localized “dead zones.” Moreover, when

methane accumulates in and bubbles out of anoxic

sediments, noxious chemicals such as ammonia and

hydrogen sulfide may affect the cultivated fish in the

overlying cages.

Because the Mediterranean Sea is largely oligotro-

phic, and fish farming is generally not practiced at sites

with poor flushing, the phenomena described above are

not common. At a few sites with limited water circula-

tion, for example, some farms in Croatia and Greece,

organic enrichment of the seafloor and local impacts

were observed, but these were exceptional and sedi-

ment conditions under Mediterranean fish farms are

generally less impacted.

At those sites that showed evidence of impacted

sediments, the visible effects generally did not extend

beyond tens of meters from the edge of the perimeter

of the farm [32], though the situation at each farm is

different as a result of site-specific currents, depth,

bathymetry, etc. The determination of the extent of

impacted sediments and benthos (distance from the

farm) is subjective and may be strongly affected by

the method used. Organic matter determinations,

visual inspection, and macrofauna indices are often

the methods used to assess the state of the sediments

and these clearly show a local effect that diminishes

with increasing distance from the point source.

However, more sophisticated analyses involving sta-

ble isotope signatures of farm effluents indicate that

the aquaculture effluents may be detected as far away

as 1–2 km from the farms [33–35]. It is very impor-

tant to qualify the meaning of these measurements

because they may be used to make a point about the

extent of fish farm effects, but the real issue at hand

is the extent of “significant impact.” The distribution

of small suspended particles over great distances will

only constitute a significant impact if the flux of
these particles is large and in the case of Mediterra-

nean fish farms, the flux of very small suspended

particles is small [36]. Therefore – it is essential to

emphasize the difference between qualitative and

quantitative effects.

Measures to Reduce Benthic Impacts Despite the

fact that benthic loading is generally not a major issue

in the Mediterranean, a number of different

approaches are employed to increase feeding efficiency

and reduce benthic loading. Feeding efficiency is not

only an environmental issue, but also a major eco-

nomic consideration since one of the greatest cost

factors in intensive fish farming is the formulated

feed. Feeding efficiency includes optimizing the com-

position of the feed (optimal digestibility) to maximize

growth and minimize waste at the lowest possible cost,

as well as feed delivery. Considerable efforts are

invested by feed companies and fish nutritionists to

optimize feed for the various strains of cultivated Med-

iterranean finfish [37, 38] and during recent years, sea

bream and sea bass feed conversion ratios (FCR) have

been substantially improved, largely (though not exclu-

sively) due to improved diets and feed delivery. Feed

delivery includes the optimal feeding regime whereby

feed is provided to the caged fish in suitable portions

and at the correct intervals to both maximize growth

and health and minimize loss to the surrounding

waters. Low-tech feeding involves delivery of pelleted

feed to fish either manually by hand, or with the aid of

a compressor and regulating the amount according to

the response of the fish. High-tech systems include

feeding programs that are computerized and custom-

ized to each individual cage to optimize delivery of

feed to the stock. Another sophistication is the use of

submerged Doppler systems (e.g., Doppler Pellet Sen-

sor) that detect when fish stop feeding (increase in the

flux of pellets to the bottom of the cages), and send

signals to cause the automated feeders to cease feeding

(http://www.akvagroup.com/). Many of the above are

technologies that were developed outside of the Med-

iterranean, but as they are also applicable to sea bream

and bass production, they are widely used by this

sector. One of the more recent developments in Med-

iterranean aquaculture was the tuna-fattening process,

which offered large profits to the farmers. Although it is

arguable whether this process should actually be

http://www.akvagroup.com/
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qualified as aquaculture, the environmental ramifica-

tions were clear. The penned fish are fed freshly caught

or frozen fish rather than pelleted feed and release large

amounts of waste (greater than would be released from

pelleted food) to the seafloor and have rather high feed

conversion ratios (FCRs) 10:1–20:1 as compared to the

FCR of sea bream (2:1) or salmon (1:1). Research is

currently ongoing to develop artificial diets to create

a better FCR for the tuna and to reduce the reliance and

fishing pressure on small pelagic fish (e.g., [39]).
Water Quality

The sustainability of any human activity is a function

of the nature of the receiving or host environment and

in the case of aquaculture this is the basis for estimating

the assimilative, holding, or carrying capacity [40]. At

a few sites with restricted water exchange, for example,

lagoons, there were reports of eutrophication problems

[41–43] as the loading of organic and inorganic nutri-

ents clearly exceeded the capacity of the environment to

assimilate these [44]. Sites where such self-pollution

problems emerge suggest that the preliminary environ-

mental impact assessment and site selection procedures

were not carried out properly. In the oligotrophic

waters of the eastern Mediterranean, there are generally

no reports of eutrophication or degraded water quality

related to finfish or shellfish farms [45–47] and this was

interpreted as the ability of the oligotrophic system to

successfully assimilate the nutrients released by the

farms. In an effort to understand whether nutrient

release from aquaculture might have large-scale effects

on the Mediterranean ecosystem, Karakassis et al. [48]

employed a model to examine various production sce-

narios. They concluded that if aquaculture continues to

grow and expand at present rates, farm wastes may

increase overall nutrient (mainly N and P) levels by

1%, however, this is a general assessment and does

not take into account localized effects. As suggested

by Pitta et al. [49] in a study of three different Greek

farms, it is likely that dispersion and dilution of the

nutrients, combined with efficient herbivore grazing of

algae (that develop from the released nutrients) were

the reason for the absence of eutrophication around

fish farms.

Althoughwater quality is generally not affected, fish

farms that operated over or near seagrass beds
(especially Posidonia oceanica) exerted a clear effect

on these [50, 51] and it was proposed that this may be

related to the enhanced flux of dissolved and particu-

late nutrients from aquaculture. In an attempt to iden-

tify the effect of the plume of nutrients released from

fish farms on water quality, Dalsgaard et al. [52]

devised an innovative “bioassay” to measure the effect

of dissolved nutrients released from fish farms on

micro- and macro-algal production. They determined

that primary productivity decreased with distance from

the fish farms, yet by comparing bioassays with and

without grazer exclusion, Pitta et al. [53] found that

planktonic grazers (probably protista) play a key role in

transferring nutrients up the food web.

Measures to Reduce Effects on the Water Column

One of the primary considerations when evaluating

the suitability of sites for aquaculture is how they will

interact with the surrounding marine system [54]. It

does not pay, for example, to place net cage farms in

shallow, poorly flushed waters (e.g., lagoons) because

the organic and inorganic enrichment may affect both

the marine ecosystem and the farmed organisms. Nev-

ertheless, some farms have been deployed in unsuitable

locations and these need to be relocated to allow the

environment to recover and to enable the healthy

growth of farmed finfish.

One of the early water quality problems associated

with Mediterranean fish farms was the presence of an

oily film around the cages. This was generally related to

the large percentage of dust (pulverized feed pellets) in

the pelleted food, which is not available to the farmed

fish. Because this causes considerable loss to the

farmers, and reduced water quality (stimulated bacte-

rial growth also depletes the water of essential dissolved

oxygen), the problem was rapidly addressed and most

of the pelleted feeds are now extruded to improve pellet

integrity and reduce feed loss and feed dust is collected

and recycled.

A similar problem was identified in the tuna-

penning industry. Unlike sea bream and bass that feed

on formulated pellets, tuna are fed whole (preferably

oily) fish such as sardine, anchovy, andmackerel. When

these fish are offered to the tuna, the water around the

pens often has an oily film and emits a strong smell.

Moreover, in some cases, divers have complained of

poor visibility near the pens. As described above,
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research is ongoing to develop artificial diets for tuna

[55] that will address not only the problems related to

feeding with fresh fish but also the water quality

problems.
Disease

Intensive aquaculture systems are very susceptible to

disasters such as loss of the farmed stock. Among the

various causes of such disasters, disease outbreaks rank

highest [56] and may lead to great losses within a very

short period of time.

Most finfish cage farms in the Mediterranean are

intensive, that is, they have high stocking density in

order to be economically profitable and to compensate

for the low profit margin of sea bream and sea bass, the

main species reared in this region. Although cage stock-

ing densities are usually <25 kg m�3, in some farms

stocking densities are higher and such conditions may

cause a reduction in fish growth rates, suppression of

immune mechanisms [57–59], and ultimately greater

susceptibly to disease agents, including opportunistic

bacterial and viral pathogens and eukaryotic parasites

[60]. Current estimates of average mortalities for

farmed sea bream and sea bass as a result of disease

are 10% and 20%, respectively, for growth from juve-

nile to market size (350 g) fish. In many cases, the profit

margin for these fish is not much higher than 10–20%,

which has therefore obliged the aquaculture sector to

consider various options to address this problem.

Moreover, there is concern regarding the potential

transmission of disease from the farmed stock to wild

fish, based on studies of disease transfer among Atlantic

salmon (e.g., [61]). It is noteworthy that although there

are numerous examples of disease exchange between

caged and wild fish (e.g., [62–64]) in the Mediterra-

nean, and other seas, most of these are not clearly

understood [65, 66] and their effect on native stocks

is unclear.

Measures to Reduce Disease Outbreaks Numerous

antibiotics have been tested against the common

farmed fish diseases and there are currently treatments

available for most bacterial fish pathogens [67]. How-

ever, the routine use of antibiotics in marine aquacul-

ture is problematic and has declined for a number of

reasons. First, as specified above, there are concerns
related to human and environmental health and safety.

Second, although many of these drugs work well in

freshwater, some of the major antibiotics, such as

quinolones and tetracyclines interact with the divalent

cations that are abundant in seawater (mostly Mg2+

and Ca2+) which massively reduces their function and

efficacy [68, 69]. Moreover, there is no “harmoniza-

tion” regarding antibiotics use among Mediterranean

countries and the list of pharmaceuticals licensed for

fish varies from country to country, complicating inter-

national trade and marketing.

In addition to bacterial pathogens, there are several

parasitic diseases that may stunt growth rates, cause

loss of fecundity, and even mortality in Mediterranean

fish. These include various protozoa and metazoa,

which are classified as ecto- and endoparasites

according to their distribution on/in the fish. Patholo-

gists consider the myxosporeans Myxidium leei,

Polysporoplasma sparis, and Ceratomyxa sp., isopods,

copepods, and monogenean infections among the

more problematic parasites.

Athanassopoulou et al. [70] reviewed the drugs

used against a variety of parasites and found that

amprolium and sanilomycin were the most effective

against myxosporans in cultivated breams. Moreover,

extracts from oregano revealed anti-myxosporan as

well as antibacterial properties. Ivermectin and

deltamethrin – drugs used to combat sea lice, have

also been tested against copepod and isopod infections

in sea bass and were fairly effective, but they tend to

become toxic to the fish at fairly low levels.

In order to limit the use of antibiotics and other

chemotherapeutants, the European Union established

the “Maximum Residue Limit” (MRL) regulation,

which monitors the presence of these drugs in all agri-

culture and aquaculture products and this has had

a dramatic effect on the use of therapeutants. Because

the MRL differs among countries insofar as which

compounds are regulated and which are not, there is

a lot of work ahead, but despite this, the trend looks

very promising.

Vaccines are one of the preferred measures for pre-

vention of disease outbreaks, however because the

Mediterranean finfish market is still fairly small, only

a limited number of vaccines have been developed for

commercial use. Moreover, consumer concerns and

increasing restrictions regarding their use have led the
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industry to consider other alternatives to disease “man-

agement” [71, 72].

There are other alternatives to the use of

chemotherapeutants and vaccines against disease.

One of the key factors in the prevention of disease is

good husbandry, which focuses onminimizing stress to

the farmed stock. This includes proper stocking densi-

ties, optimal nutrition, sanitary practices, use of vac-

cines, and probiotics [66, 73]. The practice of good

husbandry ensures fish are healthy and able to resist

various disease agents naturally found in their environ-

ment. When they become stressed, the dietary require-

ments of fish for nutrients and vitamins change and

a diet that compensates for such needs may optimize

the growth of fish in captivity.

In recent years, it has become clear that the integrity

of the gastrointestinal tract is essential in defense

against pathogen attack as well as in proper endocrine

and osmoregulatory activity. In recognition of this,

Dimitroglou et al. [74] added the mannan oligosaccha-

ride, Bio-Mos® (Alltech Inc, USA) to the diet of several

marine fish including gilthead sea bream and found

that this improved the gut morphology.

It is assumed that one of the roles that the mannan

plays in protection of the fish is agglutination of path-

ogenic bacteria, which prevents their colonization of

the gut. Indeed, the application of Bio-Mos signifi-

cantly reduced the bacterial load in fish guts by reduc-

ing the biomass of aerobically cultivated bacteria [74].

Torrecillas et al. [75, 76] applied Bio-Mos to sea bass

juvenile diets and found that it improved growth rates

by 10%. Moreover, challenge trials using Vibrio

alginolyticus showed that Bio-Mos fed sea bass had

fewer of the pathogenic vibrio in their gut.

In recognition of the essential role of healthy gut

flora in fish, especially in young fish, the use of

immunostimulants, prebiotic, and/or probiotic bacte-

ria have been proposed as a means to reduce gut colo-

nization by pathogens [77], thereby improving the

survival of cultured fish. Probiotics involves the addition

of nonpathogenic bacteria to the diet and water of

fish with the aim of loading the gut with bacteria that

will prevent colonization by competing pathogens. The

use of prebiotics and immunostimulants focuses on

boosting the fish immune system so that the fish may

more readily recognize and repel pathogen gut coloni-

zation. Although research has been conducted on the use
of probiotics in Mediterranean aquaculture, (e.g., [78–

80]), this approach has not successfully replaced the use

of antibiotics to combat disease. One of the problems

related to the use of probiotic bacteria is concern that

these may not be as safe as they are supposed to be and

their use may lead to other problems rather than

a sustainable solution in the battle against disease.

Immunostimulants are commonly used in finfish

farming to reduce the risk of disease by stimulating the

protective activity of the immune system. The common

forms of immunostimulants used in sea bream and sea

bass aquaculture include ascorbic acid, a-tocopherol,

and glucans [81, 82], which are added to the feed.

Their presence appears to enhance antibacterial lysozyme

activity and other indicators of disease resistance, but

there is considerable discussion about their effectiveness

due to the inherently wide range in concentrations and

activities of the disease resistancemolecules in fish serum.

Another approach to reduce the risk of disease is by

means of classical selection/breeding for disease resis-

tance by means of selective breeding programs [83].

The understanding of immune regulatory genes respon-

sible for resistance to finfish pathogens is still in its

infancy in Mediterranean aquaculture, but this field is

rapidly expanding and it is anticipated that genetically

superior lines will dominate the populations of fish

reared in intensive aquaculture [84].
Escapes

In addition to problems related to disease and fluctu-

ating profitability of aquaculture operations, fish

farmers are also concerned with keeping their fish

within the cages so that these can be marketed at the

end of the growth cycle. There are many factors that

may lead to loss of the farmed stock, including storms

that may physically damage the net cages, predators

(e.g., sharks, dolphins, bluefish, seals) that may bite

the nets in their attempt to eat the enclosed fish,

human error (e.g., during replacement of net cages or

during harvest), poachers that cut the nets to catch fish,

collision of ships with cage farms, etc. All of these

generally result in the release of farmed fish to the

surrounding environment, involving financial loss to

the farmer and potential environmental problems

related to genetic and ecological interactions of the

escapees with the wild fish. At present, there are an
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estimated >1 billion fish; mostly sea bream and sea

bass in net cage farms throughout theMediterranean as

compared to much smaller stocks of the wild

populations of these species [85], so the potential

impact of escapees is considerable. Because manyMed-

iterranean countries do not require farmers to report

escapes, there are no reliable data on the frequency of

escapes, however, it is assumed that the percentages of

escapees are similar to those reported in Norway [86],

ranging between 0% and 6%. In addition to genetic

“pollution” of the wild-stock gene pool, and potential

competition between escapees and wild fish over the

same habitat and food resources, there is also concern

regarding the spread of disease from farmed fish to wild

fish populations [87].

Measures to Reduce Escapes and Damage due to

Escapes As the volume of aquaculture production

increases in the Mediterranean to match demand,

and with the anticipated addition of North Africa to

the fish-producing countries, there is a growing need

for regulation in order to minimize problems related

to escapes. In order to appreciate the scale of escapes

from Mediterranean aquaculture, there is a need to

legislate reporting of escape events, as is currently

done in other parts of the world. Moreover, several

new finfish species have been domesticated and their

potential effect, as escapees, on wild populations and

on the ecosystem need to be assessed. In addition,

in order to assess escape impacts, it is useful to be

able to track the escaped fish, as described by

Triantaphyllidis [88].

There are many measures that may be employed to

reduce the risk of escapes from fish cages. Storm dam-

age to farm systems is one of the major causes of

escapes and employment of a reliable standard, as

practiced in Norway (NS 9415 – requirements for

design and operation of marine fish farms) is

a promising approach to reduce such risks. Even sturdy,

reliable cages are occasionally damaged by especially

strong storms, but most of the surface wave energy is

concentrated in the upper 10 or 15 m of the water

column [85]. Submersible cage systems designed for

open sea conditions, such as the Sub-flex system (www.

subflex.org) and the Ocean-Spar system (www.

oceanspar.com/) are an option to reduce mechanical

stress to net cages in high-energy environments. Added
advantages of submersible cage systems include the

reduced risk of collisions with maritime vessels and

the reduced visibility following the “out of sight–out

of mind” solution to NIMBYism. Human poachers are

a problem that may be reduced by vigilance and

by cooperation with the local police or security forces.

Marine predators that bite net cages from the outside

may be deterred by using stronger materials, though

this has financial consequences, or by embedding

chemical deterrents in the net material. Several farmed

species tend to bite the net material from the inside and

this may create holes enabling escapes. The biting may

be prevented by using taste deterrents, as described for

predators, or stronger material that will be more bite

resistant. Moe et al. [86] suggest making the cage envi-

ronment more “appealing” or stimulating to reduce

gnawing on the net mesh which they attribute to

boredom.

In addition to reducing the risk and frequency of

escapes, there is also a need to reduce the impacts

caused by the escaped fish. One direction that is

being tested is the development of sterile triploid sea

bream and sea bass that will not be able to pass on their

genes to wild fish. Another possibility is the recapture

of the escaped fish, but this direction is still in early

developmental stages. The location of fish farms rela-

tive to areas of high ecological sensitivity or to

spawning grounds should be one of the major consid-

erations in light of the possibility that some of the

stocked fish may escape.
Introduced Exotic Species

Invasive species are probably the cause of the greatest

ecological problems identified over the past century,

not only in terrestrial but also in aquatic and marine

systems [4]. This problem has intensified over the past

20–30 years, as the volume of intercontinental traffic

has increased. Aquatic invasive species are a major

threat to marine biodiversity and impact human health

and the economy [89]. There are numerous examples

of the impacts of invasives on human welfare and

environmental health, for example, the invasion of

the Black Sea by the exotic ctenophore Mnemiopsis

leydi, which caused the collapse of most of the local

fisheries [90]; invasion of the eastern Mediterranean by

the Red Sea medusa, Rhopilema nomadica, which has

http://www.subflex.org
http://www.subflex.org
http://www.oceanspar.com/
http://www.oceanspar.com/
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heavily impacted Israeli and Turkish fisheries, tourism

and coastal facilities [91].

In the eastern Mediterranean, exotic introductions

are mainly channeled through the Suez Canal whereas

most of the successful invaders in the western Mediter-

ranean have been introduced by ships and via aquacul-

ture [92].

Species introductions via aquaculture activities

may be intentional or accidental, though the conse-

quences are generally similar. Intentional introduc-

tions generally include the import of an exotic

species and its release into the environment, without

the intention that it spreads and dominates its

new habitat. Examples include shellfish such as the

Japanese oyster that was brought to France and spread

rapidly throughout French coastal waters and certain

species of sport fish that were intentionally released in

northwestern US waters. The majority of introduc-

tions are not intentional but rather accidental and

may occur in a number of ways. One common exam-

ple of an accidental introduction is the transfer of

a local species of oyster from a hatchery to the coast

in a restocking program and the accidental release of

an associated seaweed with the oysters. In another

case, recreational boaters did not thoroughly wash

the bottom of their boat after a holiday in a given

bay and when they transported the boat back to their

own shore, they brought with them a cryptic gastro-

pod which subsequently invaded the new environ-

ment and decimated the local clam population.

Measures to Reduce the Invasion of Exotic Aquatic

Species and Associated Damages In order to avoid

the various risks involved in the use of exotic species, it is

essential to rear/grow native species, as a rule. In many

cases, the commercially attractive species are not native

and farmers prefer to culture nonnative species. Intro-

duced species may only be considered after taking all

required precautions as specified in the ICES Code of

Practices on the Introductions and Transfers of Marine

Organisms [93] and the report onAlien Species in Aqua-

culture by Hewitt et al. [94]. Because the introduced

species may escape and invade either local or neighbor-

ing environments, with implications for marine biodi-

versity, there is a need for both regional and international

collaboration to address transboundary introductions

and invasion issues, as discussed in UNEP [92].
The Mediterranean Aquaculture Market

The dominant species currently reared in the Mediter-

ranean Sea are sea bream and sea bass [95]. These are

native species that have been traditionally fished and

eaten for centuries in many of theMediterranean coun-

tries. Aquaculture has greatly increased the availability

of these fish to the public and as production has

increased, the price of the farmed fish has dropped

dramatically so that in many cases its profitability is

questionable. One of the important elements of

a sector’s sustainability is its economic performance

yet the current trend in the Mediterranean is a plateau

in profitability, that is, stagnation due to a glut in

production of the two main species and a concurrent

drop in their market value.

Alternative Aquaculture Species In order to survive

and grow, the Mediterranean aquaculture sector needs

to diversify its marine finfish production and include

species with high market value. There are many native

Mediterranean species that have a market because they

are caught and sold by fishers and are suitable for cage

culture. These include several species that have already

been successfully reared in the eastern Mediterranean,

such as Grey mullet (Mugil cephalus), Dover sole (Solea

solea), Meagre (Argyrosomus regius), Sharp snout sea

bream (Diplodus puntazzo), White bream (Diplodus

sargus), Red porgy (Pagrus pagrus), Shi drum

(Umbrina Cirossa), Striped sea bream (Lithognathus

mormyrus), Pandora (Pagellus erythrinus). Although

these fish are commercially available for aquaculture,

there are several bottlenecks that prevent large-scale

production. These include lack of knowledge regarding

their nutritional requirements, lack of farm facilities

for production, slow growth rates (may be related to

nutrition or other problems), sensitivity to certain

pathogens.

Ecosystem Effects

It has been shown that Mediterranean fish farms gen-

erally have a local effect, primarily on the underlying

benthos, as described above, yet within a short distance

from the cages, this effect rapidly dissipates. It has been

suggested that the large load of nutrients that pass via

the farmed fish into the marine environment are rap-

idly processed by the biota, yet may exert some
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ecosystem effects. This hypothesis was tested by com-

paring the biological/chemical composition of seawater

from fish-farming zones (within 2–3 nautical miles of

fish farms) versus nonfarm zones (20 nautical miles of

fish farms) in three parts of the Aegean sea in May and

in September [49]. The data indicate that there is rapid

transfer of nutrients up the food web, from the primary

producers, via herbivores [53] to fish [96, 97]. These

findings may be interpreted in a number of ways and

their ramifications are debatable. If the precautionary

approach is adopted, it is not clear what sort of impli-

cations these ecosystem-level changes may have and so

they should be regarded with caution. On the other

hand, if fish farms increase the size of natural fisheries,

providing fishermen with an increased catch, this may

be regarded as a positive externality of aquaculture

(positive socioeconomic impact), which should be

encouraged.
Seagrasses

One of the unique features in the Mediterranean Sea is

the seagrass meadows of Posidonia oceanica. This

slow-growing seagrass species occurs exclusively in

the Mediterranean and grows best in clear, oligotrophic

waters [98]. P. oceanica provides many ecosystem

services, such as seabed stabilization, provision of

a complex habitat to many larval and juvenile animals,

oxygen production/release and long-term storage of

CO2 as plant tissue. Due to their slow growth rates,

there is concern that these seagrass beds will not man-

age to recover if damaged and this important ecosystem

and the services it providesmay be lost.Marine botanists

have calculated that some clonal colonies of P. oceanica

may be 100,000 years old, that is, these are probably

the largest and oldest-known living “organisms” on

earth (http://en.wikipedia.org/wiki/Posidonia_oceanica).

Because of their unique features, important ecological

role and relatively low resilience to damage there is

a strong movement in many Mediterranean countries

to conserve and protect seagrass meadows from pollu-

tion, coastal development, trawling, and aquaculture.

Recent work indicates that P. oceanicameadows located

near or under fish farms have sustained considerable

loss, including reduced meadow density, high shoot

mortality rates (50-Diaz-Almela et al. 2008), increased

epiphyte cover [99, 100] and very slow recovery rates
following farm removal [101]. An analysis of several

variables that may cause the observed damage to

P. oceanica, in the context of the MedVeg project, has

identified the deposition of particulate organic matter

from the farms onto the seagrasses as the main factor

leading to seagrass decline [102].

Measures to Protect Seagrass Meadows A set of rec-

ommendations were published by Pergent-Martini et al.

[103] for the protection of Posidonia from fish farms,

guided by the precautionary principle. These specified

that: (a) Fish farms should not be situated directly over

P. oceanica and Cymodocea nodosa (another important

seagrass) meadows. (b) If seagrasses grow where a farm

is planned, cages should be located at least 200 m from

the nearest meadow. (c) Because these seagrasses gen-

erally occur at depths shallower than 45 m, farms

should be set up at depths of 45–50 m where possible.

(d) Environmental Impact Studies that relate to all

seagrasses in the region should precede all lease

requests to set up a fish farm. (e) If there are P. oceanica

meadows near fish farms, these should be examined

every 4 years to assure they have not been affected by

the farming activity. On the basis of more recent find-

ings, Holmer et al. [102] recommended to increase the

distance between seagrass beds and fish farms to 400

m and to establish permanent seagrass plots to enable

annual monitoring and sampling for seagrass health.

Future Directions

In the early 1990s, finfish aquaculture was generally

a novelty in most parts of the Mediterranean, but this

has changed radically during the past 20 years, as cage

culture has spread throughout the region. Aquaculture

is one of the fastest growing sectors worldwide and

in the Mediterranean and it has many advantages over

other food production industries, but in order tomain-

tain a “green” image, aquaculture production and

development must be sustainable. Progress has been

made in many aspects of aquaculture technology but

there are several areas that require attention and

improvements in order to make this industry more

environmentally and socioeconomically sustainable.

Although numerous projects have focused on under-

standing the environmental interactions of aquacul-

ture, the calculation of a reliable “carrying capacity”

for aquaculture in a given water body is still generally

http://en.wikipedia.org/wiki/Posidonia_oceanica
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beyond our means, that is, there is a need for further

study of ecological processes on a variety of different

scales with respect to fish farms. Because there are so

many different types of habitats and ecosystems within

the Mediterranean Sea (e.g., hard vs. soft seafloors,

Adriatic vs. Levant, etc.), it is essential that the ecolog-

ical and socioeconomic research address region-

specific issues [45].

As aquaculture expands into new areas and new

species, there is added urgency to improve the under-

standing of fish pathology in Mediterranean systems.

In addition to bacterial diseases, there is a need for

research into antihelminthic treatments, and better

understanding of life cycles and early diagnostics for

many of the Mediterranean parasites. In view of EU

policies concerning reduction of chemical use in the

aquatic environment, the prudent and effective use of

chemotherapeutants is essential. This may be achieved

by combining therapeutic treatments with such health

management strategies as breeding of tolerant fish,

improving water quality, and vaccination.

Escaped fish may impact wild fish through compe-

tition, predation, habitat displacement, gene pool dilu-

tion, etc. In an attempt to reduce the numbers of

escapees, progress is being made (e.g., in the EU project

“Prevent Escape,” which includes several partners from

Mediterranean countries) in the design of cages that

should be more damage resistant and in devising strat-

egies to track the escapees and to reduce migration

away from the breeched cages.
A Need for Legislation

One of the areas that urgently requires attention to

enable development of the sector is legislation since

this aspect is inadequately addressed in many Mediter-

ranean countries. Moreover, in many countries that are

active in aquaculture, there is a policy vacuum with

regard to this sector. There is a need for clear rules and

standards for licensing, planning, environmental

impact assessment (EIA), administrative organization,

and coordination. In the absence of clarity and trans-

parency in such matters, investors and entrepreneurs

will not take the risks involved in establishing aquacul-

ture operations and the development of the industry

will be retarded and sluggish. In a review of the legal

obstacles to aquaculture, Van Houtte [104] included:
(a) the legal status of water used (public or privately

owned), the nature of water used (marine, brackish, or

freshwater); (b) the legal status and nature of the land

used (coastal vs. inland; private vs. public); and (c) the

need for government regulation of aquaculture, and

related activities. Moreover, the lack of coordination

among public and regulatory agencies with regard to

the EIA process, planning, etc. complicates the aquacul-

ture application process. To further complicate matters,

the permit application process is complex, cumbersome

and very time consuming. The number of laws, regula-

tions, rules, and procedures involved in the application

process is large and many different authorities are

involved at several levels. On top of that, the application

requirements vary widely from country to country and

in some countries, aquaculture legislation may vary

internally on a provincial or regional basis.

One of the most problematic policy issues has to do

with site selection and site allocation for aquaculture.

As an economic activity that takes place, and has an

effect on the littoral, aquaculture competes with many

other uses of the coastal zone and needs to be included

in Mediterranean coastal planning and management

schemes. In recognition of the rapidly growing sector,

in 2002 the European Union acknowledged that plan-

ning and coastal management would be among the

major challenges facing European aquaculture. This

was reinforced by the recent EU [105] communica-

tion, which emphasizes that “area choice is crucial and

spatial planning has a key role to play in providing

guidance and reliable data for the location of an

economic activity, giving certainty to investors,

avoiding conflicts and finding synergies between

activities and environments with the ultimate aim of

sustainable development” and invites all Member

States to “develop marine spatial planning systems,

in which they fully recognize the strategic importance

of aquaculture.”

One of the options chosen by some Mediterranean

countries is zoning, that is, allocating a specific area for

aquaculture as a means to reduce conflicts between

coastal activities. In principle, this sort of approach

simplifies things, provided: (a) the criteria used for

selection of the aquaculture zones were appropriate

and (b) the decisions regarding zoning involved the

stakeholders and their interests. It is noteworthy that

although there is aquaculture zoning in some
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countries, aquaculture jurisdiction generally falls under

regional governance, that is, there are no national zon-

ing plans in the Mediterranean [54]. Although zoning

is probably one of the better options for site selection,

the lack of national coordination regarding the alloca-

tion of space for aquaculture will probably increase

conflicts with time, thereby jeapordizing the sustain-

ability of the industry. It would therefore be prudent to

promote national zoning policy for aquaculture in the

Mediterranean.

The conflict over space is fierce in the coastal zone

as there are many competing stakeholders and one of

the solutions to this is to go offshore [95, 106]. There

have been many initiatives over the past few decades

promoting offshore or open-ocean aquaculture,

including several international conferences in the Med-

iterranean; however, a number of obstacles have

prevented the realization of this concept. These obsta-

cles include (a) economic feasibility of such ventures;

(b) engineering and technological solutions for aqua-

culture in sites exposed to oceanic conditions; (c)

international and national (government) support for

an offshore aquaculture industry; (d) investors willing

to take the risks involved in offshore aquaculture; (e)

lack of understanding of the ecological ramifications

(water column and benthos; local and regional effects)

of large-scale aquaculture in exposed sites; and (f) the

biological effects of cultivation in exposed conditions

(storms, currents, predators, etc.) on the farmed

stock, and other similar issues. At present, there are

a few Mediterranean fish farms situated in exposed,

offshore sites, but these are the exception rather than

the rule, and most farms are situated in protected or

semi-sheltered sites. A move away from the coastal

zone into offshore waters will probably become

a reality rather than an option in the near future and

the aquaculture sector stands to benefit if it can accept

this and help establish the scientific basis and technol-

ogy in advance.

Integrated Aquaculture

Another option that makes considerable ecological

and economic sense is an integration of different

forms of aquaculture within the same farm. By arrang-

ing systems for rearing finfish (a form of “fed” aqua-

culture) adjacent to systems for growing shellfish and/

or seaweeds (extractive aquaculture), it may be
possible to increase farm sustainability on a number

of levels. On the ecological level, shellfish and algae are

called “extractive” because they extract their nutrients

or food from within the system (autochthonous), and

can therefore help reduce the nutrient loads from fish

farms. Finfish are usually “fed” with feed that is

manufactured from materials that come from outside

the system (allochthonous) and the release of wastes

and uneaten feed from the farms may affect water and

sediment quality and even cause eutrophication. On

the social level, cultivation of different products as

compared to monoculture will require greater man-

power and expertise and create the opportunity for

greater employment, both within the farms and in the

form of support services. On the economic level, addi-

tional crops should increase farm profitability, pro-

vided the filtering organisms are able to absorb the

nutrients efficiently and they fetch a good price at

market. Moreover, by diversifying the cultured stock,

the farmer protects himself from risks related to mar-

ket fluctuations, storms, and disease. Integrated aqua-

culture is currently practiced in Canada and in China

on pilot to commercial scales but it is not clear

how this approach will develop with time.

In the Mediterranean Sea, there are no commercial

integrated aquaculture farms [21] and this is due to

the fact that either the secondary crop is a low-value

(not profitable) product or the secondary (extractive)

crop is not able to grow in the oligotrophic conditions

that characterize Mediterranean waters. The potential

for integrated Mediterranean aquaculture exists, but

it must be both ecologically and economically viable

to work.
Herbivorous Fish

One of the major challenges for both global and Med-

iterranean aquaculture is the limited supply of essential

fish oil and fish meal [107]. The artificial diets of many

farmed fish, including salmon, sea bream, and sea bass

rely heavily on fish meal and fish oil, which places

considerable pressure on wild fisheries (the source of

fishmeal and oil), severely jeapordizing the sustainabil-

ity of the sector [108]. Several strategies have been

proposed to address this problem, including the extrac-

tion of oils from fish-processing wastes [109, 110] and

from fishery by-catch discards (the noncommercial fish
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and animals that are caught by fishermen and subse-

quently thrown back to sea), and feeding fishwith plant

oils. There has been some success in the replacement of

fish oils with plant oils [107], but many fish species

have reduced survival and growth rates when reared

without fish oils.

Another solution that has been proposed to address

this problem is the rearing of herbivorous fish that do

not require fish oils. Although these are generally not

the highest value fish, they are nonetheless commercial

species that are profitable to rear. The most common

farmed herbivore in the Mediterranean is the diadro-

mous gray mullet, Mugil cephalus (www.fao.org/fish-

ery/culturedspecies/Mugil_cephalus/en). A lot of the

pond rearing technology of this species was developed

in Israel [111] and included polyculture. Egypt, the

world leader in mullet production, has recently

exceeded 1 million t/y. Although this fish is common

in some of the southern Mediterranean countries, it

does not have a large market in southern Europe

and this is a challenge that needs to be overcome to

promote herbivores as more sustainable species for

aquaculture. Another problem that exists for

M. cephalus is the absence of commercial hatcheries.

Despite recent breakthroughs in spawning induction

[112, 113], juvenile mullets are still collected from river

mouths for aquaculture purposes thereby jeapordizing

natural populations. These problems need to be

addressed if this species is to be seriously considered

a sustainable alternative to the commonMediterranean

carnivores.
Indicators for Sustainable Aquaculture

The Water Framework Directive establishes the Envi-

ronmental Quality Standards for European waters, and

all activities that may affect environmental quality, for

example, aquaculture must comply with these stan-

dards. Aquaculture lease applications generally include

Environmental Impact Assessments (EIA), which

assess risks and predict the impacts of aquaculture.

Monitoring is an approach to test if EIA predictions

were correct, and to establish a feedback system to

protect both the environment and the fish farmer.

The Modeling-Ongrowing fish farms-Monitoring

(MOM) system [114, 115] was developed for salmon

farming in Scandinavia, and includes a feedback
process of EIA – monitoring – farm adjustment.

Although the MOM concept was developed for Scan-

dinavian farms, this approach has been adopted by the

operators of several farms in the Mediterranean Sea to

monitor their performance and environmental status.

Monitoring generally includes measurement of: (a)

physical variables, such as hydrography, weather,

water temperature, sediment type, etc.; (b) chemical

variables, including dissolved oxygen, nutrients,

suspended solids, dissolved and particulate organic

matter, etc.; and (c) biological attributes, for example,

algal pigments, biomass, productivity, macrofauna

abundance, diversity, etc. Fernandes et al. [116]

reviewed the science underlying aquaculture monitor-

ing in Europe and found that it was generally motivated

by research interests rather than by clear environmental

objectives. Whereas comprehensive monitoring of

marine environments improves the understanding of

the functioning of these systems [117], and thus the

ability to predict the response of these waters to anthro-

pogenic perturbations, it is often not necessary to

include many of the variables that are monitored [102].

The CONSENSUS project recently estab-

lished a set of 18 indicators (www.euraquaculture.

info/index.php?option%20=%20com_content&task%

20=%20view&id%20=%20149&Itemid%20=%20118)

to promote “European Best Aquaculture Practice.” These

indicators are currently being evaluated to examine their

practicality and suitability for the sector. In a separate

project entitled ECASA (www.ecasa.org.uk/), a set of

indicators to assess aquaculture–environment interac-

tions were evaluated in order to streamline the farm

monitoring process. This was done for aquaculture in

both northern European and several Mediterranean

countries (e.g., [118]) yet despite the advances made

in that project, there is still a need to further streamline

the list of indicators. The main criteria that should be

used as a guideline in the quest for optimal indicators

have been described in UNESCO [119] and include: (a)

relevance, (b) feasibility (amount of effort, expertise,

and cost required to obtain the data), (c) sensitivity (to

inform on how the environment is responding), and

(d) clarity (how easy it is for stakeholders to under-

stand). Although progress has beenmade toward devel-

oping the final list of such indicators for aquaculture,

this work is only partially done and further work is

needed to achieve this.

http://www.fao.org/fishery/culturedspecies/Mugil_cephalus/en
http://www.fao.org/fishery/culturedspecies/Mugil_cephalus/en
http://www.euraquaculture.info/index.php?option%20=%20com_contenttask%20=%20viewid%20=%20149Itemid%20=%20118
http://www.euraquaculture.info/index.php?option%20=%20com_contenttask%20=%20viewid%20=%20149Itemid%20=%20118
http://www.euraquaculture.info/index.php?option%20=%20com_contenttask%20=%20viewid%20=%20149Itemid%20=%20118
http://www.ecasa.org.uk/
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Glossary

Anadromous Species that spawn in freshwater,

then their offspring gradually make their way into

estuaries or the sea, where they remain during

much of the subadult and adult stages of the

life cycle, before returning to rivers and streams

to spawn.

Catadromous Species whose females release their eggs

at sea, then the offspring move as larvae or early

juveniles into estuaries, rivers, and streams where

they spend the juvenile stage of the life cycle.

Marine Species that spawn in sea water, including

those that spend most of their lives at sea and

catadromous fishes, which spawn in seawater, then

enter freshwater nursery habitats.

Marine fisheries enhancement Release of aquacultured

marine organisms into seas and estuaries to increase

or restore abundance and fishery yields in the wild.

Outbreeding depression Caused when offspring from

crosses between individuals from different

populations or subpopulations (stocks) have

lower fitness than progeny from crosses between

individuals from the same population/stock.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Recruitment The process of joining an existing

population. Species recruit to the juvenile stages in

nursery habitats; juveniles subsequently recruit to

adult stages in adult habitats. Species recruit to

a fishery when they reach the minimum size fished.

Reintroduction Temporary release of cultured

organisms with the aim of reestablishing a locally

extinct population.

Restocking Release of cultured juveniles into wild

population(s) to restore severely depleted spawning

biomass to a level where it can once again provide

regular, substantial yields.

Sea ranching Release of cultured juveniles into

unenclosed marine and estuarine environments

for harvest at a larger size in “put, grow, and take”

operations.

Stock enhancement The release of cultured juveniles

into wild populations to augment the natural

supply of juveniles and optimize harvests by

overcoming limitations in juvenile recruitment.

Supplementation Moderate release of cultured fish

into very small and declining populations, with

the aim of reducing extinction risk and conserving

genetic diversity. Supplementation serves primarily

conservation aims and specifically addresses

sustainability issues and genetic threats in small

and declining populations.
Definition of the Subject

Marine fisheries enhancement (aka “stock enhance-

ment”) is the use of hatchery-reared saltwater

organisms to increase abundance and fishery yields in

the wild. “Conservation hatcheries” also produce and

stock depleted, threatened, or endangered organisms –

to help preserve species in decline. The practice began

in the latter part of the nineteenth century when fish

hatcheries were first developed but understanding of

the ecology and management of wild stocks into which

the hatchery-reared organisms where released was very

limited. Early stock enhancement thus has gone

through a series of fits and starts and misfires. In the

century after its birth, the technologies required for

scientific inquiry of the effects and effectiveness of

stocking hatchery-reared organisms were lacking.

The science needed to guide reliable use of cultured
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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aquatic organisms in conservation and resource man-

agement remained undeveloped. Then, at the close of

the twentieth century, new mariculture, tagging, and

genetic technologies surfaced and rapid advances were

made in the science underpinning marine stock

enhancement.

As growth in human population size approaches

the carrying capacity of the planet in this century, and

the world increasingly turns to the oceans to farm and

harvest food [1], sustainable fishery yields and

conservation of natural resources face unparalleled chal-

lenges. Over the past two decades, marine fisheries

enhancement has been transformed from a tentative,

poorly developed management tool to a maturing

science. Some believe research funding for this field

would be better spent on traditional fishery manage-

ment. But today’s seafood producers, fishery managers,

and “. . .conservationists need all the tools that biology,

ecology, diplomacy and politics canmuster if endangered

species are to survive beyond the next century,” [2] and

fisheries are to continue to support a viable seafood

industry and sport pastime. This entry traces the emer-

gence and progress of marine fisheries enhancement,

and offers a prescription for future direction.

The term stock enhancement is originally derived

from efforts to augment wild fish sub-populations,

or “stocks,” by releasing cultured fishes into aquatic

environments. Stocking cultured organisms is one of

the tools available for managing aquatic natural

resources. It has been used with varying degrees

of success to help increase abundance of habitat- or

recruitment-limited stocks to help restore depleted

populations, augment fisheries and help recover threat-

ened or endangered species. There has been much

debate over the effectiveness of stock enhancement as

a fisheries management tool. However, most of the

scientific evaluation of stocking is quite recent [3],

as is a code of responsible practices that help

guide effective application [4–6], and marine fisheries

enhancement is finally poised for effective use.

In the USA, from the 1880s through the early 1950s,

stocking hatchery-reared marine fishes was a principal

approach used by the US Fish Commission (renamed

Bureau of Fisheries in 1903, Bureau of Commercial

fisheries in 1956, and later the National Marine Fisher-

ies Service) for maintaining fishery stocks. But by the

1950s the practice of stocking marine fishes to manage
US fisheries was curtailed for lack of evidence of its

effectiveness in fisheries management [7]. Stocking was

replaced by harvest management to control total catch

and sustain fisheries. Stocking of freshwater habitats

continued (particularly with salmonids into rivers),

although the scientific basis for many of the manage-

ment decisions needed for stocking salmonids was

clearly lacking and did not begin to be addressed until

the mid-1970s.

In the decade following 1975, scientists began to

evaluate survival and fishery contributions of stocked

salmon enabled by advances in fish tagging technology

[8, 9]. Quantitative evaluation of marine fish stocking

began in earnest in the 1980s and 1990s. The science

underlying fisheries enhancement has since evolved to

the point where, in some situations, stocking can be

a useful fishery management tool to help restore

depleted stocks and increase abundance in recruit-

ment-limited fisheries [6]. Effective use of enhance-

ment, though, requires full integration with harvest

and habitat management, and a good understanding

by stakeholders and resource managers of the oppor-

tunities where enhancement can be used successfully as

well as its limitations [5, 6]. Principles for guiding the

successful use of marine fisheries enhancement to help

sustain aquatic resources are now being employed to

design new enhancements and reform existing efforts.

What follows is a brief overview of those principles and

progress made in using hatchery-reared organisms to

help sustain marine resources.
Introduction

Marine fisheries enhancement is happening around

the world and in some countries on a massive scale

(e.g., China). However, in many countries the careful

assessment of genetic and ecological risks is lagging

behind implementation, putting wild stocks, the sea-

food supply, and sport fisheries at risk. The science of

marine enhancement is still in its infancy compared to

other fields of fisheries science, but now shows good

potential to (1) increase fishery yield beyond that

achievable by exploitation of the wild stock alone,

(2) help restore depleted stocks, (3) provide protection

for endangered species, and (4) provide critical infor-

mation on the natural ecology, life history and envi-

ronmental requirements of valuable marine species.
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Stock enhancement has often been used as a generic

term referring to all forms of hatchery-based fisheries

enhancement. Bell et al. [3] and Lorenzen et al. [6]

classified the intent of stocking cultured organisms in

aquatic ecosystems into various basic objectives.

Together, they considered five basic types, listed here

from the most production-oriented to the most con-

servation-oriented:

1. Sea ranching – recurring release of cultured juveniles

into unenclosed marine and estuarine environments

for harvest at a larger size in “put, grow, and take”

operations. The intent here is to maximize produc-

tion for commercial or recreational fisheries. Note

that the released animals are not expected to con-

tribute to spawning biomass, although this can

occur when harvest size exceeds size at first maturity

or when not all the released animals are harvested.

2. Stock enhancement – recurring release of cultured

juveniles into wild population(s) to augment the

natural supply of juveniles and optimize harvests by

overcoming recruitment limitation in the face of

intensive exploitation and/or habitat degradation.

Stock enhancements can increase abundance and

fisheries yield, supporting greater total catch than

could be sustained by the wild stock alone [10].

However, such increases may be offset, at least in

part, by negative ecological, genetic, or harvesting

impacts on the wild stock component. Stock

enhancements tend to attract greater numbers of

fishers, which can offset expected increase in each

individual’s catch-per-unit-effort (CPUE) [5, 11].

3. Restocking – time-limited release of cultured juveniles

into wild population(s) to restore severely depleted

spawning biomass to a level where it can once again

provide regular, substantial yields [12]. Restocking

requires release number to be substantial relative to

the abundance of the remaining wild stock, and close

ecological and genetic integration of wild and cultured

stocks, combined with very restricted harvesting [6].

4. Supplementation –moderate releases of cultured fish

into very small and declining populations, with the

aim of reducing extinction risk and conserving genetic

diversity [13, 14]. Supplementation serves primarily

conservation aims and specifically addresses

sustainability issues and genetic threats in small

and declining populations [6].
5. Reintroduction – involves temporary releases with

the aim of reestablishing a locally extinct population

[15]. Continued releases should not occur, as they

could interfere with natural selection in the newly

established population. Fishing should also be

restricted to allow the population to increase in

abundance rapidly [6].

Scientific development of marine fisheries enhance-

ment was lacking throughout most of the twentieth

century. Although stocking cultured marine fishes

began in the nineteenth century, the technology was

limited to stocking only eggs and larvae. There were no

published accounts of the fate of released fish until

empirical studies of anadromous salmonids began to

be published in the mid-1970s [16, 17], followed by

the first studies (published in English) of stocked

marine invertebrates in 1983 [18, 19] and marine fishes

in 1989 [20].

During the past two decades, the field of marine

fisheries enhancement has advanced considerably.

Science in this field is rapidly growing, in part because

of critical examination and debate about the efficacy of

enhancement and the need for quantitative evaluation

(e.g., [21, 22]), and in part because of advances made in

aquaculture, genetics, tagging, and fishery modeling

technologies, which have enabled quantitative studies

and predictions of stocking effects. A clear process has

emerged for developing, evaluating, and using

enhancement [4–6]. Together, this process and the

rapid growth of knowledge about enhancement effects

should enable responsible and effective use of enhance-

ment in marine fisheries management and ocean

conservation.

Scientific Development of Marine Fisheries

Enhancement

Scientific and Strategic Development

Since 1989, progress in marine fisheries enhancement

has occurred at two levels – scientific advances and

adoption of a careful and responsible approach to

planning and organizing enhancement programs and

manipulating abundance of marine species using

aquacultured stocks. Much of the progress made in

the 1990s was scientific and involved an expansion of

field studies to evaluate survival of released fish
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and improve the effectiveness of release strategies. The

earliest studies on effectiveness of stocking marine

fishes, published in English in the scientific literature,

were in Japan [20, 23–26] and Norway [27–31],

followed by studies in the USA [32–39], and Australia

[40]. Progress made with invertebrates is well covered

by Bell et al. [12].

Following the initial publications of scientific

studies of marine fish enhancement, the number of

peer-reviewed publications and symposia in this field

began to escalate ([41–52], and see abstracts in [53]).

It is now clear that stocking marine organisms can be

an effective addition to fishery management strategies,

but only when certain conditions are met. For stocking

to be productive and economical, and help ensure

sustainability of wild stocks, careful attention must

be given to several key factors and stocking must be

thoroughly integrated with fisheries management [6].

It is clear that stocking can be harmful to wild stocks

if not used carefully and responsibly.

Aside from scientific gains in this field, the other

level of progress made in the past two decades has

been the evolution of a strategic “blueprint” for

enhancements, such as the principles discussed in

“a responsible approach to marine stock enhancement”

[4, 6]. By the early 1990s, salmon enhancement in the

US Pacific Northwest, which had been underway for

a century, was beginning to incorporate reforms that

were needed to improve efficiencies and protect wild

stocks from genetic hazards that can lead to loss of

genetic diversity and fitness. Concerns had been

mounting over uncertainty about the actual effective-

ness of salmon hatcheries and impacts on wild stocks.

Concerns about wild stock impacts were twofold,

including ecological effects of hatchery fish, such as

competitive displacement, and genetic issues, such as

translocation of salmon stocks, domestication and

inbreeding in the hatchery and associated outbreeding

depression, and loss of genetic diversity related to

hatchery breeding practices (e.g., [54, 55]). Meanwhile,

special sessions on marine stock enhancement began

appearing at major fisheries and mariculture confer-

ences in the early 1990s [41–44]. These sessions took

a sharp turn from past approaches, where the principal

focus in conference presentations about stock enhance-

ment had been mainly on Mariculture research topics

alone. The conveners of the special sessions on stock
enhancement in the 1990s recruited presenters who

worked on evaluating the effects and effectiveness of

stocking hatchery organisms into the sea and interac-

tions of hatchery and wild stocks. The special sessions

focused on the “questions of the day” in marine

enhancement and fostered debate in the marine

enhancement research community about many of the

reform issues being considered in salmon enhance-

ment. The early 1990s was a period of rapid develop-

ments in enhancements, characterized by engagement

of multiple scientific disciplines in a field that had

previously been guided largely by a single discipline –

aquaculture.

The salmon experience and reforms underway in

salmon enhancement made it clear that a careful and

multidisciplinary approach was needed in the develop-

ment and use of marine enhancement. Many involved

in developing new marine fisheries enhancement

projects were paying close attention to the debate that

had emerged over salmon hatcheries. Following the

1993 special session on “fisheries and aquaculture

interactions” held at a mariculture conference in

Torremolinos, Spain [44], several of the presenters

(including scientists from Japan, Norway, the USA,

and Italy [United Nations Food and Agriculture

Organization, FAO]) met and formed an “Interna-

tional Working Group on Stock Enhancement,” and

affiliated the workgroup with the World Aquaculture

Society. At that inaugural working group meeting,

a decision was made to publish a platform paper to

frame the question, “what is a responsible approach to

marine stock enhancement?” This paper was presented

at the 1994 American Fisheries Society symposium,

“Uses and Effects of Cultured Fishes in Aquatic

Ecosystems,” and published in the 1995 peer-reviewed

symposium proceedings [4]. The paper recommended

ten principles for developing, evaluating, and

managing marine stock enhancement programs. The

Responsible Approach paper afforded a model for

developing and managing new enhancement programs

and refining existing ones. It has also helped frame

research questions in the emerging science of marine

fisheries enhancement.

The International Working Group on Stock

Enhancement (IWGSE) was instrumental in advancing

the science of marine fisheries enhancement in the

1990s. The working group focused primarily on
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highlighting ongoing stock enhancement research

around the world and fostering awareness of the

Responsible Approach in their publications and pre-

sentations. International awareness and new research in

the field was aided by the broad international makeup

of the working group. Membership grew and soon

included scientists from Australia, Canada, China,

Denmark, Ecuador, Italy, Japan, Norway, Philippines,

Solomon Islands, Spain, the UK, and the USA. Initially,

the primary communication vehicle used by the work-

ing group was the special sessions on stock enhance-

ment, which it planned and convened annually in

various countries at the international conference of

the World Aquaculture Society. The working group

promoted a synergy among its members and the influ-

ence of the group expanded as members planned addi-

tional workshops and symposiums in their own

countries and brought IWGSE scientists into the plan-

ning process.

The period 1990–1997 was a fertile time that gave

birth to a rapid expansion of science in marine fisheries

enhancement, which continues to this day, aided since

1997 in large part by the International Symposium

on Stock Enhancement and Sea Ranching (ISSESR).

The first ISSESR, held in 1997 in Bergen, Norway,

was the brainchild of the Norwegian PUSH program

(Program for Development and Encouragement of Sea

Ranching) and the Norwegian Institute of Marine

Research (IMR). In 1995, IMR scientists invited

IWGSE scientists to become involved in the Interna-

tional Scientific Committee charged with planning

the program for the first ISSESR. The first ISSESR,

and the series of follow-up symposia that it launched

(see www.SeaRanching.org), have encouraged and

brought about fundamental advancements in the field

of marine enhancement – by networking the scientists

working in this specialized field, highlighting their

work at the ISSESR, and publishing their peer-reviewed

articles in the symposium proceedings. The 3–5 day

ISSESR has now become a regular scientific symposium

event, hosted by a different country every 4–5 years.

Following the first ISSESR in Bergen [47], subsequent

symposiums in the series were held in Kobe, Japan

in 2002 [49], in Seattle, USA in 2006 [52], and in

Shanghai, China in 2011 [53]. The fifth ISSESR will

be held in Sydney, Australia in 2015 or 2016. Inquiries

from scientists in different countries interested
in hosting the sixth one are already being received

by the organizing group. Following the first ISSESR,

the IWGSE scientists continued the efforts they started

in the working group through their involvement in the

International Scientific Committees for the ISSESR

and steering committees for other stock enhancement

symposia (e.g., [46, 48, 51]). In 2010, a refined and

updated version of the Responsible Approach was

published [6] and presented at the fourth ISSESR.

As in any new science, lack of a paradigm and

consensus on the key issues retard progress. The

ISSESR and other marine enhancement symposia and

working groups have helped to place scientific focus on

critical uncertainties and communicate results of new

science in this field at symposiums and in the scientific

literature. They have also provided a forum for debate

on the issues, and increased networking of scientists,

resource managers, students, and educators working in

this field worldwide. The focus on key issues is nurtur-

ing this new field of science.
Technological and Tactical Constraints

Althoughmarine enhancements do show promise as an

important tool in fisheries management, why has this

field taken so long to develop and why have marine

enhancement programs often failed to achieve their

objectives? The scientific development of marine

fisheries enhancement has long been impeded by lack

of the technologies needed to evaluate effects of stock-

ing cultured fish. Although marine enhancements

began in the 1880s, until the advent of the coded-wire

tag in the mid-1960s [8], there was no way to identify

treatment groups and replicates in experimental

releases of juvenile cultured fish [56]; and quantitative

marking methods for multiple experimental groups of

postlarvae and very small juveniles (<50 mm in length)

came much later (e.g., [57]). To make matters worse,

scientific development of marine enhancement was

also stymied by lack of adequate technology for

culturing marine fishes. Rearing methods for larval

and juvenile marine fishes, many of which require live

feeds during the larval stage, remained undeveloped

until the mid- to late 1970s, when breakthroughs finally

began to be achieved in rearing a few marine species

past metamorphosis [58]. By the mid-1980s mass

production of juveniles had been achieved for several

http://www.SeaRanching.org
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species of marine fishes. Even today, though, many

marine fishes cannot yet be cultivated to the juvenile

stage in the quantities needed for stocking. Without

the availability of juveniles grown to a wide range of

sizes, fundamental questions about density depen-

dence, hatchery-wild fish interactions and cost-yield

efficiency of size-at-release and other release variables

cannot be addressed in field experiments. Thus, even

the basic technologies needed to develop and under-

stand the potential of marine enhancement have been

unavailable until relatively recent times for some fishes

and have yet to be developed for others.

Technology has not been the only constraint to

successful development of marine fisheries

enhancement. The effective use of stocking cultured

marine organisms in fisheries management has been

hindered by lack of understanding of the effect of

releases on fish population dynamics and a lack of

related, quantitative assessment tools [10]. Moreover,

there has been a lack of essential governance and

fisheries management considerations in planning,

designing, implementing, and evaluating enhancement

programs [6, 59]. A symptom of this is the relentless

concern among stakeholders and hatchery managers

alike about the numerical magnitude of fish released,

rather than on the effective contribution of the hatch-

ery program to fisheries management goals. Certainly,

a hatchery needs to meet some release quotas, but

the numbers of fish released is a misleading statistic

for gauging success or comparing effectiveness among

enhancement programs. Yet, from the very beginning,

progress has been judged by the number of eggs,

yolk-sac larvae or juveniles stocked, rather than by the

number of fish added to the catch or to spawning stock

biomass. The thinking behind this approach apparently

is “grow and release lots of hatchery fish and of

course they’ll survive and add to the catch,” without

realizing the need to optimize release strategies

(e.g., [39, 60, 61]) (e.g., to know what size-at-release,

release habitat and release magnitude combination has

the greatest impact on population size, fishery yields,

and economics), or that the impact from stocking could

in fact be a negative one onwild stocks (such as replace-

ment of wild fish by hatchery fish) if certain precautions

are not taken. This attitude has been pervasive and exists

even today amongmany stakeholders and enhancement

administrators. In fact, research now shows that
survival and recruitment to the fishery following hatch-

ery releases is a complex issue that requires much

greater understanding about the fishery, hatchery fish

performance, and biological and ecological factors in

the wild than simply “the catch is down, thus releasing

large numbers of fish will bring it back up.” And quite

often large release magnitudes are achieved by releasing

millions of postlarvae, rather than fewer but larger

juveniles. But releases of postlarvae alone may be effec-

tive, yet can also be totally ineffective, depending on

conditions at the release site [62].

The key to successful use of stocking is to plan

enhancement programs from a fisheries/resource man-

agement perspective, using a broad framework and

scientific approach [6, 59]. The probability of achieving

effective results is greatly increased when stakeholders

are engaged from the outset in planning new programs,

using a framework that is structured, multilayered,

participatory, and makes good use of science, to design,

implement, and analyze enhancement fisheries systems

[6]. Incorporating the key principles in the Responsible

Approach into the frameworks of existing programs as

well is likely to improve performance.
Responsible Approach to Marine Fishery

Enhancement

In retrospect, the slow development of marine fish

culture (a century behind salmonid aquaculture) has

helped marine stock enhancement programs avoid

some of the mistakes of the past made with salmon

stock enhancement, where lack of understanding of

genetic issues during most of the twentieth century

led to inadvertent domestication and inbreeding

in salmon hatchery populations, leading to reduced

fitness in wild stocks. Marine finfish juvenile produc-

tion technology lagged behind freshwater and anadro-

mous fish culture by a century. Thus, mass release into

the sea of juvenile marine fishes large enough to survive

and enter the breeding population did not begin until

the 1980s. The relatively recent capabilities to conduct

marine fisheries enhancement emerged at about the

same time that geneticists realized that hatchery prac-

tices with salmonids (1) could reduce genetic diversity

in the hatchery and ultimately, enhanced wild stocks,

owing to inadequate broodstock management, (2) have

caused translocations of salmon genes into
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New Millennium. Table 1 The ten principles of a respon-

sible approach to marine stock enhancement [4]

1 Prioritize and select target species for enhancement
by ranking and applying criteria for species selection

2 Develop a management plan that identifies how
stock enhancement fits with the regional plan for
managing stocks

3 Define quantitative measures of success to track
progress over time

4 Use genetic resource management to avoid
deleterious genetic effects on wild stocks

5 Implement a disease and health management plan

6 Consider ecological, biological, and life history
patterns in forming enhancement objectives and
tactics; seek to understand behavioral, biological,
and ecological requirements of released and wild
fish

7 Identify released hatchery fish and assess stocking
effects on the fishery and on wild stock abundance

8 Use an empirical process for defining optimal release
strategies

9 Identify economic objectives and policy guidelines,
and educate stakeholders about the need for
a responsible approach and the time frame required
to develop a successful enhancement program

10 Use adaptive management to refine production and
stocking plans and to control the effectiveness of
stocking
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environments where they are less fit, and (3) have con-

tributed to loss of local adaptations in the wild popu-

lation. Today, population genetics is much better

understood and broodstock genetics and hatchery

practices can be better managed to address these con-

cerns (e.g., [63–65]). Thus, marine enhancement pro-

grams need careful guidance from qualified geneticists.

The Puget Sound and Coastal Washington Hatchery

Reform Project in the USA has been instrumental in

reforming salmon enhancements [66]. This group

affords a model for managing enhancement hatcheries

in the twenty-first century.

As progress was being made in the early 1990s to

better understand the genetic structure of stocks and

how to manage genetics in hatcheries, realizing the

need for reform in approaches to enhancing non-

salmonids was just beginning. In the mid-1990s,

Cowx [67], for enhancements in freshwater systems,

and Blankenship and Leber [4], for enhancements in

marine and estuarine systems, published papers calling

for a broader, more systematic, reliable, and account-

able approach to planning stock enhancement

programs. Prompted both by the salmonid hatchery

reform movement and by the WAS IWGSE, the ten

principles presented in Blankenship and Leber ([4]

Table 1) gained widespread acceptance as the “Respon-

sible Approach” to stocking marine organisms and

provided a platform for subsequent discussions on

planning, conducting, and evaluating marine enhance-

ments (e.g., [6, 12, 22, 51, 52, 68–70]). Since 1995, the

awareness of the Responsible Approach has steadily

increased and has helped guide hatchery and

reform processes for marine enhancements worldwide

[11, 36, 37, 39, 60, 62, 69–90].

The Responsible Approach provides a conceptual

framework and logical strategy for using aquaculture

technology to help conserve and increase natural

resources. The approach prescribes several key compo-

nents as integral parts of developing, evaluating and

managing marine fisheries enhancement programs.

Each principle is considered essential to manage

enhancements in a sustainable fashion and optimize

the results obtained [4, 6].

A major development since the publication of the

original “Responsible Approach” has been increasing

interest from fisheries ecologists in understanding and

quantifying the effects of hatchery releases from
a fisheries management perspective. This has led to

the development of fisheries assessment models that

can be used to evaluate stocking as a management

option alongside fishing regulations [5, 10]. At the

same time, approaches to fisheries governance

underwent major changes that allow enhancements to

become more integrated into the management frame-

work and in some cases, were driven by interest in

enhancement approaches [59].

Walters and Martell [5] discuss four main ways that

a marine enhancement program can end up causing

more harm than good: (1) the replacement of wild

with hatchery recruits, with no net increase in the total

stock available for harvest (competition/predation

effects); (2) unregulated fishing-effort responses to the
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New Millennium. Table 2 Code of responsible conduct

for marine stock enhancement [5]

● Make certain that management priorities and
acceptable trade-offs are absolutely clear

● Do careful stock assessments to show that the target
stock is recruitment overfished or can no longer rear
successfully in the wild

● Show that enhanced fish can recruit successfully in the
wild

● Show that total abundance is at least initially
increased by the hatchery fish contribution

● Show that fishery regulations are adequate to prevent
continued overfishing of the wild population, unless
there has been an explicit decision to “write off” the
wild population

● Show that the hatchery production system is actually
sustainable over the long run, when it is to be
a permanent component of the production system

Marine Fisheries Enhancement, Coming of Age in the

New Millennium. Table 3 The updated responsible

approach (From [6])

Stage I: Initial appraisal and goal setting

1 Understand the role of enhancement within the
fishery system [new]

2 Engage stakeholders and develop a rigorous and
accountable decision making process [new]

3 Quantitatively assess contributions of enhancement
to fisheries management goals

4 Prioritize and select target species and stocks for
enhancement

5 Assess economic and social benefits and costs of
enhancement

Stage II: Research and technology development
including pilot studies

6 Define enhancement system designs suitable for the
fishery and management objectives [new]

7 Design appropriate aquaculture systems and rearing
practices [new]

8 Use genetic resource management to maximize
effectiveness of enhancement and avoid deleterious
effects on wild populations.

9 Use disease and health management

10 Ensure that released hatchery fish can be identified

11 Use an empirical process for defining optimal release
strategies

Stage III: Operational implementation and adaptive
management

12 Devise effective governance arrangements [new]

13 Define a management plan with clear goals,
measures of success, and decision rules

14 Assess and manage ecological impacts

15 Use adaptive management
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presence of hatchery fish that cause overfishing of the

wild stock; (3) “overexploitation” of the forage resource

base for the stocked species, with attendant ecosystem-

scale impacts; and (4) genetic impacts on the long-term

viability of the wild stock. They stress that it is critical to

monitor the impacts of enhancement as the program

develops to have evidence in hand if debate about the

efficacy of the program does surface. To help guide

developing programs, they provide and discuss

a “Code of Responsible Conduct” as critical steps in

marine fisheries enhancement programdesign (Table 2).

In 2010, Lorenzen, Leber, and Blankenship [6]

published an updated version of the Responsible

Approach to refine the original key principles and

include five additional ones (Table 3). The key princi-

ples added in the updated version bring stakeholders

more firmly into the planning process; place much

stronger emphasis on a-priori evaluation of the poten-

tial impact of enhancements using quantitative models;

place marine fishery enhancements more firmly within

the context of fishery management systems; emphasize

design of appropriate aquaculture rearing systems and

practices; and incorporate institutional arrangements

for managing enhancements. Lorenzen et al. [6] pro-

vide comprehensive discussions for each of the 15 key
principles listed in Table 3. Readers are urged to consult

Lorenzen et al. [6] for additional detail, as it is beyond

the scope, here, to repeat their discussions of each

principle.

The 15 principles in the updated Responsible

Approach include the broad range of issues that need

to be addressed if enhancements are to be developed or

reformed responsibly [6]. Clearly, marine
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New Millennium. Table 4 Key areas of expertise needed

in marine fisheries enhancement

● Fisheries science

● Fisheries management

● Adaptive management

● Marine aquaculture

● Population genetics

● Aquatic animal health

● Population ecology

● Behavioral ecology

● Community ecology

● Resource economics

● Social science and institutional analysis and design

● Statistics and experimental design

● Tagging technology

● Communications and outreach
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enhancement programs are multidisciplinary and their

effective use requires specialist knowledge and skills

from diverse fields (Table 4). Forming interdisciplinary

teams of the various specialists required is an impor-

tant factor in employing the Responsible Approach in

developing, reforming, and executing marine enhance-

ments. For effective design of enhancement programs,

specialists in each area of expertise listed in Table 4

should be included in the planning teams.

It should be clear that without a careful monitoring

system in place, marine enhancements simply cannot

be managed. Monitoring is essential to understand the

impacts of enhancement, to manage release strategies

so that they are efficient and designed well enough to

achieve the goals of the program, to protect against

misuse of stocking (as discussed in 5 and 6), resulting

in harm to wild stocks, and to document success or

failure in meeting enhancement program objectives.

Walters and Martel [5] list several key monitoring

requirements for managing fishery enhancements

well: (1) mark all (or at least a high and known pro-

portion of) fish released from hatcheries; (2) mark as

many wild juveniles as possible at the same sizes/loca-

tions as hatchery fish are being released;
(3) experimentally vary hatchery releases over a wide

range from year to year and from area to area, probably

in on/off alternation (temporal blocking) so as to break

up the confounding of competition/predation effects

with shared environmental effects; (4) monitor changes

in total recruitment to, production of, and fishing

effort in impacted fisheries, not just the percentage

contribution of hatchery fish to production;

(5) monitor changes in the fishing mortality rates of

both wild and hatchery fish directly, through carefully

conducted tagging programs that measure short-term

probabilities of capture; and (6) monitor reproductive

performance of hatchery-origin fish and hatchery-wild

hybrid crosses in the wild. Sound management-action

design and monitoring is the essence of adaptive

management [91] and adaptive management enables

refinements, progress, and success in marine enhance-

ment programs [4, 6, 11, 92].

Marine fisheries enhancement is a powerful tool that

requires careful and interdisciplinary planning to control

its effects. The process of transforming marine enhance-

ment from an idea before its time into an effective

resource management and sea ranching tool involves

adopting a clear prescription for responsible use. As

marine enhancement comes of age in this new millen-

nium, agencies and stakeholders have a growing library

of protocols for enhancement at their disposal and the

responsibility to use them. The Responsible Approach

and Code of Responsible Conduct provide healthy pre-

scriptions for controlling the outcome of enhancements.

These principles need to be adopted and used well, in

order to increase and ensure the readiness of this tool to

aid in conservation and to increase fishery yields when it

is needed. Growth in human population size is fast

approaching a critical level, and much greater attention

will be placed in this century on obtaining food from the

sea [1]. It is unwise to not be ready with marine

enhancement to help sustain depleted, threatened,

and endangered species, help maintain wild stocks

in the face of increasing fishing pressure, help sustain

sports fisheries, and help increase fishery yields.

Legacy from the Past

Allure of a Quick Fix

Marine enhancement programs are often seen as

a “quick fix” for a wide variety of problems in marine
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resource management. At best, they may be an

important new component of marine ecosystem man-

agement; if not implemented responsibly, though,

they may lull fishery managers into false confidence

and thus lead to inaction and delay in the development

of other fisheries management and restoration pro-

grams [5, 6].

Although marine fisheries enhancement is certainly

not a quick fix, it can be a powerful tool for resource

management when conditions warrant the use of this

tool and if the time and care needed are taken to

develop enhancement programs well. Unfortunately,

the allure of a quick fix has often prompted

stakeholders and managers to skip or ignore several

elements needed to allow those programs to succeed,

leading to wholesale failure of such efforts. The field of

marine fisheries enhancement is littered with examples

of enhancement projects that failed to achieve their

potential for lack of a careful enough or quantitative

approach (e.g., see accounts discussed in [7, 21, 62, 72,

93–95]). Most of the failures can be traced back to

attempts to use enhancements when they were not

warranted or failure to consider several, if not most,

of the principles now incorporated in the “Responsible

Approach” and “Code of Responsible Conduct” for

marine fisheries enhancement.
Isolation from the Fisheries Science Community

Historically, marine fisheries enhancements have been

conducted more or less isolated from other forms of

fisheries management. Enhancement hatcheries have

often been promoted by stakeholders and government

mandates without the necessary funding or authoriza-

tion behind them to do much more than produce and

release fish without funds for monitoring impacts and

adaptive management needed to increase the effective-

ness of enhancements. Such programs are often built

and implemented from a vantage point within resource

management agencies that has little or no connectivity

with the existing fishery management process. This has

stymied development of this field in two ways – first, by

compelling hatcheries to operate within resource

management agencies largely independent from stock

assessment and fisheries monitoring programs, or

even worse, within different agencies altogether.

Second, such isolation has fostered development of
a production-oriented operational mode, and thwarted

development of an enhancement-oriented mode [92].

Part of this isolation from fishery management also

stems from the poor track record of the early marine

hatcheries as an effective way to recover depleted fish

stocks, coupled with the lack of scientific development

of marine fisheries enhancement for so long into the

twentieth century. This has understandably led to bias

against fishery enhancements. Many of today’s fishery

scientists have been schooled to understand that stock

enhancement has not worked, based in part on the

lingering legacy from past failures and in part on lack

of awareness of new marine fisheries enhancement

science, as few citations have yet appeared in fisheries

science textbooks. With many of the scientific achieve-

ments in fisheries enhancement having occurred only

over the past decade or so, this is understandable. But

in light of the need to couple fisheries enhancement

with fisheries management systems, lack of awareness

of progress in this field is an obstacle that may be

resolved only by compilation of more and more success

stories over time. Thus, it is imperative that existing

and developing enhancement programs alike incorpo-

rate modern concepts about how to plan and conduct

enhancements so they are enabled for success.

Progress in Marine Fisheries Enhancement

Lessons Learned from Marine Enhancement

Programs

Much progress has now been made in understanding

how to manage enhancement more effectively.

Bartley and Bell [96] considered progress made

from three decades of stocking initiatives and summa-

rized and discussed lessons learned. These are listed

here, below [96], with a brief clarification or caveat

on each.

Deciding When and How to Apply the Release of

Cultured Juveniles

1. Objective assessment of the need for releases is

crucial – and requires an evaluation of the status

of the fishery, modeling of stocking impact to deter-

mine if stocking can help achieve the goals, coupled

with consideration of whether there are recruit-

ment limitations and adequate habitat available

for stocking.
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2. Releases of cultured juveniles for restocking and

stock enhancement need to be made at the scale of

self-replenishing populations – releases will not be

effective unless the spatial extent of target

populations has been identified; thus prior to

conducting releases of hatchery organisms, clear

identification of genetically discrete stocks should

be determined.

3. There are no generic methods for restocking and

stock enhancement – largely because of wide varia-

tion in life history among different species and

variation in ecological conditions among release

sites.

4. Very large numbers of juveniles are often needed for

effective stock enhancement – this is particularly so

for offshore stocks, which can be comprised of

a huge number of individuals; moremodest releases

may suffice for localized enhancement of inshore

stocks or those comprised of multiple stocks that

occur on relatively small scales.

5. Large areas are needed for stock enhancement of

some species – and this can result in user conflict,

particularly for sea ranching, where large areas are

leased and protected by the enhancement program

(e.g., [97]); in other cases, limited dispersal of

adults and larvae indicates stocking in smaller

areas can be effective, for example, common

snook along Florida’s Gulf Coast [98].

6. Invertebrates offer good opportunities for

restocking and stock enhancement – because inver-

tebrates are often comprised of self-recruiting

populations that occur at small scales.

Integrating Interventions with Other Management

Measures

7. Problems that caused lower production must be

addressed before release of juveniles – particularly

in the case of degraded, lost, or insufficient habitat.

With better management of the wild resources, the

scope for augmentation of total production

declines; enhancement becomes a very site specific

tool when habitat has been lost, or something

needs rebuilding, or there are species of particu-

larly high value [94].

8. Biotechnical research must be integrated

with institutional and socio-economic issues –

ownership rights and control and use of enhanced
stocks need to be well understood by the greater

institutional, social, economic, and political envi-

ronment [99].

9. Successful stock enhancement programs are often

run by cooperatives and the private sector – where

there is increased incentive in sharing the costs of

fisheries enhancement.

10. The costs and time frames involved in restocking

programs can be prohibitive – hatchery costs,

which can be considerable, are particularly diffi-

cult to bear in smaller countries and developing

countries.

Monitoring and Evaluation

11. Development of cost-effective tagging methods

is critical to efficient evaluation of stock

enhancement – refining and monitoring the effects

and effectiveness of marine enhancements cannot

be done without away to distinguish hatchery from

wild stocks and distinct release groups.

12. Large-scale releases of hatchery-reared juveniles

can affect genetic [fitness] of wild populations –

genetic hazards can be caused by hatchery-wild

fish interactions and these need to be minimized.

Reducing the Cost of Juveniles

13. Costs of stocking programs can be reduced by

“piggybacking” production of juveniles for release

on existing aquaculture – this could reduce or

eliminate the need for expensive new hatchery

construction for enhancement programs, as

long as appropriate broodstock management

protocols are in place for conserving wild-stock

genetics.

14. Wild [postlarvae] can provide an abundant, low-

cost source of juveniles for stock enhancement

programs – this can sometimes be an effective

way to reduce costs and eliminate genetic issues;

successful scallop enhancement in Japan is based

on collection of wild seed stock.

15. The costs of restocking can be reduced greatly for

some species by relocating adults to form a viable

spawning biomass – rebuilding spawning aggrega-

tions by concentrating broodstock can be effective

for depleted stocks with limited larval dispersal,

but care must be taken to avoid comingling dif-

ferent stocks (i.e., avoid translocation of exoge-

nous genes).
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Improving Survival in the Wild

16. Predation is the greatest hurdle to survival of

released juveniles – care must be taken to under-

stand ecology of the species and ecosystem at the

release site and pilot experiments are needed to

develop optimal release strategies to maximize

survival.

17. Excessive releases of juveniles cause density-

dependent mortality – density has a strong effect

on growth and survival in the wild; planning

release magnitude must take into account the car-

rying capacity at release locations. This requires

adaptivemanagement and an experimental frame-

work for releases.

18. Small-scale experiments to test methods for

releasing juveniles can give misleading results –

“commercial scale” releases are needed to test

assumptions made from small-scale release

experiments.

19. Good survival of released juveniles at one site is no

guarantee that the methods can be transferred to

other sites – stocking effectiveness will vary with

release location and what works at one site may

not be effective at another.

Other Manipulations to Increase Abundances

20. Artificial habitats can be used to increase the car-

rying capacity for target species – and may enable

increased production at release sites where there

are resource (food, refuge, space) limitations.

21. Yields of some species can be increased by provid-

ing suitable settlement habitat and redistributing

juveniles from areas of heavy settlement – for

example, redistribution can be used to reduce

density effects and increase probability of success-

ful recruitment when moved to a location with

greater availability of food, refuge, or settlement

habitats. But care must be taken to avoid genetic

hazards associated with comingling stocks.

Examples of Progress Made in Marine Enhancement

As science and constructive debate have advanced in

this field, there are many signs of progress. Some

explicit examples of progress made in marine enhance-

ment over the past couple of decades are presented

below, ranging in scale from local experimental inves-

tigations of release strategies and density-dependent
effects on hatchery and wild stocks (e.g., [100]) to

documented replenishment impact in large-scale

enhancement efforts (e.g., [101, 102]). This is but

a sample of examples and is by no means

a comprehensive list. There are many more examples

in the peer-reviewed proceedings from the ISSESR and

other stock enhancement conferences [41–53] and

other journal articles.

1. Adoption of a science-based responsible approach

to marine stock enhancement has now become

widespread, resulting in a much more assess-

ment-driven and precautionary approach than

ever before (a few examples include Refs. [4, 6,

10, 12, 20, 22, 27–29, 33, 37–39, 59–61, 68, 69, 72,

75, 84, 86, 87, 89, 96, 103–106]). This has been

enabled, in part, by advances in tagging technol-

ogy (e.g., [8] and see examples in [9, 56]) and in

development of new marine aquaculture technol-

ogies that can now provide juvenile fishes for

marine enhancement research.

2. Networking of Scientists involved in this rapidly

advancing field has been fostered by various sym-

posia and working groups, for example, the World

Aquaculture Society Working Group on Stock

Enhancement and the scientific committees for

the International Symposium on Stock Enhance-

ment and Sea Ranching (www.SeaRanching.org).

3. There is a much better appreciation of the impor-

tance of managing marine fishery enhancements

from a fisheries management perspective (e.g., [6,

59, 107]).

4. New tools are available for modeling stock

enhancement effects and effectiveness [10, 82,

108–110].

5. At least two experimental field studies have now

been conducted to evaluate density-dependent

interactions of stocked hatchery and wild fish;

these provide evidence that increased production

can be achieved in juvenile nursery habitats with-

out displacing wild fish, but not necessarily with-

out displacing some of the hatchery fish [33, 100].

6. There is now clear evidence and a prescription of

techniques for improving post-release survival

(often with a doubling effect or more) of stocked

marine fishes, and optimizing release strategies to

maximize stocking efficiency and control impacts

http://www.SeaRanching.org
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(e.g., [26, 36, 37, 39, 60–62, 70, 72, 100–115]).

There is also ample evidence that in habitats with

limited carrying capacity or intense predation,

regardless of release strategy used, little can be

done to improve survival of hatchery fish and

stocking simply cannot increase production [106,

116, 117].

7. It is now fairly clear that marine enhancements

may be cost effective only if (a) the supply of

recruits is generally limiting, (b) there is adequate

habitat to support an increased supply of juve-

niles, (c) cultured juveniles represent a large por-

tion of recruitment, (d) fishing is regulated

appropriately, and (e) other management mea-

sures (catch regulations and habitat restoration)

are insufficient to restore catch rates [96].

8. Stock enhancement of some species of marine fin-

fish has been successful at the scale of large bays, for

example, Hirame flounder and red sea bream in

Japan [72, 106] when there is sufficient carrying

capacity at release sites. Carrying capacity varies

considerably among release sites, and thus must be

evaluated and taken into account using monitor-

ing and adaptive management for each release site.

9. Scallop sea ranching has been a large success in

Japan, New Zealand, and China, where property

rights and large ocean leases have created strong

incentives for careful management by fishermen

and owners of the sea ranching operations

[72, 101, 102, 118]. For example, near Dalian,

China, Zhangzidao Fishery Group leases

2,000 km2 of ocean-bottom-to-ocean-surface for

sea ranching. In 2010, Zhangzidao harvested an

average of 150 t/day of ocean scallops from their

sea ranching operations (over 50,000 t/year)

(Wang Qing-yin, personal communication 2011).

10. Property rights have also provided incentives for

bivalve culture in the State of Washington, USA,

where clam sea ranching operations have

remained economically and environmentally sus-

tainable for over three decades [119].

11. Pilot experiments with black bream in an

Australian estuary have documented quite good

survival and recruitment to the fishery. The latest

phase of this project reveals strong rationale for

long-term monitoring of enhancement impact

[87, 120].
12. Restocking success with red drum in a South

Carolina estuary [77, 121]. Pilot experiments

revealed surplus productive capacity in the Ashley

River in South Carolina, where fishery landings of

red drum were doubled over a few years.

13. Pilot experiments to evaluate blue crab enhance-

ment potential in Maryland and Virginia led to

improvements in traditional fishery management,

with information learned through stocking

research [70, 114]. Pilot experiments can be used

to provide critical information on the natural

ecology, life history, and environmental require-

ments of valuable marine species [122].

14. Perhaps the largest scale enhancement success for

fishes is Japanese chum salmon restocking – a

special tool for a circumstance inwhich the habitat

had almost totally been lost [94].
Future Directions

Over the past two decades, there has been a rapid

expansion of knowledge about marine fisheries

enhancement systems and the effects and effectiveness

of stocking a wide variety of marine organisms for sea

ranching, stock enhancement and restocking. Many

gaps in knowledge have now been filled. Well thought

out approaches now provide a roadmap for effective

use of enhancements. When models show potential for

stocking, efforts to deploy marine enhancements can

be successful if the principles in the roadmap are care-

fully employed. The basic reason that marine enhance-

ment programs do not have more of a track record of

success stories yet is that implementing them well is

a complex endeavor that demands attention to multi-

ple factors spanning many disciplines. Rarely have

these been pulled together in an enhancement pro-

gram. The Hatchery Reform Project in the Pacific

Northwest USA, which includes an independent scien-

tific review panel (“Hatchery Scientific Review

Group”) is a good example [123]. Because of their

efforts, salmonid hatchery reforms now underway are

bringing many of the principles of the Responsible

Approach into play. The Norwegian PUSH program

is another good example. In that case, information

gained from quantitative assessments of enhancement

showed that stocking would not be an economical way

to enhance cod in Norway, thus saving years of wasteful
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spending that could have occurred there, had monitor-

ing and adaptive management not been a central part

of the enhancement system.

Successful examples of fisheries enhancement are

truly group efforts, involving stakeholders, agency offi-

cials, and individuals with expertise in the principal

sub-disciplines needed. Suffice to say that at this

point in time few, if any, marine fisheries enhancement

programs have enlisted all of the key elements of the

Responsible Approach and Code of Responsible Con-

duct. But these principles are now well described and

laid out in a systematic manner. It is reasonable to

expect that if the Responsible Approach is used as the

blueprint for planning and executing enhancements,

and if the initial appraisal and goal setting stage indi-

cates moving ahead, then there is ample opportunity

for success in applying marine fisheries enhancements,

as long as dedicated attention is focused on applying

each of the key elements.

So howwillmarine enhancement advance to the next

level – emergence of a rapidly growing body of success

stories in restocking, stock enhancement, and sea

ranching? Listed below are a few factors that are now

needed to transition this field to the next level, where

marine enhancements are well integrated into resource

management systems and used wisely and appropriately.
Enabling Factors for Increasing Successful Marine

Enhancements

1. Greater awareness is needed among all stakeholders

of the issues, pitfalls, progress, and opportunities in

this field. The concepts underlying effective

enhancements need to be translated into lay lan-

guage and used to inform stakeholders. This will

help all stakeholders recognize the various issues

and parameters needed for effective enhancements.

Pivotal among stakeholders are public officials who

fund enhancement programs, as they need to

understand what it takes to develop an effective

program or reform existing ones. New enhance-

ment programs that may not be funded well enough

to implement all of the key principles in the

Responsible Approach would do well to use the

results of Stage 1 in Table 3 to document the poten-

tial for success, but not proceed beyond Stage 1 until

adequate funding is available.
2. Use of Adaptive management is one of the most

important principles for guiding successful enhance-

ment programs.Active adaptive management [91] is

critical for gauging the effectiveness of, improving,

andmanaging fisheries systems in the face of uncer-

tainty. However, it is often dismissed by enhance-

ment programs or given low priority for lack of

funding or when enhancement is viewed as

a quick fix. But, this important principle is used to

optimize release strategies, to identify and deal with

ecological or genetic impacts on wild stocks, to

refine the enhancement process and identify the

results of improvements, to evaluate and improve

progress towards goals and objectives, and to mon-

itor and improve economic impact. Active adap-

tive-management is an essential component of

managing enhancement programs; it empowers

management teams to understand and control the

impacts of enhancements well.Without it, enhance-

ment programs at best rely on hope to achieve their

potential (but cannot) and at worst are doomed to

failure. Australia is employing active adaptive

management principles early in the development

stage as part of ongoing work to evaluate enhance-

ment potential for a wide range of species [124].

3. Adapt the Responsible Approach to local circum-

stances. The Responsible Approach is purposely

vague on how to implement it. This is partly

because not all elements are needed under all situ-

ations, but most will be. Fitting the process to

particular circumstances is in itself a key part of

implementing the Responsible Approach by engag-

ing the various stakeholders in planning [6]. As

progress continues in this field, additional princi-

ples will emerge that need to be included, for exam-

ple, to account for needs of regional fishery

management plans in response to climate change.

4. Seek assistance from established workers in the field.

For new and developing enhancement programs, or

existing ones seeking to design and implement

reforms, there is a broad and expanding network

of workers in this field who could be queried for

advice on various enhancement issues. The ISSESR

website is a good source for identifying individuals

with specific kinds of expertise, by perusing presen-

tation abstracts or locating published proceedings

from past ISSESR conferences [125]. If researchers
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or workers in the field are contacted, but do not

have time to provide advice, they usually will help

identify others who can.

This entry may help expand awareness among fish-

ery stakeholders, other natural-resource stakeholders,

scientists, and fishery managers alike about the pitfalls,

challenges, and progress made in using marine hatch-

ery releases as one of the tools in resource management

and seafood production. Readers are referred to the

articles and symposium proceedings cited herein to

gain a better understanding of the issues, lessons

learned, and progress.

The debate focused on enhancement is a healthy

one, for it is fostering steady improvements and

reforms in existing programs, and careful planning

and design in new ones. With each advance made, the

potential seen by our forefathers to use hatcheries as

a tool for recovering depleted stocks, increasing abun-

dance in recruitment-limited stocks, and producing

seafood by sea ranching is coming closer to fruition.

One of the greatest lessons learned from the past is that

the emphasis on expanding hatchery fish production

for marine enhancement should not be allowed to take

the focus off of the objective – increasing yields in

fisheries and recovering stocks in restoration programs.

Clearly, marine fisheries enhancement is a strong tool

to add to the fishery management toolbox. But only

careful analysis of conditions of the wild stock and the

fishery will guide when and where it is appropriate to

use enhancements in addition to other management

options, and when to stop. As Albert Einstein once said,

“a perfection of means, and confusion of aims, seems to

be our main problem.” With the focus shifted to out-

comes in marine enhancement programs, the appro-

priate means should fall into place, aided by healthy

debate and prescriptions for a responsible approach to

marine fisheries enhancement.
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Glossary

Backcross Procedure used by plant breeders to

introgress an allele at a locus of interest (e.g., disease

resistance) from a donor parent to a recurrent

parent, usually a successful cultivar. The recurrent

parent is crossed several times to the original cross

and selection is performed at each cycle to recover

the plants with the desired allele and the largest

portion of the genome of the recurrent parent.

Candidate gene A coding sequence that is supposed to

be causally related to the trait under selection. The

candidate-gene approach is best applied with sim-

ple biochemical traits when a clear cause-effect

relationship can be established between the gene

function and the target trait.

Epistasis The interaction between two or more genes

to control a single phenotype. Interaction between

two or more loci that control the same trait.

The presence of epistatic loci makes it more difficult

to predict the phenotypic value of progeny derived

either from crosses or from selfing.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Forward genetics Approaches to dissect the genetic

makeup of traits starting from the observation of

the phenotype. QTL mapping and positional clon-

ing are examples of forward genetics to investigate

quantitative traits.

Haplotype Chromosome fragment of varying length

carrying a common set of marker alleles in close

linkage at adjacent loci. When using haplotypes in

association mapping studies, the information of

several linked bi-allelic markers is combined as

a single, multi-locus informative marker.

Heritability The portion (from 0% to 100%) of phe-

notypic variability that is genetically determined.

The additive portion (i.e., not due to dominance) of

variability is inherited from one generation to the

next and is the main determinant of the gain from

selection. Heritability is specific to a particular pop-

ulation in a particular environment.

Introgression library lines (ILLs) A collection of lines

(ca. 80–100) obtained by subsequent backcrosses of

a recurrent parent (usually an elite cultivar) with

a donor parent, usually a line highly diversified

from the recurrent parent for one or more traits.

Each ILL carries a fragment (from ca. 20 to 40 cM)

of the donor genome different from that carried by

the other lines. Collectively, the fragments of all

ILLs cover the entire genome with partial overlap.

ILLs are ideal for the fine mapping and cloning of

major loci and to investigate epistatic interactions.

Linkage disequilibrium (LD) The level of

nonrandom assortment of alleles at different loci.

The level of LD varies greatly according to the

species and the mode of reproduction.

Linkage drag The negative phenotypic effects (e.g.,

lower yield) on the recurrent parent associated

with the loci of the donor parent tightly linked to

the locus of interest being backcrossed.

Logarithm of the odds ratio (LOD) A logarithmic

value (base 10) of the ratio between the probability

of the presence of a QTL vs. its absence. A LOD value

of 3.0 indicates that the probability of the presence of

the QTL is 1,000-fold higher than its absence.

Metanalysis Acomprehensive analysis based on the data

of several mapping populations of the same species.

The objective is to obtain a better resolution of the

LOD profile of the QTLs for the traits of interest.
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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Near isogenic lines (NILs) A set of two or more

inbred lines that share most of the genome except

for a small portion that contains functionally

different alleles at the target locus. NILs are

commonly used for the positional cloning of a

locus of interest.

Phenotypic selection Selection based on the observa-

tion of the phenotype at different levels of func-

tional organization based on the target trait(s). If

the selected trait is highly influenced by environ-

mental conditions and has low heritability, the

effectiveness of phenotypic selection quickly

decreases.

Pleiotropy Condition where a single locus controls

more than one trait. It is more common for bio-

chemical traits.

Positional cloning A series of procedures to clone a

locus of interest. Positional cloning is based on the

joint analysis of phenotypic data and genotyping

profiles of near isogenic material with recombina-

tion events at the target region.

Quantitative trait locus A portion of DNA that influ-

ences the expression of a quantitative trait. The

presence of QTLs is determined through appropri-

ate statistical analysis of phenotypic and molecular

data of a mapping population (e.g., linkage

mapping) or a collection of unrelated genotypes

(e.g., association mapping).

Recombinant inbred lines A collection of homozy-

gous lines (usually from 150 up to 400) obtained

following subsequent selfings (usually four or five)

of an equivalent number of randomly chosen F2
plants.

Reverse genetics An approach for discovering the

function of a locus by analyzing the phenotypic

effects of specific sequences obtained by DNA

sequencing. Reverse genetics attempts to connect

a given genetic sequence with specific effects on the

organism.

Synteny The physical colocalization of linked loci on

the same chromosome among different species.

Study of synteny can show how the genome of

phylogenetically related species has evolved from

a common ancestor (e.g., rice for cereals) through

rearrangements of the genome (e.g., translocations,

inversions, duplications, etc.) in the course of

evolution.
Definition of the Subject

Attaining global food security by means of increased

crop productivity will require an increase in gains from

selection achieved through conventional breeding. To

this end, the identification of molecular markers asso-

ciated with loci controlling traits of agronomic interest

coupled with the exploitation of marker-assisted breed-

ing (MAB) approaches provides the opportunity to

accelerate gain from selection. In particular, marker-

assisted selection (MAS) and marker-assisted

backcrossing have been widely adopted to improve

resistance to diseases and other relatively simple traits.

Notwithstanding these remarkable achievements, the

improvement of yield and other complex quantitative

traits via MAB has been marginal, mainly due to the

difficulty in identifying major quantitative trait loci

(QTLs) with an adequately stable effect across environ-

ments and genetic backgrounds. Additionally, the effect

of most QTLs affecting yield is too small to be detected

with either biparental mapping or association map-

ping. Genomic selection (GS) circumvents this prob-

lem by using an index for the selection of unmapped

QTLs of small individual effects but with otherwise

sizable effect at the whole plant level when selected

together. GS is already having a positive impact on

the improvement of crop yield, mainly in the private

sector where high-throughput infrastructures allow

breeders to handle the large number of molecular

datapoints that are required for effectively deploying

GS. Ultimately, an effective exploitation of MAB to

enhance crop performance will rely on a closer integra-

tion between molecular approaches and conventional

breeding.

Introduction: Global Food Security and Plant

Genomics

During the past century, plant breeders have been very

successful in constantly raising crop yields to a level

sufficient to meet the global demand in food, feed, and

fiber. For wheat and rice, the two most important

staples of humankind, the so-called Green Revolution

spearheaded by Norman Borlaug, awarded the Nobel

Peace Prize in 1970, provides the most spectacular

example of the contribution of science toward an

improved food security [1, 2]. Similar progress has

been achieved also in maize, particularly following the



1160 Marker-Assisted Breeding in Crops
introduction of hybrids [3]. This notwithstanding,

during the past decade, the rate of increase in yield in

cereals, especially wheat and rice, has not met the global

demand [4] as shown by the substantial decrease in the

amount of global cereal reserves. Additionally, during

the past two decades the number of chronically hungry

people has increased and is fast approaching one bil-

lion. A number of reasons have contributed to this

worrisome scenario that has already sparked food

riots (e.g., during the 2007–2008 food crisis and also

in 2009) and social unrest in a number of less-

developed countries. An even bleaker picture looms

on the horizon, when mankind will reach a projected

nine billion in 2050. Consequently, an acceleration in

the rate of gain in crop yields is a must in order to keep

up with the need of a burgeoning population that

increasingly seeks a protein-enriched, nutritionally bal-

anced diet. The challenge faced by modern breeders is

even more daunting in view of (1) global warming and

the consequent increased frequency of drought, floods,

high temperatures, etc., (2) the decreased availability of

natural resources (e.g., water, fertilizers, arable land,

etc.), (3) the increasing cost of fuels, (4) the necessity

to safeguard the remaining biodiversity, and (5) the

increased societal awareness of the critical need to

improve the long-term sustainability of agricultural

practices and decrease its impact on the environment.

More simply, agriculture will need to produce more

with fewer resources and more sustainably.

In this daunting scenario, genomics has ushered in

a new breeding paradigm based on molecular

approaches and platforms that in some cases have

already contributed to accelerate the yield gain com-

monly achieved through conventional breeding prac-

tices [5–13]. However, a more widespread adoption of

genomics-assisted selection will require the definition

of new strategies based on a more effective integration

of conventional and nonconventional breeding

approaches as well as agronomic practices [14]. Clearly,

a better knowledge of the genetic factors that determine

yield and its variability from season to season will be

instrumental in devising effective marker-assisted

breeding (MAB) strategies for enhancing crop perfor-

mance under a broad range of environmental condi-

tions. As compared to conventional breeding

approaches, MAB approaches offer unprecedented

opportunities to dissect the genetic control of traits,
particularly those that are quantitatively inherited,

such as biomass production, yield, and many other

agronomic traits selected by breeders.
Molecular Dissection of the Genetic Control of

Traits Governing Crop Performance

The first step for the dissection of the genetic control of

traits that govern crop performance is the assembly of

a linkage (genetic) map based upon the data of the

molecular profiles of the marker loci – from as few as

100 up to several thousand – surveyed in a mapping

population, usually comprised of ca. 150–200 geno-

types such as F2 plants, F3 families, recombinant inbred

lines (RILs), doubled haploids (DHs), etc., usually

derived from the cross of two parental lines differing

for the trait(s) of interest. The assembly of a genetic

map is based on the level of linkage disequilibrium

(LD, i.e., the level of nonrandom assortment of alleles

at different loci) among adjacent marker loci on the

same chromosome. Accordingly, mapping the loci that

control the target trait is also based on the LD between

the locus and nearby markers.

The estimated genetic distance between loci

(markers or genes) is a function of the average number

of recombination events (i.e., crossing-overs) between

them at meiosis. The measuring unit used for

expressing the distances among loci along a genetic

map is the centimorgan (cM), which defines the inter-

val along which one recombination event is expected to

occur per 100 gametes produced at each meiotic cycle

(i.e., at each sexually reproduced generation). Because

a density of one marker per ca. 10–15 cM is usually

sufficient to detect the presence of a functionally

polymorphic locus with a major effect on the pheno-

typic variability of a mapping population, the

number of well-spaced markers required to adequately

sample the targeted species varies from as little as

100–120 as in the case of rice – one of the crops with

the smallest genome size (ca. 0.45 billion bp) – to well

over 300 for large genomes such as in bread wheat

(ca. 16 billion bp). The desired level of genetic resolu-

tionwill depend on the objective being pursued and the

type of genetic materials being used.

For breeding purposes, a density of one marker

every 5–10 cM is sufficient for most applications

when dealing with elite cultivars. Nonetheless, for the
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introgression of a particular gene (e.g., a locus for

disease resistance) from a wild relative of the crop to

the crop itself, a high resolution is desirable in order

to avoid the negative effects of the so-called linkage

drag caused by negative effects of wild alleles at the

loci closely linked to the one being targeted for intro-

gression. A much higher genetic resolution is required

when the goal is the cloning of the sequence that affects

the target trait. In this case, the screening of several

thousands of individuals is required to reach the

desired level of resolution.

Cloning the loci that govern a particular trait can be

achieved via either forward- or reverse-genetics

approaches, or their combination. While forward genet-

ics focuses on the phenotype as starting point, reverse-

genetics approaches rely on sequence and functional

information of candidate sequences (e.g., expressed

sequence tags: ESTs) that are postulated to play a role

in the expression of the target trait [15]. Although most

results in the dissection of the genetic basis of crop

performance and agronomic traits have been obtained

via forward genetics, the use of reverse-genetics

approaches in Arabidopsis and other model species

(e.g., resurrection plants, rice, Brachypodium, etc.) has

been instrumental to elucidate the genetic networks of

the signaling pathways that regulate the adaptive

response of plants to abiotic and biotic constraints

[16–18]. Notably, the spectacular decrease in sequenc-

ing costs [19] and the increased availability of sequence

information in public databases make the reverse-

genetics approach increasingly attractive and feasible.

Following the assembly of the first genetic maps

based on the molecular profiling of RFLPs (restriction

fragment length polymorphisms; [20, 21]), the intro-

duction of AFLPs (amplified fragment length polymor-

phisms; [22]), SSRs (simple sequence repeats; [23]),

and DArT (diversity array technology; [24]) markers

improved substantially the assembly of genetic maps.

More recently, high-throughput platforms based on

SNPs (single nucleotide polymorphisms), the most

frequent polymorphism in living organisms, have

enabled a quantum leap in saturating maps with thou-

sands of markers [25–29]. Notably, the spectacular

advances obtained with next-generation sequencing

(NGS) technology will soon allow for the resequencing

of entire mapping populations and association map-

ping panels of species for which a template sequence is
available, thus providing an almost endless supply of

markers [30–34].

Once all the molecular and phenotypic data are

available, statistical tests will be applied to verify whether

the means of the trait values of the genotypes carrying

different alleles at a particular marker are significantly

different. A test statistic larger than a threshold value

rejects the “null hypothesis” (i.e., the mean is indepen-

dent of the genotype at a specific marker locus) and

implies a significant association between the investigated

marker and a linked locus that affects the phenotypic

value of the target trait. The exploitation of syntenic

relationships among phylogenetically related crops has

greatly contributed to the identification of additional

markers at target regions [35–37] and, most impor-

tantly, candidates for the investigated traits, particu-

larly when the genome sequence of one or more of the

syntenic species becomes available. This is the case of

cereals, where the annotated sequence for rice,

Brachypodium, sorghum, and maize has allowed for

the identification of conserved orthologous set (COS)

markers from ESTs that have maintained their

microlinearity throughout evolution and speciation

[37]. These markers are particularly valuable to assess

the possible role of candidate genes in species not yet

sequenced (e.g., wheat) and to identify orthologous

sequences that have maintained their functions and

colinearity across species. Thus, a good understanding

of the syntenic relationships at regions underlining

a QTL for rather simple traits can provide excellent

clues to pinpoint the most likely candidate.

Notably, mapping loci controlling the target traits

allows breeders to implement marker-assisted selection

(MAS) on the basis of the polymorphic molecular

markers flanking the relevant loci. Traits are usually

categorized as monogenic (qualitative or Mendelian

traits controlled by a single locus) and polygenic

(or quantitative; controlled by many loci), the latter

being highly influenced by environmental conditions

and considerably more difficult to improve consequent

to their lower heritability, [38]. Quantitative traits

(e.g., flowering time, plant height, biomass production,

yield, etc.) are particularly important for breeding

purposes. Although the genetic dissection of both qual-

itative and quantitative traits relies on similar princi-

ples, the latter requires more extensive phenotyping

and much larger mapping populations.
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The prevailing assumption in the field of quantita-

tive genetics has been that continuous variation in trait

performance is caused by the segregation and action of

multiple genes with a rather similar effect on the phe-

notype, together with a major influence of the environ-

ment which acts like some sort of “statistical fog” that

blurs and limits our capacity to identify the genes that

control the target trait. These genes, also referred to as

polygenes, are known as quantitative trait loci (QTLs;

[39]). Although the original concept – but not the

acronym – of QTL mapping was first suggested in

1923 [40], the dissection of quantitative traits became

eventually possible in the 1980s and the 1990s with the

introduction of molecular marker platforms that

allowed for genome profiling with the needed level of

genetic resolution [41–45]. Two decades of dedicated

experiments indicate that most QTL effects are of small

magnitude as originally predicted by the so-called

infinitesimal model [38, 46, 47]. This notwithstanding,

a limited number of so-called major QTLs have shown

a rather large effect and, in a number of cases, have been

cloned [48, 49]. Once a QTL has been cloned, both

genomics and genetic engineering offer additional

opportunities for tailoring improved cultivars and

crossing reproductive barriers among species, thus

expanding the repertoire of genes available to breeders.

In view of the importance of quantitative traits in

breeding activities and crop performance, particular

attention should be devoted to QTL mapping and the

implementation of MAB for this category of traits.
Biparental Linkage Mapping

The early studies in QTL mapping were conducted

based on the analysis of the means at single markers

using simple test statistics, such as linear regression,

t-test, and analysis of variance. Because a genome-wide

survey typically involves a large number of markers, the

probability of detecting one or more false positives at

the whole-genome level quickly increases unless the

threshold of significance is adequately readjusted

according to the number of tested markers [50]. Typi-

cally, a threshold level of P0.05 entails a false-positive

discovery rate (i.e., declaring the presence of a locus

able to affect the target trait when actually there is no

locus) of approximately 5%. Consequently, a mapping

experiment based on 100 markers tested at P0.05 will
identify, on average, five markers putatively associated

with loci even when no real locus segregates in the

population. In order to avoid this problem, the signif-

icance threshold is corrected accordingly through

a multiple test adjustment (e.g., Bonferroni’s or

Tukey’s) that will adjust the P level according to the

number of independent statistical tests that are

performed. This notwithstanding, a muchmore critical

shortcoming of this single-marker approach is that no

information is provided on the most likely position of

the locus and its effects on the phenotype. Due to these

major limitations, single-marker analysis was quickly

replaced by interval mapping and similar methods

based on the estimated linear order of markers on

a genetic map. In comparison to single-marker analy-

sis, interval mapping provides a much more accurate

estimate of the position and genetic effects of each

locus [51–53]. In interval mapping, statistical methods

are applied to test for the likelihood of the presence

of a QTL. The result of the likelihood tests carried out

at regular intervals across the ordered markers is

expressed as LOD (Logarithm of the ODds ratio)

scores, computed as the log10 of the ratio between the

chance of a real QTL being present given the pheno-

typic effect measured at that position, divided by the

chance of having a similar effect when no QTL is

present. Thus, LOD values of 2.0 and 3.0 indicate that

the presence of the QTL is 100- and 1,000-fold more

likely than its absence, respectively. The graphical out-

put is an LOD profile that allows one to compute an

empirical confidence interval (usually computed as

LOD – 1) around the QTL peak. In order to avoid

declaring false-positive QTLs (i.e., declaring the pres-

ence of a QTL when the QTL is actually absent),

a reasonably high threshold value for the LOD score

should be set (usually > 2.5). Iterative software based

upon resampling procedures provides a more accurate

estimate of threshold values according to the size of the

mapping population and the number of markers [54].

Epistasis can greatly influence the outcome of inter-

val mapping. This problem can be partially overcome

with the use of composite interval mapping, a statistical

procedure that can account for the effects of other

QTLs inherited independently from the interval (i.e.,

chromosome region) being considered, thus reducing

the possibility of detecting “ghost” (i.e., false) QTLs.

Compared to single-QTL interval mapping, statistical
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approaches for locating multiple QTLs are more pow-

erful because they can differentiate between linked and/

or interacting QTLs that will otherwise go undetected

when using single QTL interval mapping. Given the

potential impact of epistasis on the response to selec-

tion, quantifying its influence on target traits is an

important component for designing and organizing

any MAS strategy [55]. It is likely that the incorpora-

tion of epistatic interactions into more properly

devised statistical models will play a relevant role in

explaining complex regulatory networks governing the

expression of quantitative traits.

A major shortcoming of QTL studies is the low

accuracy in detecting the real number of QTLs affecting

the genetic variation of the investigated traits, particu-

larly with populations of less than 150–200 families,

which is the case in the majority of QTL studies

reported so far. A simulation study applied to experi-

mental data showed that with populations of ca.

100–200 families only a modest fraction of QTLs was

identified; furthermore, the effect of each single QTL

was usually overestimated [56]. Another study showed

that detection of QTLs of small effect is very difficult

with mapping populations with less than 500 families

[44]. These predictions were supported in experiments

carried out with maize mapping populations large

enough (>400 families) to allow for a meaningful

subsampling [57, 58]. Therefore, the chance of

detecting a QTL in several environments is small even

in the absence of QTL � Environment (QTL � E)

interaction. Accordingly, inconsistency of QTL detec-

tion across environments has been repeatedly

reported [59, 60].
Association Mapping

In the past decade, as an alternative to linkage mapp-

ing with biparental populations, association mapping

based on the evaluation of panels of unrelated acces-

sions (ca. 150 or more) has been adopted as an addi-

tional option for trait dissection [61–65]. The

assumption underlying the use of association mapping

to detect the presence of loci influencing the target trait

is that alleles at two closely linked loci share a historical

ancestor, and this original co-occurrence will gradually

decay in the population due to recombination events

during subsequent meioses. Consequently, the relative
allele distributions of an unknown gene and that of

a closely linked marker will be nonrandom because

the two are in LD. A major factor to be considered for

a correct application of association mapping is the

presence of population structure, which will signifi-

cantly bias the results and inflate spurious marker-

trait associations (i.e., declaring false positives).

Algorithms and methods are being developed to cor-

rect for these effects. An important advantage of asso-

ciation mapping is that the linkage is evaluated over the

large number of historic meiosis, which in turn entails

a much lower LD and higher genetic resolution as

compared to linkage mapping with biparental

populations. Another advantage is that the genetic

variability explored by a large panel of unrelated acces-

sions is much larger than that present in a segregating

population derived from two parental lines. Con-

versely, a major shortcoming of association mapping

is that it does not allow for the detection of the effect

that a rare, but otherwise agronomically valuable, allele

may have on the target trait. In fact, the statistical pro-

cedures used for revealing the effects associated to

a particular locus/haplotype consider only alleles with

a frequency higher than 10% over the entire popula-

tion; alleles with a frequency lower than 10% are con-

sidered rare and as such, are discarded. The cutoff

threshold of 10% has been introduced to reduce the

ascertainment bias that a small sample (i.e., less than

10%) of accessions would inevitably introduce, being

unable to correctly represent the effect of that particu-

lar allele at the level of the entire population [62].

Clearly, this is not an issue when dealing with mapping

populations where allelic frequencies are expected to

be equal to ca. 50%, barring the presence of genetic

factors that might influence the transmission of gam-

etes carrying the different parental alleles. In associa-

tion mapping, the procedure of discarding the

individuals carrying rare alleles inevitably reduces the

statistical power to identify the role of such loci in

controlling the variability measured for the target

trait. An example of this has recently been reported

in durum wheat, where a locus with a large effect on

yield in a biparental cross [162] showed no appreciable

effect in a parallel association mapping study where

only one of the parental alleles was considered, due to

the fact that the other parental allele was present in low

frequency [65].
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The main factors to be carefully considered for

optimizing the effectiveness of association mapping

are the level of LD among the investigated accessions

and the presence of population structure that could

greatly increase the false-discovery rate (i.e., type-I

error). Closely related to the concept of LD is the

concept of “haplotype,” which can be defined as the

chromosome fragment carrying a common set of

marker alleles in close linkage at adjacent loci [66].

When using haplotypes in association studies, the

information of several linked bi-allelic markers is com-

bined as a single, multi-locus informative marker.

Haplotypes can be generated in silico from sequences

deposited in the database, by resequencing target loci

(sequence haplotypes) or genetic maps (marker haplo-

types). Therefore, haplotypes will extend according to

the level of LD, the value of which varies greatly

(up to 100-fold or even more) not only among species,

but also within a single species according to the fre-

quency of crossing-over events in each chromosome

region. As an example, centromeric regions are charac-

terized by very low recombination if compared to

subtelomeric, gene-rich regions. Populations charac-

terized by high LD (i.e., extending for > 1 cM,

corresponding to several million base pairs (bp)

depending on the ratio of the genetic and physical

distance) are best suited for a genome-wide search

[65]. Alternatively, the utilization of panels with a low

LD (i.e., extending < 10,000 bp, typically a small frac-

tion of 1 cM), a condition that is typical of allogamous

species likemaize [67], allows for amuch higher level of

genetic resolution and for the validation of a candidate

sequence. Clearly, the level of LD influences the num-

ber of markers/cM required to obtain meaningful

information. As compared to a low LD condition,

a high LD level is associated with a proportionally

longer haplotype, hence requiring a lower number of

markers to conduct meaningful genome-wide surveys.

This feature is more prominent in elite materials that

have undergone high selection pressure as a result of

modern breeding practices, which in most cases has led

to a reduction of haplotype diversity as compared to

locally grown landraces and, more notably, wild rela-

tives of crops that have not gone through the domesti-

cation bottleneck. As an example, LD in wheat –

a selfing species that has undergone a very stringent

selection mostly due to the importance of quality
parameters required by the food industry – extends

up to 5–10 cM [65], while in outcrossing species like

maize LD is usually below a fraction of cM or even less

than 10,000 bp [68]. An example of the high level of

genetic resolution made possible through association

mapping is shown by the fine mapping and, in one

case, positional cloning of QTLs for flowering time in

maize [67, 68]. In particular, association mapping

revealed that the most important QTL for flowering

time per se (i.e., independently from photoperiod sen-

sitivity) in maize corresponds to a 2.3 kb, noncoding,

long-distance enhancer region located 70 kb upstream

of a gene known to regulate flowering time also in

Arabidopsis [49]. Another remarkable example in

which the functional polymorphism responsible for

phenotypic variability was assigned to a noncoding

region far (ca. 5,000 bp) from the structural gene has

been reported in sorghum through the cloning of

a major QTL for aluminum tolerance [69]. Clearly,

only a positional cloning approach is able to unequiv-

ocally highlight the role of noncoding regions in con-

trolling the level of expression of a particular gene and

the resulting phenotype. To what extent noncoding,

long-distance enhancers might be involved in regulat-

ing the expression of quantitative traits is presently

unknown. Notwithstanding the importance of this

issue for a more complete understanding of the regu-

lation of gene expression, this level of genetic dissection

is certainly not required from a breeding standpoint,

since both MAS and genetic engineering would still

allow breeders to fully exploit the beneficial effects

linked to either natural allelic variation or the ectopic

expression of the structural locus encoding for the

target trait.

Despite the clear advantages of association

mapping on biparental linkage mapping (e.g.,

multiallelism, higher genetic variability and genetic

resolution, no need to assemble a mapping population,

shorter time required to identify relevant loci, etc.),

a major limitation of the former is represented by the

high rate of false positives (i.e., Type-I error rate),

hence spurious association, due to the presence of

hidden population structure among the accessions

being evaluated [62]. An additional constraint to

a more widespread utilization of association mapping

for the dissection of physiologically complex traits may

derive from factors other than statistical issues.
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For highly integrative and functionally complex traits

such as yield, particularly under adverse conditions,

association mapping may quickly lose its effectiveness

as the level of functional complexity of the target

trait increases. In this case, similar phenotypic values

in different genotypes can result from the action of

different gene networks and/or trait compensation

(e.g., yield components), thus undermining the identi-

fication of significant marker-trait association across

a broad range of genotypes such are those usually

present in the panels used for association mapping.

Although a similar limitation also pertains to a map-

ping population developed from the cross of two diver-

gent lines, its relevance in the case of association

mapping for complex traits is greatly increased by the

much wider functional variability explored with asso-

ciation mapping. This is particularly the case whenever

the investigated trait (e.g., yield under drought condi-

tions) is strongly influenced by differences in phenol-

ogy, mainly flowering time and/or plant height; in this

case, the overwhelming effects on yield of phenological

traits will inevitably overshadow the effects due to the

action of loci controlling yield per se, i.e., irrespectively

of flowering time and plant height.
Comparative QTL Mapping and Metanalysis

A major shortcoming in QTL mapping is the limited

accuracy in identifying the most likely position of each

single QTL on the chromosome. Unless highly isogenic

materials are evaluated, the confidence interval in

assigning a QTL is rarely shorter than 10 cM, an inter-

val likely to contain several hundred genes. The avail-

ability of QTL data for two or more mapping

populations of the same species allows for the compar-

ison of the position of QTLs by means of a metanalysis

carried out with dedicated software [70]. This, in turn,

provides a better genetic resolution of the QTL interval

and reduces the confidence interval around the peak of

the LOD profile. This exercise is particularly useful

when a reference map with hundreds of well-spaced

markers is available and contains “anchor markers”

(usually RFLPs, SSRs, and/or SNPs) also used to inves-

tigate other mapping populations of the same species.

An additional advantage of a reference map is that it

allows one to compare the map position of QTLs with

that of mutants for the same trait, thus contributing
relevant information for the identification of possible

candidate genes causally affecting the investigated trait.

Accordingly, Robertson [71] suggested that a mutant

phenotype may be caused by an allele with a much

more drastic effect in comparison to that of QTL alleles

at the same locus, a hypothesis that has been validated

in maize for a QTL for plant height colocalized with the

mutant dwarf3 [72]. These results indicate that no real

boundary exists between Mendelian and quantitative

genetics, while suggesting that loci can be classified in

either category based upon the magnitude and herita-

bility of the effect of the alleles being considered. It

follows that the information provided by mutants is of

great value for QTL studies and breeding applications.
Isogenic Materials for Mapping and Cloning QTLs

A valuable opportunity for investigating the effects of

a particular QTL and eventually isolate the functionally

polymorphic sequence responsible for its effects is

offered by the analysis of pairs of isogenic materials

(e.g., near isogenic lines: NILs) contrasted for the

parental chromosome regions (usually ca. 10–30 cM

long) present at the target QTL. NILs can be obtained

through repeated selfings of F3-F5 individuals hetero-

zygous at the QTL region prior to isolating the homo-

zygotes for each one of the two parental segments

carrying the functionally contrasting QTL alleles [73].

Alternatively, each parental line of the mapping popu-

lation originally evaluated for discovering the QTL can

be used as recurrent parent in a backcross scheme in

which a single genotype heterozygous at the QTL in

question is utilized as donor of the alternative QTL

alleles; in this case, the congenic lines are identified as

backcrossed-derived lines [74]. With NILs, it is thus

possible to “mendelize” major QTLs characterized by

a sizable additive effect. Unlike genome-wide QTL

studies wheremore than 100–150 genotypes are usually

screened, experiments conducted with NILs involve

few genotypes (two as a minimum), thus allowing for

a much more refined and detailed phenotypic evalua-

tion of the effects of the QTL [74, 75]. However, it

should always be appreciated that the results of NIL-

based studies could to a certain extent be biased by the

action of one or more closely linked genes affecting

the investigated traits, a particularly likely event when

the region flanking the QTL extends for several cM.
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A more systematic search of QTLs is made possible

with the use of a series of isogenic lines obtained

through the introgression, via backcrossing, of a small

portion (ca. 20–30 cM) of the genome of a donor line

into a common recurrent line, usually an elite cultivar

[76]. The final objective is to assemble a collection of

so-called introgression library lines (ILLs; at least

70–80 or more lines for each cross), basically a collec-

tion of NILs, each one differing for the introgressed

chromosome portion and collectively representing the

entire donor genome [76]. Amajor advantage of ILLs is

the rapid progress that they allow for the fine mapping

and positional cloning of major QTLs [48, 77]. Besides

the well-documented effectiveness of ILLs for the

mapping and cloning of QTLs in tomato [77, 78],

ILLs have been instrumental for mapping drought-

adaptive QTLs in rice [79] and maize [163]. Once

ILLs are made available and major loci for the target

traits are identified, testing for epistasis becomes

particularly feasible using a small number of genotypes,

unlike with mapping populations, where an accurate

testing for epistasis will require the evaluation of at least

200 families.

The availability of NILs for a major QTL is an

important prerequisite for undertaking the cloning of

the sequence underlying the trait being targeted.

Besides contributing to a better understanding of the

functional basis of quantitative traits [68, 80], QTL

cloning provides an essential opportunity for more

effectively mining and exploiting the allelic diversity

present in germplasm collections [49, 82]. Recent

advances in high-throughput profiling and sequencing

of both the genome and transcriptome coupled with

reverse-genetics approaches/platforms (e.g., collections

of knockout mutants, TILLING, RNAi, etc.) have

streamlined the procedures and markedly reduced the

time required to identify the sequences governing var-

iation in quantitative traits. Until now, the molecular

dissection of a candidate locus has been prevailingly

achieved through positional cloning and association

mapping. Both approaches exploit LD to identify the

most promising candidate gene(s) and benefit from the

map information of candidate genes and mutants in

the species under investigation and in closely related

ones. As sequence information accumulates and our

understanding of biochemical pathways improves,

QTL cloning via the candidate-gene approach becomes
an attractive alternative to positional cloning, particu-

larly for traits underlined by a known metabolic

pathway [83, 84].

Modeling QTL Effects

QTL-based modeling holds promise to allow for

a more effective design of “molecular ideotypes” on

the basis of estimated QTL effects for growth parame-

ters of response curves to environmental factors

revealed by exposing mapping populations to such

environmental factors [85–87]. Additionally, crop

modeling provides useful clues to unravel the genetic

basis of G � E interactions and toward a better under-

standing of traits’ plasticity [88], a feature of increasing

importance in view of the effects on crop growth and

yield due to the enhanced vagaries in weather condi-

tions consequent to global warming. An accurate esti-

mate of the consistency of QTL effects in a particular

genetic background can be obtained through extensive

testing of the genetic materials under different environ-

mental conditions as to level of irrigation, nutrients,

temperature, etc.

In maize, an ecophysiological model and QTL anal-

ysis have been integrated to investigate the genetic basis

of leaf growth in response to drought and predict leaf

elongation rate as a function of estimated QTL effects

at varying air humidity, temperature, and soil

water status (Tardieu 2003). QTLs with a limited

QTL � E interaction and with a linear response to

a particular environmental factor will provide more

predictable opportunities to improve crops’ perfor-

mance through MAS. An important issue rarely

addressed in view of the inherent difficulty in doing

so from an experimental standpoint under field condi-

tions is that crop performance is often constrained by

more than one environmental factor (e.g., drought and

heat) occurring simultaneously, a condition which

greatly undermines the prediction of QTL effects,

particularly when considering multiple QTLs.

Marker-Assisted Breeding to Improve Crop

Performance

The improvement of crop performance through con-

ventional breeding has for the most part been achieved

with little or no knowledge of the genetic basis of the

selected traits, particularly yield and its underlying
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morphophysiological determinants. The main obstacle

to raising crop yield via conventional breeding by

means of phenotypic selection is represented by the

low heritability of yield, particularly under marginal

conditions and low-input agriculture (e.g., low supply

of nutrients and/or water). As an alternative to pheno-

typic selection, MAB can be applied to more effectively

improve crop performance. The ultimate goal of MAB

is to increase the cost-effectiveness of the selection gain

per unit time. Although the costs entailed by MAB are

still quite high when compared to conventional breed-

ing practices, the sizable reduction in the time required

to release an improved cultivar made possible through

MAB can justify its application once agronomically

valuable alleles at target loci (genes or QTLs) are iden-

tified. The convenience of adopting MAB to improve

the efficiency of the selection process should be care-

fully evaluated on a case-by-case basis. The success of

MABwill depend on the identification of the agronom-

ically beneficial alleles at target loci, their effect in the

different elite genetic backgrounds prevalently grown

by farmers and their pyramiding in the correct combi-

nations. MAB could thus be regarded as an extension

and evolution of the so-called ideotype breeding, an

approach based on phenotypic selection for an

ideotype characterized by those morphophysiological

features deemed necessary to maximize yield. As com-

pared to ideotype breeding, MAB allows us to dissect

the genetic basis of key traits and to piece back together

the best alleles in a sort of molecular jigsaw puzzle, the

main limitation being that only a very small number of

the jigsaw tassels (i.e., genes and QTLs) have been

identified. This approach, referred to as “breeding by

design” [89], extends the concept of “graphical geno-

types” first introduced by Young and Tanksley [90] to

portray the parental origin and allelic contribution of

each genotype on a genome-wide basis. Although

a breeding-by-design approach is technically applicable

to all major crops, its impact has been much more

tangible for traits with a simple genetic control (e.g.,

quality, disease resistance; [91–95]) as compared to

more complex quantitative traits, such as yield under

adverse environmental conditions [60], a result mainly

due to our rudimental understanding of the genetic

basis of the latter category of traits, their interaction

with environmental factors and, most importantly, the

difficulty in predicting the phenotypic value of a new
genotype tailored through MAB for several QTLs.

Along this line, it should be underlined that the effects

of QTL alleles for complex traits (e.g., yield) character-

ized by a large G� E interaction can drastically change

according to the conditions (e.g., water availability

along the crop life cycle) present in the environment

being targeted.

The molecular profiles obtained with molecular

markers provide the basic information required to

identify the haplotype of each individual plant at

a target locus. Haplotype profiling of collections of

elite cultivars released during the past decades and

derived from a limited number of founders (i.e., geno-

types that in view of their positive features have been

frequently used by breeders as parental lines) provides

a means to identify the chromosome regions that have

been preferentially retained throughout the breeding

activities carried out during such time period. It is

plausible to hypothesize that these chromosomal

regions harbor loci (genes or QTLs) important for the

selection of improved cultivars.

The strategies deployed to improve crop perfor-

mance based on molecular information can be catego-

rized according to the level of knowledge and

understanding of the loci that underline the pheno-

typic traits under selection. While MAS and marker-

assisted recurrent selection (MARS) during the past

two decades have deployed allelic variation at mapped

loci often characterized by a rather large effect on the

phenotype, the new paradigm ushered in by genomic

selection (GS) via high-throughput profiling has

emphasized the selection of unmapped,

uncharacterized loci with rather limited individual

effects but with otherwise sizable effects when selected

together. The next sections will critically analyze some

of the main features of these rather different

approaches that should not be regarded as antagonistic,

but rather complementary.
Marker-Assisted Selection

Once loci are mapped and their effects characterized,

the two most common applications of MAS in crop

breeding are to (1) accelerate the backcross (BC) pro-

cedures required to transfer beneficial alleles at one or

more loci into an elite cultivar and (2) facilitate the

selection of one or more target traits within
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a segregating population. The former application is the

one that so far has been most frequently adopted in

breeding programs and is usually referred to as marker-

assisted backcross (MABC). MAS has also been

deployed frequently to create isogenic lines

(e.g., NILs, introgression libraries, etc.). These mate-

rials are used to identify and map genes/QTLs and, as

such, usually do not impact directly on the outcome of

breeding practices and the release of improved

cultivars.

As compared to the conventional BC procedure,

MABC based on the use of markers uniformly spaced

along the genome (ca. 20–25 cM apart) can save three

to four BCs in recovering most of the genome of the

recurrent parent, thus reducing the time required for

the release via BC of the improved version of the

recurrent parent [96]. The advantage is greater for

the incorporation via BC of recessive resistance

genes, the phenotypic detection of which is only pos-

sible for the homozygous individuals carrying recessive

alleles at both loci. In this case, phenotypic selection

takes twice longer as compared to dominant alleles,

since a selfing generation is required after each BC for

the phenotypic identification of the homozygous reces-

sive resistant plants to be used for the next BC. The

utilization of codominant markers (e.g., SSRs) allows

for the identification of heterozygous plants carrying

the resistance-encoding allele directly in F1, thereby

saving one generation for each BC cycle. During the

past two decades, MABC has been routinely deployed

by seed companies to introgress beneficial alleles from

unadapted accessions (e.g., landraces or wild, sexually

compatible relatives of crops) and particularly to

introgress transgenes into elite materials [9, 97, 98].

At each generation, individuals heterozygous at the

region flanking the target locus are identified based

on the results of molecular profiling. In comparison

to conventional BC, MABC provides additional, dis-

tinct advantages such as (1) avoiding the vagaries in

phenotyping when the conditions do not allow an

accurate classification of the progeny segregating for

the target trait (e.g., absence of the pathogen when

backcrossing an allele for resistance to the disease),

(2) reducing the number of plants to be screened in

each selection cycle, and (3) identifying plants with the

shortest possible chromosome segment introgressed

from the donor line. The latter factor is particularly
important when the donor is a wild accession of the

recurrent, elite line being backcrossed. In this case,

the introgressed chromosome segment flanking the

target locus is likely to contain many alleles with

a detrimental effect on quality and yield. Therefore, it

is necessary to select individuals with the shortest pos-

sible chromosomal fragment contributed by the donor

parent. An additional benefit is when the phenotyping

of the trait under transfer is expensive and/or cumber-

some like in the case of genes affecting tolerance to

diseases/pests that require artificial inoculation in

order to correctly identify those plants carrying the

tolerant alleles (e.g., resistance to nematodes; [99]).

Other cases where MABC provides a distinct temporal

advantage as compared to conventional procedures is

when the phenotypic evaluation of the target trait is

destructive or when the trait is expressed after

flowering. Selection before flowering greatly reduces

the number of plants to be selfed or crossed, thus

reducing the operating costs, particularly with species

with a long life cycle.

During backcrossing, different rates of recovery of

the recipient genome are expected at the target region

and the nontarget chromosomes. Because each BC

reduces by half the percentage of the donor genome at

nontarget regions, at least six or seven BCs are required

for a satisfactory recovery (ca. 99%) of the recipient

genome. However, the number of BCs is frequently

higher due to residual linkage drag around the target

locus and it is not uncommon that up to nine or ten

BCs are implemented before the improved cultivar is

finally released. Clearly, the longer the time required to

complete the BC procedures, the lower the probability

of success of the new cultivar, since other improved,

competing cultivars will be released in the meantime.

Simulation and practice have both shown that in

a moderately sized population of a species with a rela-

tively small genome (<500 million bp, such as rice)

using more than two to three well-spaced markers per

chromosome arm hardly brings any additional benefit.

For a species with large chromosomes (e.g., wheat, ca.

16 billion bp), a larger number of markers in each

chromosome are beneficial. With an increasing

genome size, more independent recombination events

are needed to reduce the contribution of the donor

parent, which in turn requires a larger population

size. To what extent the contribution of the donor
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parent should be reduced will depend on the type of

alleles carried by such fragments and, most impor-

tantly, the genetic distance between the donor parent

and the recurrent parent. Nowadays, the availability of

large number of SNPs in most of the major crops

facilitates the screening of the BC individuals to verify

in great detail to what extent the genome of the donor

parent has been retained.

Formulas are available to compute the level of con-

cordance between the allelic state at the target locus and

the flanking markers during the BC procedures [81].

These formulas values indicate that the level of control

made possible with only one marker is insufficient

to keep the risk of losing the target allele below 5%

throughout five cycles of BC. Conversely, the level of

control possible with two flanking markers is consid-

erably higher even when the markers are not tightly

linked to the target locus. If the BC procedure targets

a QTL instead of a Mendelian locus, the uncertainty

about the exact position of the sequence underlining

the QTL introduces further complexity. Because the

quantity of donor genes on the carrier chromosomes

decreases much more slowly in comparison to the

noncarrier chromosomes, after six BCs the majority

of heterozygous loci with undesirable donor alleles

will be on the carrier chromosome, with the vast

majority included in the intact fragment flanking the

target locus.

At the chromosomes not targeted by the BC proce-

dure, it is expected that after “n” BCs, the probability

that any locus remains heterozygous between the donor

and the recipient is (0.5)n, which means that each BC

halves the residual level of heterozygosity. Conse-

quently, six BCs ensure a level of similarity with the

recurrent parent above 99%. Results in different species

have shown that there may be a significant deviation

from the 75% genomic portion of the recurrent parent

expected in the BC1 generation [100, 101], thus dem-

onstrating the usefulness of genotype-based selection

to identify plants with the highest possible portion of

the genome from the recurrent parent.
Pyramiding Beneficial Alleles at Multiple Loci

The possibility to rapidly introgress and pyramid into

existing cultivars a suite of beneficial alleles allows

breeders to more quickly release improved cultivars to
farmers. The best examples are in the area of disease

resistance. Monogenic (Mendelian) resistance based on

a single major gene is usually nondurable due to the

high mutation rate in plant pathogens, which can lead

to the selection of new virulent strains able to overcome

the physiological barrier of an individual resistance

gene. Consequently, the durability of disease resistance

can be increased by screening for new sources of resis-

tance followed by marker tagging of the relevant genes

and their incorporation in elite cultivars. Pyramiding

identifies the procedure for stacking the beneficial

resistance alleles in a single line or cultivar, which

provides a more durable resistance to pathogens as

compared to monogenic resistance based on a single

major gene. The advantage of pyramiding multiple

alleles for resistance is particularly evident with diseases

that require repeated inoculation and when phenotypic

selection alone is too cumbersome and fails altogether

to detect and combine multiple resistance genes in

a single genotype.

Direct disease screening based on phenotypic

observations is not always desirable due to a number

of factors: quarantine restrictions, lack of routine

screening methods and informative pathogen races

for discriminating specific resistance genes, host

escapes, and/or the inability to identify specific genes

or gene combinations due to the occurrence of race or

pathogen mixtures in the field. In these cases, MAS of

race-specific genes offers a viable alternative for

stacking beneficial alleles in improved genotypes

which will eventually turn into novel cultivars charac-

terized by more durable resistance to rapidly changing

pathogen populations. Along this line, the constant

changes in pathogen populations in different environ-

ments underline the potential value of previously

defeated resistance genes. In this case, MAS offers the

only practical solution to maintain such genes in cur-

rent cultivars since they are masked by the epistatic

effects of other resistance genes that are still effective.

In all major crops, the availability of markers tightly

linked to resistance loci now allows breeders to tailor

new cultivars with a suite of resistance genes able to

enhance durable disease resistance to highly variable

pathogens [102]. In broader terms, pyramiding is also

implemented for combining beneficial alleles at loci

(Mendelian or QTLs) that control traits other than

disease resistance. In wheat, alleles at major loci that
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influence quality (e.g., semolina color, protein content,

micronutrient concentration, etc.) and tolerance to

abiotic stress (e.g., aluminum, boron, salinity, etc.)

are routinely introgressed via MABC [94].

When multiple loci are targeted in a BC program,

the minimum population size to be considered

increases considerably and rapidly becomes a major

limiting factor when more than three or four loci are

targeted, a number that can be increased to five or six

when Mendelian loci are considered. When the

targeted loci are QTLs, the uncertainty of the exact

location of each selected QTL adds further constraints

and reduces the number of loci that can be selected

with a population of manageable size. When different

lines contribute the beneficial alleles, the easiest strat-

egy is to cross them to produce recombinant progenies

and select the desired individuals. Multiple crosses

might be required to pyramid all the desired alleles in

one single genotype. A more general framework and

the underlying theory to optimize breeding schemes

for gene pyramiding have been described [103].
Marker-Assisted Selection in a Segregating

Population

MAS has been extensively used for the selection of

single genes conferring tolerance to diseases/pests

[91, 94, 102, 104–106]. Although early simulation stud-

ies suggested the effectiveness of MAS for the improve-

ment of biparental populations segregating for

moderately complex traits [107], the first applications

of MAS in maize were disappointing [57, 108]. Sweet

corn is the only exception, the main reason being its

much narrower genetic basis as compared to maize

used for feed production, a feature that increases the

reliability of predicted gains from selection and extrap-

olation of the effects of different loci to different

populations [109]. Another feature that makes the

application of MAS particularly attractive in sweet corn

is the high costs associated to conventional phenotyping,

in view of the large amount of grain that needs to be

processed in order to obtain an accurate estimate of the

phenotypic values of the progeny to be selected. MAS

applications have been more widespread in the private

sector as compared to public institutions, most likely

owing to a lack in the latter of the infrastructure required

for an effective exploitation of MAS.
Notwithstanding the remarkable progress in iden-

tifying and in some cases cloning major loci regulating

agronomically valuable traits [48, 49], more limited

success has been reported forMAS of quantitative traits

[110], mainly due to the difficulty in identifying major

QTLs with a sufficiently large and stable effect for

justifying their deployment via MAS. While true QTL

� E interaction due to variable expression of a trait may

cause lack of consistency in QTL detection particularly

with traits characterized by low to moderate heritabil-

ity, the interaction between a mapping population of

small size – hence with limited power inQTL detection –

with variable environments is probably an equally

important factor causing inconsistency in QTL detec-

tion. This is particularly evident for the improvement

of crop yield under drought conditions, one of

the most difficult traits to improve not only via MAS

[14, 60, 111–113] but also through conventional

breeding.
Marker-Assisted Recurrent Selection

Although marker-assisted recurrent selection (MARS)

was first proposed in the early 1990s [114], only

recently its adoption has provided a tangible contribu-

tion to crop improvement, mostly due the difficulty

in identifying multiple loci characterized by limited

G � E interaction and reasonably consistent effects in

different genetic backgrounds other than that in which

they were originally identified. The goal of MARS is

pretty much similar to that pursued in pyramiding

alleles at multiple loci, i.e., accumulating the beneficial

alleles at as many as possible, preferably all, loci being

targeted. Pyramiding alleles at many loci (e.g., >10) is

best achieved with a recurrent selection strategy [115].

In this case, simulation showed that with 50 QTLs and

a population of 200 plants the frequency of favorable

alleles reached 100% after ten cycles when markers

cosegregated with the QTL (i.e., they coincided), but

only 92% when the marker-QTL interval was equal to

5 cM, hence increasing the possibility of losing the

desired QTL allele due to recombination. In practice,

with a higher number of loci under selection the occur-

rence of plants carrying the desired ideal combination

becomes increasingly unlikely and basically impossible

when more than 20 loci are targeted simultaneously.

This problem can be partially mitigated through
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successive cycles of crossing individuals carrying com-

plementary combinations of the desired alleles [89].

This concept can be extrapolated to crosses with mul-

tiple parents.

MARS can start irrespectively of knowing the map

position of the desired loci, which instead can be iden-

tified during the selection process. Simulation has

clearly shown the superiority ofMARS over phenotypic

selection (from 5% to 20%), particularly when the

selected population is highly heterozygous [116]. In

maize, MARS has been applied rather extensively for

improving relatively complex traits such as disease

resistance, tolerance to abiotic stress, and also grain

yield [111, 117–119].

The outcome of both MAS and MARS within

a segregating population can be influenced by the

genetic makeup of the targeted genetic background in

terms of alleles present at other loci that interact

epistatically with the target locus, an aspect which

becomes particularly relevant for quantitative traits in

view of the high number of loci involved in their

control. Accordingly, since most evaluations of QTL

effects and MAS strategies assume that QTLs act inde-

pendently [55], it has been argued that MAS has little if

any power over traditional phenotypic selection [46].

With maize as a model species, computer simulation

showed that gene information is most useful in selec-

tion when few loci (<10) control the trait, while with

many loci (>50) the least squares estimates of gene

effects become imprecise. Based on these results, the

typical reductionist approach pursued through QTL

discovery strongly limits the outcome of MAS carried

out for traits controlled by many QTLs [46].
Genomic Selection

In genomic selection (GS), genetic markers in number

sufficient to cover the entire genome according to the

level of LD are used so that most QTLs controlling the

trait being selected are in LD with at least one neigh-

boring marker. Unlike in MAS, in GS the individual

plants are chosen without mapping the underlying

QTLs that remain unknown along the entire process.

Originally devised for animal breeding, only recently

has GS been adopted for improving crop performance

[120–122]. This was due to the fact that only in the past

few years its application has become technically feasible
in plants thanks to the introduction of SNP profiling

with a level of genome saturation sufficient to detect

the cumulative effects of the plethora of minor QTLs

affecting quantitative traits which, on a single basis, will

inevitably remain undetected in a biparental mapping

population.

In GS, the breeding values of all the markers dis-

tributed across the genome are fitted as random effects

in a linear model. The trait values are then predicted as

the sum of the breeding values of each individual

genotype across all the profiled markers and selection

is based on these genome-wide predictions. A simula-

tion study showed that across different numbers of

QTLs (from 20 to 100) and levels of heritability, the

response to GS was from 18% to 43% higher as com-

pared to MARS. The number of markers that are used

to predict the breeding values usually varies from

a minimum of ca. 200 up to 500. A higher number of

markers are required as the functional complexity of

the targeted trait increases and LD decreases. Notably,

GS is most effective for complex, low-heritable traits

controlled by a large number of QTLs.

Implementation of GS is already having a major

impact on the improvement of yield and other complex

traits, mainly in the private sector where high-

throughput infrastructures and robots allow for the

routine creation and handling of millions of

datapoints. Clearly, GS is not antagonistic to either

MAS or MARS. Rather, they should be deployed in

a complementary fashion on a case-by-case basis and

according to the availability of mapped major QTLs,

the accurate evaluation of their effect, and the fre-

quency of the agronomically desirable alleles in the

germplasm under selection.
Integrating Marker-Assisted Breeding in

Conventional Breeding Projects

Among other factors, a broader application of MAB in

conventional breeding projects will depend on the cost

of molecular profiling [123, 124]. SNP markers are

ideally suited for this role. In maize, the cost-

effectiveness of MAS for the introgression of a single

dominant allele into an elite line was compared with

that of conventional breeding [125]. In this particular

case, neither method showed clear superiority in terms

of both cost and speed: Conventional breeding schemes
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were found to be less expensive while MAS-based

breeding schemes were shown to be faster. High-

throughput genotyping based on the scoring of

markers that do not need the use of gels [126–128]

coupled with quick DNA extraction protocols are

needed to streamline MAS and lower its cost.

An important factor to be carefully considered

prior to embarking in any MAS activity targeting spe-

cific loci is the robustness of the marker-locus associa-

tion and their genetic distance. Clearly, the level of LD

of the genetic materials used to investigate the genetic

makeup of the target traits plays a pivotal role in deter-

mining the level of genetic resolution. Accordingly,

biparental F2 populations have the maximum amount

of LD, hence the lowest level of genetic resolution.

Although this feature is advantageous for the initial

QTL mapping studies in view of the limited number

of markers that are required, it clearly limits the accu-

racy of MAS and usually does not allow us to resolve

tightly linked QTLs from pleiotropic ones [129]. This

problem can be circumvented by deploying genetic

materials that capture a higher recombinational level,

either historically (e.g., panels of unrelated genotypes

suitable for association mapping; [67, 130]) or through

subsequent random matings of the individuals of the

original mapping population [131]. Increasing the

genetic resolution not only enhances the reliability of

MAS but also reduces the list of the possible candidates,

an important prerequisite in identifying the sequence

responsible for the phenotype of interest. Therefore,

prior to undertaking an associationmapping study, it is

important to acquire a good understanding of the LD

patterns in the set of genetic materials to be evaluated.

In fact, LD can be caused by factors other than linkage.

Spurious associations in a collection of germplasm

accessions can be due to LD between unlinked genomic

regions (i.e., >50 cM apart) on the same chromosome

and/or between genomic regions located on different

chromosomes. Dedicated softwares are available to

reduce the frequency of false-positive associations due

to the bias introduced by preexisting population

structure.

One of the most critical steps in any breeding pro-

gram is the choice of suitable parental lines to create the

new segregating populations that will undergo selec-

tion. Ideally, such parental lines will contribute benefi-

cial alleles at the loci most critical for the target traits
and, more in general, crop performance and its quality.

Molecular profiling can contribute in two major ways

to expedite the selection process and increase the

response to selection. In autogamous crops, MAS is

applied to choose the parental lines that are crossed to

generate newmapping populations (mostly biparental)

and then to select during the subsequent generations

the recombinant progeny that carry the desired alleles

at the targeted loci. In wheat, MAS is being deployed in

a number of breeding programs both in the public and

private sectors [94]. In particular, more than 30 traits

have been targeted, mainly for disease resistance, qual-

ity, and abiotic stress tolerance. In allogamous crops

(e.g., maize) where the populations used to extract new

parental lines routinely undergo recurrent selection,

MARS can be applied at each selection cycle to increase

the frequency of the beneficial alleles within the popu-

lation until the best performing alleles are fixed within

the population and, as such, no longer require selec-

tion. By increasing the frequency of beneficial alleles in

a breeding population, the probability of recovering

a genotype with the combination of desired alleles is

increased. As an example, increasing the favorable allele

frequency from 0.50 to 0.96 will increase the probabil-

ity of recovering the ideal genotype for 20 independent

regions from one in a trillion to one in five [9]. This

change in allele frequency will improve the mean per-

formance for the selected trait of the population and

any line derived from it. Breeders can deploy different

MARS schemes depending on the selection model and

the desired genetic structure (e.g., inbreeding level) of

the population obtained after MARS. The MARS

schemes require optimization for best managing field

and laboratory resources, hence containing the costs, as

well as for expediting the selection process, hence the

accumulation of favorable allele frequency. When

several traits and loci are targeted simultaneously,

a multiple trait index is used to combine the values of

each individual trait into a single index and different

weights are assigned according to the perceived impor-

tance of each trait. The output of this process is an

estimated genotypic value calculated for each progeny

being considered for selection. MARS can also be

applied to autogamous crops (e.g., soybean) in order

to enhance the performance of the breeding

populations used to select improved genotypes that

will hopefully outperform the existing cultivars.
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As compared to conventional breeding practices, the

outcome of MARS has clearly indicated its superiority

for improving yield in maize, sunflower, and soybean

[9]. Of utmost importance for the successful imple-

mentation of MARS is that breeders perform pheno-

typic selection on the lines per se that will be utilized

for MARS. Additionally, phenotypic evaluation and

selection among and within derived lines should con-

tinue after MARS.

Systematic profiling of parental lines is now rou-

tinely applied with a different level of genetic resolution,

hence according to the level of LD of the target species.

SSR profiling is rapidly being replaced by SNP profiling,

muchmore effective than the former to define haplotype

structure and much cheaper and amenable to high-

throughput profiling. SNP platforms are particularly

suited to the high-throughput profiling required by GS.

Once the template sequence of a crop becomes

available, resequencing of lines can be used to obtain

a far deeper understanding of their genomic architec-

ture, allelic composition, and ultimate haplotype

[132–134]. The spectacular reduction in cost that

followed the introduction of second-generation

sequencers makes resequencing of single genotypes

a rather attractive and affordable option [135–137].

Additional progress in sequencing will further reduce

the costs in as much direct resequencing of entire

mapping populations may soon become more afford-

able than SNP profiling.
Mining Beneficial Alleles in Wild Relatives of

Crops

As compared to their wild counterparts, the domesti-

cation bottleneck that all crops went through coupled

with the strong selection first empirically practiced by

farmers and then more systematically by modern

breeders have markedly reduced the level of genetic

variability within cultivated species, an aspect even

more relevant for traits playing a substantial role in

survival under natural conditions [82]. This limitation

can be overcome through the implementation of

advanced backcross QTL (AB-QTL) analysis [138], an

approach that allows breeders to quickly discover and

exploit beneficial QTL alleles present in wild germ-

plasm but otherwise absent from elite germplasm.

The AB-QTL approach relies on the evaluation of BC
families between an elite cultivar utilized as recurrent

parent and a donor accession, usually a wild species

that is sexually compatible with the crop. Usually, QTL

analysis is delayed until the BC2 generation and after

selection in BC1 against features known to affect nega-

tively yield (e.g., ear shattering in small-grain cereals).

The effectiveness of the AB-QTL approach has been

proven in tomato [138, 139], rice [140], and barley

[141]. These results are encouraging for using

AB-QTL as a germplasm enhancement strategy for

identifying wild alleles capable of improving the yield

of the related crop, particularly under low-input agri-

culture and marginal environments where wild alleles

may prove more beneficial, particularly for yield per se

and disease resistance. An essential prerequisite is that

the introgression of such beneficial alleles should bear

no negative consequences when crops are grown under

more favorable and high-yielding conditions.

Wild relatives of crop species can contribute to the

identification of novel alleles for agronomically rele-

vant traits by focusing on those loci that molecular

evidence indicates as having been targeted by selection

during both domestication and modern breeding

[142]. To this end, the comparison of the allelic diversity

present in elite accessions, landraces, and the

undomesticated wild relatives of each crop allows for

the identification of loci devoid of genetic variation

within the elite germplasm, most likely as a result of

domestication and subsequentman-made selection. The

underlying assumption is that the loss of genetic diver-

sity observed from the wild parent to the cultivated crop

highlights the strong man-made selection at loci that

control the expression of agronomically important

traits, particularly those relevant for adaptation to abi-

otic stress. Therefore, both this “diversity screen”

approach and the AB-QTL approach allow for the iden-

tification of valuable loci which would otherwise go

undetected due to a lack of allelic diversity in the culti-

vated gene pool. An additional advantage of the diversity

screen approach is that it allows for the identification of

candidate genes of potential agronomic importance

even without prior knowledge of gene function.
Leveraging the “-Omics” Platforms

During the past decade, a number of technologically

sophisticated platforms have become available to
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collect a large amount of data on the dynamics of the

transcriptome, proteome, and metabolome. The avail-

ability of these “-omics” profiling data facilitates the

identification of candidate genes and provides us with

a more holistic picture of the molecular events charac-

terizing functions at the cellular, organ, and plant levels

and how these are influenced by environmental cues

[84, 143–146].

Unlike from the classical QTL positional cloning

approach in which an adequately large mapping pop-

ulation is basically “interrogated” in order to identify

the genetic determinants of QTLs, the candidate-gene

approach capitalizes on gathering experimental evi-

dence to support and validate the causal role of

a coding sequence (e.g., glutamine synthetase gene) in

governing variation for the putative target trait (e.g.,

nitrogen-use efficiency). The major advantage of the

candidate-gene approach is that it bypasses the tedious

and expensive procedures required by positional clon-

ing. Identifying suitable candidate genes and elucidat-

ing their function can be expedited by combining

different approaches and high-throughput -omics plat-

forms applied to target crops and/or to model species.

From a technical standpoint, combining laser-capture

microdissection with the -omics platforms offers an

unprecedented level of functional resolution at the

tissue level, down to a single-cell layer [145]. Among

the different platforms available for the mass-scale pro-

filing of the transcriptome, microarrays have been

more frequently utilized to investigate the changes in

gene expression, particularly in plants exposed to

adverse conditions [147–150]. Nonetheless, microarray

platforms are quickly being replaced by high-

throughput transcriptome sequencing by means of

second-generation sequencing platforms [151].

Additional information on the changes in cellular

metabolism is provided by the profiling of the prote-

ome [152] and metabolome [153, 154] that, as com-

pared to the transcriptome, are functionally closer to

the phenotype, thus reporting also on variability due to

posttranscriptional and posttranslational regulation.

However, it should be appreciated that both proteo-

mics and metabolomics report changes for a rather

limited portion (ca. 5%) of the expressed genes; addi-

tionally, proteomics is often unable to detect the

changes in gene products (e.g., transcription factors)

that despite their low level are more likely to play an
important role in pivotal functions (e.g., signal trans-

duction in response to biotic and abiotic stress) and

consequently, to underline QTLs.

Metabolome profiling can also be used to identify

loci regulating the level of a particular metabolite and

verify its coincidence with QTLs for yield and/or genes

involved in metabolic pathways. With the present tech-

nology, up to ca. 2,000 different metabolites can be

profiled in a single sample [155]. In maize, QTLs for

invertase activity have been identified in a population

subjected to drought stress [156]. The number of QTLs

for invertase activity detected under drought was

more than twice the number detected under well-

watered conditions, an indirect indication of the

important role of this enzyme under drought condi-

tions. One QTL common to both treatments was

located near Ivr2, an invertase-encoding gene. The

colocation reported between the activities of three

enzymes (invertase, sucrose-P synthase, and ADP-

glucose pyrophosphorylase) involved in sucrose and

starch metabolism and a corresponding structural

gene suggests its role as a candidate gene for explaining

part of the variability in enzyme activity [157]. These

studies indicate that invertase activity is an important

limiting factor for grain yield in maize exposed to

drought during the reproductive phase [158].

The candidate-gene approach is particularly effec-

tive when a clear cause-effect relationship can be

unequivocally established between the gene product

and the target trait. An example of this approach is

the cloning of a QTL for cell-wall beta-glucans in barley

grains based on a synteny analysis between barley and

rice that revealed the presence in the syntenic portion

of the rice genome of a cellulose synthase-likeCslF gene

that genetic engineering unequivocally showed to

influence beta-glucans content in barley grains as well

as in other species, including also Arabidopsis [83].

This notwithstanding, identifying suitable candidates

for functionally complex traits such as yield and

yield components is a much more daunting under-

taking given the large number of genes that influence

these traits.
Future Directions

The first comprehensive report of DNA-based markers

(RFLPs; [20]) in a crop species was published in 1986.
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Since then, an almost countless number of studies have

shed light on the genetic control of plant growth and

functions, and, most importantly crop yield. One clear

take-home message that has emerged from these stud-

ies is the existence of a continuum between Mendelian

and quantitative traits that will eventually help in iden-

tifying the functional polymorphisms, either of genetic

or epigenetic origin that underlie quantitative trait

variation. In this respect, QTL cloning will become

a more routine and easier practice thanks also to the

massive resequencing of mutant collections. This, in

turn, will facilitate the identification of the best

performing QTL alleles, their pyramiding through

MAS, and the identification of novel alleles via

TILLING [159] or by means of site-directed mutagen-

esis at the key functional domains of the encoded pro-

teins. It is under this QTL cloning paradigm that the

molecular basis of quantitative traits will be dissected

in order to advance our understanding of the genetic

makeup of this category of traits and to more accu-

rately tailor crop morphology and productivity with

beneficial alleles.

From an applicative standpoint, although conven-

tional selection based on phenotypic evaluation will

likely remain the mainstay for most breeding pro-

grams, particularly in the public domain, MAB and

its applications will increasingly be adopted and will

in some cases become prevalent as compared to con-

ventional practices. As the twenty-first century unfolds,

a multitude of genomics and postgenomics platforms

are at hand to expand our understanding of the genetic

basis of crop performance and to improve the efficiency

of selection procedures for the release of new, improved

cultivars. Resequencing will revolutionize the way

breeders deal with their germplasm and will provide

unsurpassed opportunities for a deeper mining of alle-

lic diversity and harnessing its full potential. Nonethe-

less, our understanding of the functional basis of yield

and other quantitative traits is likely to remain rudi-

mental. The elusive nature of the QTLs that govern

yield and yield stability is a formidable hurdle toward

a more effective selection targeting specific loci and

a better understanding of quantitative traits. Notably,

GS can and will be applied irrespective of our degree of

understanding of the genetic architecture of quantita-

tive traits. Importantly, MAS and GS should be consid-

ered as complementary rather than alternative
approaches, the utilization of which should be deter-

mined on a case-by-case basis. Bioinformatics and

user-friendly databases will play a pivotal role for han-

dling and managing the deluge of data produced by

the molecular and phenotypic platforms.

In terms of experimental materials utilized for QTL

studies, a growing attention will be devoted to the

exploitation of multiparental crosses and mini-core

collections of germplasm accessions with varying LD

levels. In the mapping populations so far utilized for

QTL discovery, most QTLs go undetected owing to the

small size of the population, the presence of function-

ally monomorphic alleles and the small effects of many

of such QTLs. Along this line, nested-association map-

ping (NAM) populations provide an interesting option

to take advantage of both biparental (linkage) mapping

and association mapping [160]. On a finer scale, high-

throughput proteome and metabolome profiling will

accelerate the identification of the causative mecha-

nisms contributing to adaptive responses to adverse

environmental conditions (e.g., drought, flooding,

heat, etc.) whose frequency and intensity are expected

to increase due to global warming. Nonetheless, the

deluge of information originated through the molecu-

lar approaches and the -omics platforms will not auto-

matically translate into novel cultivars. A “systems

biology”-like approach will be instrumental for opti-

mizing the accurate integration and exploitation in

breeding terms of all the -omics information.

From an applicative standpoint, accurate

phenotyping often remains the main limiting factor

for identifying novel loci [161]. Semiautomated,

high-throughput phenotyping under both controlled

conditions and in the field promises to streamline gene

discovery and narrowing the genotype-phenotype gap

that hampers a more widespread deployment of MAB

in crop improvement [87]. Along this line, it is impor-

tant to emphasize that any molecular approach aiming

to discover genes/QTLs and test their effects should

preferably be carried out in an experimental context

whose results are as relevant as possible and readily

applicable to the conditions prevailing in farmers’

fields [150]. An effective exploitation of genomics

approaches to enhance crop performance will depend

on their integration with conventional breeding.

Although it is not possible to predict to what extent

and how quickly the latter will be replaced byMAB, the
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future release of improved cultivars will be expedited

and made more cost effective through a systematic

marker-based manipulation of the loci that govern

crop performance and the desired features targeted by

breeders.
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147. Ozturk ZN, Talamè V, Deyholos M, Michalowski CB, Galbraith

DW, Gozukirmizi N et al (2002) Monitoring large-scale

changes in transcript abundance in drought- and salt-

stressed barley. Plant Mol Biol 48:551–573

148. Zinselmeier C, Sun YJ, Helentjaris T, Beatty M, Yang S, Smith

H et al (2002) The use of gene expression profiling to dissect

the stress sensitivity of reproductive development in maize.

Field Crop Res 75:111–121

149. Schnable PS, Hochholdinger F, Nakazono M (2004) Global

expression profiling applied to plant development. Curr

Opin Plant Biol 7:50–56
150. Talame V, Ozturk NZ, Bohnert HJ, Tuberosa R (2007)

Barley transcript profiles under dehydration shock and drought

stress treatments: a comparative analysis. J Exp Bot 58:229–240

151. Kofler R, Torres TT, Lelley T, Schlotterer C (2009) PanGEA:

identification of allele specific gene expression using the

454 technology. BMC Bioinformatics 10:143

152. Hochholdinger F, Woll K, Guo L, Schnable PS (2005) The

accumulation of abundant soluble proteins changes early in

the development of the primary roots of maize (Zea mays L.).

Proteomics 5:4885–4893

153. FernieAR, SchauerN (2009)Metabolomics-assistedbreeding: a

viable option for crop improvement? Trends Genet 25:39–48

154. Saito K, Matsuda F (2010) Metabolomics for functional geno-

mics, systems biology, and biotechnology. Annu Rev Plant

Biol 61:463–489

155. Sakurai N, Shibata D (2006) KaPPA-view for integrating

quantitative transcriptomic and metabolomic data on plant

metabolic pathway maps. J Pestic Sci 31:293–295

156. Pelleschi S, Guy S, Kim JY, Pointe C, Mahe A, Barthes L et al

(1999) Ivr2, a candidate gene for a QTL of vacuolar invertase

activity in maize leaves. Gene-specific expression under

water stress. Plant Mol Biol 39:373–380

157. Pelleschi S, Leonardi A, Rocher JP, Cornic G, de Vienne D,
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Glossary

Bioreactor A fermentor inwhich plant cell cultures can

be cultivated in sterile, controlled, and contained

condition for biotechnological production of cell

biomass and/or particular protein or small molecule.

Medicinal plants Plants that are used for medicinal

purposes; whole plants or specific plant organs or

compounds derived thereof can be utilized.

Metabolic engineering A process to understand met-

abolic pathways; a targeted alteration of metabolic

pathways with the aim of improved yield, quality,

and/or spectrum of produced metabolites.

Plant cell culture Process where plant cells are culti-

vated under controlled conditions; may consist of

differentiated tissues or organs (e.g., shoots, roots,

embryos, stems) or undifferentiated cells (e.g., cal-

lus, suspension cultures).

Secondary metabolites Low molecular weight com-

pounds with enormous chemical diversity often

found in plants in small amounts essential for

plants’ defense system; many secondary metabolites

are used as pharmaceuticals, dyes, flavors, and fra-

grances by humans.

Transgene A gene that has been transferred from one

organism to another.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Definition of the Subject

Plants are the most excellent designers and producers

of a variety of small compounds that are beneficial to

mankind as foods, medicines, and industrial raw mate-

rials. The use of medicinal plants for human health

dates back to ancient history of mankind. The first

written document of the use of medicinal plants can

be found in Papyrus Ebers (1800 BC). Even if the use of

certain medicinal plants was known to treat certain

diseases – often using the trial-and-error approach –

it is only less than 200 years ago the isolation of the first

active chemical constituent (secondary metabolite)

responsible for its pharmacological effect occurred.

Today, many plant-derived compounds are used in

pharmaceutical industry, and plants also serve as an

important source for new lead compounds.

Many plants containing high-value secondary

metabolites are difficult to cultivate or are becoming

endangered because of the overharvesting. Furthermore,

the chemical synthesis of plant-derived compounds is

often not economically feasible due to their highly com-

plex structures and the specific stereochemical require-

ments of the compounds. The biotechnological

production of valuable secondary metabolites in plant

cell or organ cultures is an attractive alternative to the

extraction of whole plant material. However, the use of

plant cell or organ cultures has had only limited com-

mercial success so far. This is explained by the empirical

nature of selecting high-yielding, stable cultures and the

lack of understanding of how secondary metabolites are

synthesized or how their synthesis is regulated.

Introduction

It has been estimated that there are at least 400,000

higher plant species in the world of which only about

10% are characterized chemically to certain extent [1].

There is no doubt that the chemical diversity of plants

is much greater than any chemical library made by

humans, and thus the plant kingdom represents an

enormous reservoir of pharmacologically valuable

molecules waiting to be discovered. Plants are thus

excellent organic chemists in nature and constantly

respond to environmental changes by adjusting their

capacity to produce natural products. Functional geno-

mics may open entirely new avenues to screen
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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unexplored medicinal plant species for their pharma-

cological value. Many pharmaceutical companies have

now renewed their interest on plant-derived com-

pounds due to too high expectations on combinatorial

chemistry or computational drug design to obtain new

drug leads during the past decades [2, 3].

Many secondary metabolites of industrial value are

complex in their structures making chemical synthesis

very challenging and expensive. Moreover, plants con-

tain usually very low contents of these compounds, and

therefore other production processes are essential to be

developed. Biotechnological production using plant

cells as real green factories is a very promising technol-

ogy, but currently there are still many limiting factors,

mainly related to our poor understanding how the

plants synthesize these high-value compounds and

how the synthesis is regulated.

In the following sections, an overview is given how

secondary metabolites are produced in plant and tissue

cultures, how the production can be enhanced by clas-

sical optimization methods, and what metabolic engi-

neering has to offer today and in the future. Spectacular

advances in plant genomics and metabolite profiling

offer unprecedented possibilities to explore the

extraordinary complexity of the plant biochemical

capacity. State-of-the-art genomics tools can be used

to engineer the enhanced production of known target

metabolites or to synthesize entire novel compounds by

the so-called combinatorial biochemistry in cultivated

plant cells. Finally, some future perspectives are given

for novel techniques and tools that are just now

emerging.

High-Value Products from Medicinal Plants

Medicinal Plants

Many plants such as crops play a central role in our

everyday diet. The nutritional value of edible plants

and their constituents has been studied for decades.

Besides the edible plants, there is a huge variety of

toxic plants in the plant kingdom. These include, for

example, many alkaloid or terpene containing medici-

nal plants such as Atropa belladonna, Camptotheca

acuminata, Capsicum annuum, Catharanthus roseus,

Erythroxylum coca, Papaver somniferum, Cannabis

sativa, Artemisia annua, and Taxus species – just to

name a couple of them. These plants have been and
still are an important source of pharmaceuticals. Mol-

ecules derived from medicinal plants make up a sizable

proportion of known drugs currently available on the

market. These include compounds such as morphine,

codeine, and several anticancer drugs such as paclitaxel,

vincristine, and vinblastine, the monetary value of

which is very high. In Western medicine, over 25% of

prescription drugs sold in pharmacies contain at least

one active principle which is directly or indirectly (via

semi-synthesis) a natural product. This number does

not include the over-the-counter sold drugs or pure

phytopharmaceuticals.

According to WHO, 11% of the current 252 drugs

considered essential for humans are exclusively derived

from flowering plants. Furthermore, plants are also

important source of new drug lead compounds. Dur-

ing the past 25 years, 1,010 new drug entities (NDEs)

were introduced to the market; 27% of them were

either natural products or derived from natural prod-

ucts as semi-synthetic derivatives [3]. In addition, 15%

of the drugs were synthesized after the molecule was

first discovered from natural resources. Table 1 shows

the origin of the 458 NDEs representing the four major

therapy groups with anti-infectives (antibacterial,

antiviral, antifungal, and antiparasitic), anticancer,

antihypertensive, or anti-inflammatory activities dis-

covered between 1981 and 2006. It is remarkable that

over 68% of all antibacterial compounds and 51% of all

anticancer drugs were directly or indirectly derived

from natural resources. Natural sources will undoubt-

edly continue to play a prominent role in the discovery

of pharmaceuticals in the future.
Secondary Metabolism in Plants

Secondary metabolites are low molecular weight com-

pounds found in small quantities throughout the

whole plant kingdom. They exhibit many biological

functions vital for the survival of the plant such as

responding to stress, mediating pollination, or acting

as defense compounds. In plant cell, they are accumu-

lated often in the vacuoles. Besides the importance for

the plant itself, secondary metabolites have always been

of interest to humans as flavors, fragrances, dyes, pes-

ticides, and pharmaceuticals. However, for most of the

secondary metabolites, the exact function in plants still

remains unknown.
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discovered during 1981–2006 belonging to the four most important therapy groups (modified from [3])

Therapy group Total N ND NS B S V N+D+NS %

Antimicrobial 230 12 74 34 13 60 37 120 52.2

Anti-bacterial 109 10 64 1 0 23 11 75 68.8

Anti-fungal 29 0 3 0 1 25 0 3 10.3

Anti-viral 78 0 2 31 12 8 25 33 42.3

Anti-parasitic 14 2 5 2 0 4 1 9 64.3

Anti-cancer 100 9 25 17 17 30 2 51 51.0

Anti-hypertensive 77 0 2 34 0 41 0 36 46.8

Anti-inflammatory 51 0 13 0 1 37 0 13 25.5

Total 458 21 114 85 31 168 39 220 48.0

N natural product, ND natural product derivative, NS product is synthesized but the original molecule is discovered from natural sources,

B biotechnologically produced compound (often a large molecule, protein), S synthetic molecule, V vaccine
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More than 200,000 secondary metabolites have

hitherto been discovered from the plant kingdom, but

only half of them are structurally fully elucidated [4–6].

They are characterized by an enormous chemical diver-

sity, and every plant has its own characteristic set of

secondary metabolites. The production of specific alka-

loids is often strongly restricted to certain plant fami-

lies, whereas, for example, flavonoids are abundant in

many plant species. Based on their biosynthetic origins,

plant secondary metabolites can be structurally divided

into five major groups: polyketides, isoprenoids (e.g.,

terpenoids), alkaloids, phenylpropanoids, and flavo-

noids [7]. The polyketides are produced via the ace-

tate-mevalonate pathway; the isoprenoids (terpenoids

and steroids) are derived from the five-carbon precur-

sor, isopentenyl diphosphate (IPP) produced via the

classical mevalonate pathway, or the novel MEP path-

way (see the details in section “Targeting the Metabolic

Enzymes”); the alkaloids are synthesized from various

amino acids; phenylpropanoids are derived from aro-

matic amino acids phenylalanine or tyrosine; and the

flavonoids are synthesized by the combination of

phenylpropanoids and polyketides [8].

Since the discovery of the opium alkaloid morphine

almost two centuries ago, alkaloids are still one of the

most studied groups of plant secondary metabolites

although terpenoids are the largest chemical family of
secondary metabolites. It is somehow surprising that

such an extensive array of different nitrogen-

containing organic molecules are known in higher

plants even though only 2% of the plant dry weight is

composed of the element nitrogen. The largest require-

ment of nitrogen is the synthesis of amino acids which

function as building blocks of proteins as well as pre-

cursors to many secondary metabolites. Alkaloids are

thus the most prominent nitrogenous compounds with

diverse, complex structures and often possessing strong

physiological properties leading their wide use as phar-

maceuticals. Human use of them dates back to more

than 3,000 years. Currently, more than 12,000 alkaloids

are known and they are classified into several subclasses

based on the amino acids from which they are derived

and according to their chemical structures [9].

At the present time, small amounts of plant com-

pounds including alkaloids, for example, morphine,

scopolamine, and vincristine are isolated with often

some difficulties from natural vegetation or cultivated

plants which explain the high price of the raw material.

Numerous secondary metabolites have also served as

models for modern synthetic pharmaceuticals [3].

However, the biosynthetic pathways leading to their

formation in plants are often long, complex multistep

events catalyzed by various enzymes, and are still

largely unknown in enzymatic and genetic level.
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The best characterized pathways after the decades’

intensive classical biochemical research are the biosyn-

thesis of opium and terpenoid indole alkaloids.

Besides the low quantities of the compounds in

plants, the production rates may vary from year to

year and secondary metabolites often accumulate in

specific plant organs in particular time of the vegetative

stage of the plant. Some substances can only be isolated

from extremely rare plants which is not a choice for

sustainable production. Therefore, alternative produc-

tion systems for plant-derived compounds are needed.

The biotechnological production, that is, producing

the plant secondary metabolites in cultured plant cells

in large bioreactors may offer an attractive alternative

approach.
Biotechnological Production Options

The production of a secondary metabolite of interest

for industrial needs is often a challenge. As explained

above, these compounds accumulate in plants in small

quantities. The biotechnological production of high-

value plant secondary metabolites therefore is a viable

option to isolation processes from the intact plants or

to the total chemical synthesis.

Biotechnology focuses on the exploitation of met-

abolic properties of living organisms for the produc-

tion of valuable products of a very different structural

and organizational level for the benefit of humans.

The organisms vary from microbes (bacteria, fungi,

yeast) to plants and animals. Over the decades,

many laboratories all over the world have studied the

possibilities to produce desired secondary metabolites

using plant cell or tissue cultures. Cell cultures have

been established from many plants, but often they

do not produce sufficient amounts of the required

secondary metabolites or the production is unstable.

Various classical optimization tools have been applied

(see in detail section “Enhancing the Production

by Classical Optimization”), but very few success

stories exist contrary to many good examples using

microbial production systems.

Molecular biology of plants has emerged enor-

mously during the past decades, but still the plant

metabolic engineering has met only limited success,

again in sharp contrast to microorganisms. This is

due to our limited knowledge on complex biosynthesis
of secondary metabolites. Despite the rapid develop-

ment of not only plant genomics but also of analytical

tools, genetic maps of biosynthetic pathways are far

from complete. Furthermore, regulation of the individ-

ual steps leading to the desired end product is poorly

understood (section “Metabolic Engineering”).

Plant Cell Cultures Plant cell culture is a method

where plant cells are cultivated under sterile conditions

in vitro. Commonly, cell cultures are established from

callus tissues by cultivating callus in liquid medium,

and cell aggregates are broken by either mechanically or

by orbital shaking in the cultivation vessel. Plant cells

are biosynthetically totipotent, which means that each

cell in culture retains its complete genetic information

and thus is able to produce the same metabolites as the

parent plant. Plant cell cultures have been extensively

exploited for various biotechnological applications as

an alternative to the traditional agricultural cultivation

of plants. The use of cell culture systems offers advan-

tages to produce metabolites in a controlled environ-

ment, independent of climatic conditions and under

conditions in which the different production parame-

ters can be optimized. Plant cell cultures can be cate-

gorized in two main classes, differentiated and

undifferentiated cell cultures. The former consists of,

for example, organs like shoots, roots, or embryos,

whereas callus and cell suspension cultures are referred

to as undifferentiated cell cultures. Since the first gene

transfers in plants in 1983, achieved by four indepen-

dently working groups [10–13], a number of efficient

gene transfer techniques have been developed for

genetic engineering of plants. In addition to so-called

direct gene transfer techniques (e.g., particle bombard-

ment, electroporation, microinjection), Agrobacterium-

mediated gene transfer has been the most commonly

used method for gene delivery to plants.

Hairy Root Cultures Agrobacterium (Rhizobiaceae) is

a soil bacterium, which is able to deliver its own plasmid-

DNA into the nuclear genome of the plant cell. The

bacterium attaches into the wound site of the plant

tissue and recognizes certain wound substances, for

example, acetosyringone, secreted by the plant [14].

As a result, the vir (virulence) region of the plasmid

becomes activated and processing of the T-DNA (trans-

ferred DNA) for the gene transfer starts [14, 15].
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After successful integration of the bacterial DNA

into the host plant genome, the tumor formation in

the wound site begins as well as the production of

low molecular weight tumor substances called opines.

The opines are used as a nutrient for the bacterium

[16]. The host range of Agrobacterium is perhaps

broader than that of any other plant pathogenic bacte-

rium, although a number of cultivated monocotyle-

donous plants and legumes are not natural hosts for

this bacterium. The molecular mechanism of the resis-

tance to Agrobacterium is not known, although the

production of antimicrobial metabolites [17], a lack

of vir gene inducers [18], inefficient T-DNA integration

[19], and Agrobacterium-induced programmed cell

death [20] have all been suggested. Successful gene

transfer in monocot plants via Agrobacterium

has been performed with maize, rice, wheat,

and barley [21].

Hairy root is a plant disease caused by the infection

of Agrobacterium rhizogenes carrying Ri (root-induc-

ing) plasmid. During infection of the plant, the T-DNA

of the Ri-plasmid is transferred and integrated in the

nuclear genome of the host. As a result of the transfor-

mation, hairy roots appear at the infection site [22]. In

the T-DNA, there are four genetic loci, called rolA, rolB,

rolC, and rolD, which are responsible for the hairy root

phenotype. These genes were shown to positively affect

the secondary metabolite production in Nicotiana [23]

and in Atropa [24]. Hairy roots are able to grow with-

out externally supplied auxins, and certain aux genes

from Agrobacterium have been shown to provide

transformed cells with an additional source of auxin

[25]. This is a clear advantage when considering the

costs for large-scale cultivation. Hairy roots character-

istically lack geotropism and have a high degree of

lateral branching. In addition, hairy root cultures

have demonstrated their ability to rapidly produce

biomass as well as high contents of secondary metabo-

lites, for example, tropane alkaloids [26, 27]. In Table 2,

some pharmaceutical compounds produced by hairy

root cultures are presented. Unlike crown gall tumors,

hairy roots are capable of spontaneously regenerating

into plants [57].

Bioreactors The selection of a suitable bioreactor

type for the specific process depends on the desired

product and the production material, for example,
whether the production involves growing undiffer-

entiated cells, hairy roots, or plantlets. Plants cells are

larger in size than those of microbial cells, making them

more sensitive to shear forces. For this reason, bioreac-

tors have been designed where conventional mechani-

cal impeller stirring have been replaced by bubble or

wave-type agitation. Most widely used bioreactors are

stirred tanks [58], but also airlift and bubble column

reactors have been used in cultivation of plant cells. The

classical production of shikonin is performed in airlift

type of bioreactors. A balloon-type bubble bioreactor

has been successfully used for the cultivation of, for

example, ginseng roots [59].

One of the more recent developments in bioreactor

design for plant cell applications has been the use of

disposable bioreactors, usually plastic bags. Major

advantages in these are that the capital costs are much

lower than that of common stainless steel tanks. The

production of glucocerobrosidase used for treating the

enzyme deficiency cased in Gaucher’s disease is

performed in carrot cells grown in disposable bioreac-

tors by Israeli company Protalix Biotherapeutics (www.

protalix.com). The only secondary metabolite of phar-

maceutical value, paclitaxel (Taxol®), is commercially

produced in Taxus cells by German company Phyton

Biotech (www.phytonbiotech.com). Moreover, lower

expenses allow multiple parallel units to be employed,

and high sterility requirements are met when there is

no need for costly cleaning processes between runs.

Disposable bioreactors may consist of a rigid cultiva-

tion container (tube, plate, flask, cylindrical vessel) or

a flexible container (bag) [60]. Issues restricting the use

of disposable bioreactors arise from a limited experi-

ence in their usage, insufficient strength of a plastic

material, limited applicability of advanced automatiza-

tion, and lack of suitable disposable sensors. Wave-

mixed bioreactors [61], such as BioWave®, are well

suited for small- to middle-scale processes for the pro-

duction (Fig. 1) of, for example, plant-based secondary

metabolites and therapeutic proteins, as well as culti-

vation of hairy roots [62, 63]. One of the highest pro-

ductivities reported to date for paclitaxel production in

Taxus baccata cell suspension cultures was achieved

with immobilized cells cultivated in BioWave® system

[64, 65].

Important factors when designing the cultivation of

plant cell suspension cultures in bioreactors include

http://www.protalix.com
http://www.protalix.com
http://www.phytonbiotech.com
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by transformed hairy root cultures (adopted mainly from [28, 29])

Metabolite Species Activity Reference

Ajmalicine, ajmaline Rauvolfia micrantha Antihypertensive [30]

Artemisinin A. annua Antimalarial [31]

Benzylisoquinoline alkaloids P. somniferum; E. californica Analgesic, antibiotic [32]

Betalains Beta vulgaris Antioxidant, colorant [33]

Camptothecin Ophiorrhiza pumila;
Camptotheca acuminata

Antitumor [34, 35]

Iridoid glycosides Harpagophytum procumbens Anti-inflammatory, analgesic,
and antidiabetic

[36]

3,4-Dihydroxy-L-phenylalanine Stizolobium hassjoo Therapeutic agent against
Parkinson’s disease

[37]

Rutin, hispidulin and syringin Saussurea involucrata Anti-inflammatory, antifungal [38]

Scopolamine, hyoscyamine and atropine A. belladonna Anticholinergic [24, 39]

Scopolamine and hyoscyamine Datura innoxia Anticholinergic [40]

Scopolamine and hyoscyamine Datura quercifolia Anticholinergic [41]

Scopolamine Duboisia leichhardtii Anticholinergic [42]

Scopolamine and hyoscyamine Datura candida Anticholinergic [43]

Scopolamine and hyoscyamine Datura innoxia Anticholinergic [44]

Scopolamine and hyoscyamine H. niger Anticholinergic [40]

Scopolamine and hyoscyamine H. muticus Anticholinergic [26]

Scopolamine and hyoscyamine H. muticus, Nicotiana
tabacum

Anticholinergic [45]

Scopolamine H. niger Anticholinergic [46]

Solasodine Solanum khasianum Steroid hormone precursor [47]

Paclitaxel Taxus brevifolia Anticancer [48]

Terpenoid indole alkaloids C. roseus Antitumor [49]

Thiarubrine A Ambrosia artemisiifolia Antifungal, antibacterail,
antiviral

[50]

6-Methoxy-podophyllotoxin Linum album; Linum
persicum

Anticancer [51]

Quinine, quinidine Cinchona ledgeriana Antimalarial [52]

(+) catechin, (�) epicatechin-3-O-gallate,
procyanidin B2-3

0-O-gallate
Fagopyrun esculentum Antioxidant [53]

Anthraquinone Rubia tinctoria Antimalarial, antineoplastic [54]

Thiophene Tagetes patula Anti-inflammatory precursor [55]

Valpotriates Valeriana officinalis Tranquilizing [56]
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Wave bioreactor is used to culture various types of plant cells. This is a 2-L disposable bag in a Wave® reactor containing

tobacco hairy roots
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guaranteed sterility through the whole process and

low-shear mixing allowing still efficient nutrient trans-

port without causing sedimentation or a loss in viabil-

ity of the cells. In addition, the possibility for

application of light induction for heterotrophic,

photomixotrophic, and photoautotrophic cultures

might be relevant [62]. Major physical process param-

eters regarding cultivation of plant cell and tissue cul-

tures are temperature, viscosity, gas flow rates, and

foaming.

Sometimes the lack of end-product formation may

be due to the feedback inhibition, degradation of the

product in the culture medium, or due to volatility of

the substrates or end products. In such cases, adding of

extra phase as a site for product accumulation might

lead to increased production of the desired substance

[66]. For example, addition of amberlite resin and

charcoal resulted in increased accumulation of anthra-

quinones and vanilla, and coniferyl aldehyde, respec-

tively [67–69]. On the other hand, bioconversion of

water-insoluble substrates in cell culture systems can be

aided by using cyclodextrins. They form inclusion
bodies in their cyclodextrin cavity and by this way

increase the water solubility of the substrates [70].

Enhancing the Production by Classical

Optimization

Selection of High-Producing Lines

Selection of individual plants with desired traits has

been a traditional approach in plant breeding. Simi-

larly, high producers have been selected for further use,

for example, for cloning and as a starting material for

cell cultures. However, cell clones from the same origin

may vary considerably in their metabolite production

capacities. Selecting high producers is thus a very

empirical approach, requiring a huge amount of

screening work before good producing individuals are

found [71, 72]. In order to obtain good producing cells,

mutation strategies or application of various selective

agents, such as p-fluorophenylalanine [73],

5-methyltryptophan [74], or biotin [75], have been

used. Although undifferentiated plant cells can be

maintained in an undifferentiated state using
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phytohormones, they are not genetically or epigeneti-

cally stable. The concept of somaclonal variation was

introduced by Larkin and Scowcroft in the beginning of

1980s, standing for the genetic variability in tissue

culture–derived plants or cell culture clones [76].

These changes causing the variation can occur as large

rearrangements in chromosomal level, for example,

changes in chromosome number, karyotype modifica-

tions, or changes in gene level.

Somaclonal variation can be exploited when

searching for high secondary metabolite producers or

high producers of biomass, although a clear disadvan-

tage is that these changes cannot be predicted or con-

trolled and moreover, they are not always stable or

heritable. The effect of culture age on growth rates were

observedwithNicotiana plumbaginifolia, which showed

higher growth rates with older cultures compared to

newer cultures [77]. These differences were thought to

appear as a cause of higher proportion of cells in older

cultures exhibiting mutations which elevate cyclin-

dependent kinases. Changes in ploidy levels are

reported to affect regeneration capacity [78], gene

silencing [79], and secondary metabolite production

[80, 81]. After choosing good-producing cell lines, cul-

tivation over time requires usually continuous selection

in order to maintain high production levels. However,

a gradual loss of secondary metabolite productivity

over time is an obstacle in the development of com-

mercial plant cell culture production systems [82, 83].
Optimization of Culture Medium

One of the major advantages in using plant cell cultures

is the possibility of controlled and contained production

systems. When attempting to reach high production

levels, key roles are played by the composition of nutri-

ent medium and other cultivation parameters, such as

temperature, light, phytohormones, and gas exchange.

Because the plant cell is a production factory, the

first requirement for obtaining high levels of products

is the generation of high amounts of biomass or at least

enough biomass for economic product yields. Plant cell

cultures are usually grown heterotrophically using sim-

ple sugars as carbon source, sucrose being the most

commonly used. Carbon source effects mainly on pri-

mary metabolism and by this way affects the overall

productivity with either increased or decreased
biomass production. Sucrose level may also have an

indirect impact on secondary metabolite production,

as inverse correlation between sucrose and hyoscya-

mine production was observed in Hyoscyamus muticus

hairy root cultures [84]. This was probably due to the

increased glycolysis and respiration rate with simulta-

neous overriding of secondary metabolite production.

Sucrose is commonly applied in approximately 3%

(w/v) concentration, but levels as high as 8% (w/v)

have shown to increase the accumulation of indole

and benzophenanthridine alkaloids in cell cultures of

Catharanthus roseus and Eschscholtzia californica,

respectively [85, 86].

Phosphate and nitrogen levels are perhaps the most

important macronutrient factors effecting the second-

ary metabolite formation. Phosphate usually promotes

cell growth, but often has been accompanied by lower

secondary product formation. In fact, very often cell

proliferation has been accompanied by decrease in

secondary product formation and vice versa. For this

reason, a two-stage cultivation system could be consid-

ered, where the cells are first cultivated in the medium

optimized for cell multiplication and then transferred

into medium limiting the biomass growth whereas

enabling maximum product formation. As an example,

shikonin produced by Lithospermum erythrorhizon in

commercial scale by this type of two-phase system [87].

Low phosphate levels often have been correlated with

high secondary metabolite formation, for example, in

case of alkaloids in Datura stramonium [88], Nicotiana

tabacum [89], and C. roseus [90]. Nitrogen is an impor-

tant building block of amino acids, nucleic acids, pro-

teins, and vitamins. Generally, nitrogen is added in the

form of nitrate or ammonium, and the ratio of these

salts plays an important role in secondary metabolite

production of the plant cells. Reducing the levels of

nitrogen generally leads to lower biomass production

and thus leads to higher secondary metabolite

production, as in the case of anthocyanin production

by Vitis vinifera [91].

Phytohormones have an extensive effect not only

on growth of plant cells, but also on differentiation and

secondary metabolite production. Both the type and

concentration of auxin and cytokinin as well as their

ratio alter the growth and metabolite production dra-

matically in cultured plant cells. High auxin levels are

known to inhibit the formation of secondary
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metabolites in a large number of cases, for example,

tobacco alkaloids [92] with the simultaneous activation

of polyamine conjugate biosynthesis [93]. Sometimes,

replacement of synthetic auxin 2,4-D (2,4-

dichlorophenoxy acetic acid) by NAA (naphthalene

acetic acid) or natural auxin IAA (indole acetic acid)

has shown to enhance the production of anthraqui-

nones, shikonin, or anthocyanins [94–96].

Commonly understanding of cell culture behavior

has been relied on the measurements of culture average

parameters, such as cell density andmetabolite profiles.

However, due to the nature of plant cell division, in

which daughter cells often remain attached through cell

wall, aggregates of various sizes in cell suspension cul-

ture are formed. Thus, each aggregate is exposed to

different microenvironmental conditions with respect

to nutrient and oxygen availability between inner and

outer regions of the aggregate [97]. Understanding

such subpopulation dynamics and cellular variability

using tools such as flow cytometry is important in

order to control the culture as a whole.
Effect of Elicitors

The enhanced production of secondary metabolites

from plant cell and tissue cultures through elicitation

has opened up a new area of research which could have

beneficial influences for pharmaceutical industry. Elic-

itors are compounds, biotic or abiotic, or even physical

factors, which can trigger various defense-related reac-

tions, and thereby induce secondary metabolite forma-

tion in plant cells. The mechanisms of how elicitors

activate the respective genes and the whole biosynthetic

machinery in a plant cell are under active investigation.

However, it is evident that the gene expression occurs

very quickly after the elicitor contact and many hours

before the secondary metabolites are accumulated in

a plant cell [98].

In general, elicitors can be categorized based on

their molecular structure and origin. Biotic elicitors

include compounds such as chitosan, alginate, pectin,

chitin or they may contain complex mixtures of com-

pounds like those of fungal or yeast extracts [99].

Abiotic elicitors are chemical compounds of

nonbiological origin, for example, heavy metals and

vanadate derivatives, or physical factors such as ther-

mal or osmotic stress, UV-irradiation, or wounding.
In particular, widely used elicitors for plant cell culture

systems are jasmonates and jasmonic acid derivatives,

which are naturally occurring hormones involved in

the regulation of defence-related genes and act as sig-

naling compounds in these reactions [100]. Applica-

tion of jasmonates can result in large alterations in

desired metabolites in Catharanthus [101, 102], in

Taxus [103], and in Nicotiana [98]. Even though plant

cells accumulate secondary metabolites typical for spe-

cies in question independent of the type of elicitor

used, the accumulation kinetics may vary greatly with

different elicitors. Moreover, elicitors can effect on the

release of desired secondary metabolite from the cell to

the cultivation medium [104]. This is beneficial when

considering the biotechnological production facilitat-

ing thus the downstream processing.

Generally, both the elicitor concentration and the

length of elicitor application have to be determined for

each cell culture individually [104]. Commonly it is

thought that the best growth phase for the start of the

elicitation is during the exponential growth phase

when the enzymatic machinery for elicitor response is

most active [105]. In addition, the composition of the

culture medium, especially phytohormones, has a major

impact on elicitor response. For example, divergent reg-

ulation by auxins on the biosynthesis of different metab-

olites in terpenoid indole alkaloid pathway was observed

by C. roseus cell cultures [102]. This regulation by

auxins was shown to be partly dependent on the pres-

ence of methyl jasmonate. Production of various plant-

derived medicinal compounds has been successfully

induced by using elicitors [106]. Unfortunately, many

elicitors also cause a loss of viability of the producing

cells, thus a thorough optimization of the whole produc-

tion process is required when using elicitation.
Metabolic Engineering

Functional genomics tools offer now huge potential to

engineer plant metabolic pathways toward the targeted

end product or alternatively to form entirely novel

structures through combinatorial biochemistry. How-

ever, rational engineering of secondary metabolite

pathways requires a thorough knowledge of the whole

biosynthetic pathway and detailed understanding of

the regulatory mechanisms controlling the flux of

the pathway (Fig. 2) [7]. Such information is not
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available for vast majority of secondary metabolites,

explaining why only limited success has been obtained

by metabolic engineering. New genome-wide tran-

script profiling techniques combined with up-to-date

metabolomics allow us now to establish novel gene-to-

gene and gene-to-metabolite networks which facilitate

the gene discovery also in non-model plants that

include most medicinal plants [102]. The ability to

switch on entire pathways by ectopic expression of

transcription factors suggests new possibilities for engi-

neering secondary metabolite pathways (Fig. 2). Con-

sequently, the utilization of plant cell cultures for

biotechnological production of high-value alkaloids

would thus become a true viable alternative.
Gene Discovery

Since the sequencing of Arabidopsis genome in 2,000

several other plants are being sequenced but still today
very limited information exists for any medicinal plant.

Therefore, also the biosynthetic pathways in these

plants are largely unknown at the gene level. Several

approaches have been developed to identify enzymes

and the corresponding genes that are responsible for

different biosynthetic pathway steps. One of the classi-

cal methods is the identification and isolation of inter-

mediates and enzymes via precursor feeding [107]. The

other very basic approach is to use cDNA libraries to

identify genes by PCR amplification with primers

designed to recognize conserved regions on the basis

of enzyme homology from other plants with already

known sequences [108]. More recently, methods based

on differential display comparing mRNA transcripts of

elicited and non-elicited cell culture samples have

shown their potential in gene discovery. Goossens and

coworkers [98] and Rischer and coworkers [102] uti-

lized cDNA-AFLP technique for genome-wide gene

hunt, whereas [109] supplemented their search with
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homology-based analysis of a cDNA library of elicited

cells. In addition, the use of random sequencing of

elicited cDNA library can lead to identification of

clones involved in the biosynthetic route in question

as proven in case of Taxus biosynthesis [110].

The use of microarrays as widely used for model

plants such as Arabidopsis is usually not applicable to

medicinal plants simply because none has been

sequenced with the very recent exception of tobacco

http://www.pngg.org/tgi/index.html. The rapid

advance of deep sequencing, however, will soon result

in many important species being investigated at genome

scale. The 454 pyrosequencing technique is currently

perhaps the most widely used so-called next-generation

sequencing technique for the de novo sequencing and

analysis of transcriptomes in non-model organisms

like medicinal plants are. For example, the GS FLX

Titanium can generate one million reads with an aver-

age length of 400 bases at 99.5% accuracy. This tech-

nology was successfully used to discover putative genes

involved in ginsenoside biosynthesis [111].

Once the candidate genes are discovered, they

are functionally tested alone or in combination to

find out their real mode of action, for example,

improving or altering the production of desiredmetab-

olite. This is time consuming, and therefore new high-

throughput systems have been developed, for example,

miniaturized cell culture formats and multigene

transformations.
Controlling the Expression of Transgenes

In order to be able to modify the metabolite profile of

a respective medicinal plant or cell culture, the gene

expression of target proteins and enzymes needs to be

fine-tuned in an appropriate manner. For that purpose,

the elements involved in transcriptional regulation of

gene expression should be well characterized and eval-

uated to ensure correct spatial and temporal display.

This also minimizes the potential adverse effects, and

the outcome will be as wanted. Specific DNA sequences

upstream of the encoding region of a gene that are

recognized by proteins (transcription factors) involved

in the initiation of transcription are determined as

promoters. It is noteworthy that the promoter

sequence itself is present in all tissues and cells, and

thus the activity is controlled via transcription factors
and their abundance. This opens the possibility to

boost a cascade of enzymes and influence in the

whole biosynthetic pathway in question by

overexpressing transcription factors [112].

Promoters used for the metabolic engineering pur-

poses can be divided into three classes:

1. Constitutive, that is, promoters that are continu-

ously on in most or all of the tissues

2. Organ- or stage-specific, that is, promoters control-

ling spatiotemporal activity of the transgene

3. Inducible that are regulated by an external trigger of

chemical or physical nature [113, 114].

As an example of the constitutive promoters and

also the most used one in plant genetic engineering is

the Cauliflower mosaic virus 35S promoter [115, 116].

The CaMV 35S promoter has been very thoroughly

characterized and currently a typical CaMV 35S pro-

moter in plant vectors consists of a bit more than one

third of the full-length sequence [117]. It has also been

observed that a partial duplication from �343 to �90

amplifies expression up to tenfold [118]. This pro-

moter is also the most used one in metabolic engineer-

ing of plant cell cultures [119]. For the secondary

metabolite production, the hairy root cultures have

shown most potent, and little promise has been found

with undifferentiated suspension cultures [120]. Actu-

ally there exist no studies for trying to find most suit-

able callus or suspension culture–specific promoters

for efficient expression of target genes. This might be

one factor why the success in using undifferentiated

plant cell cultures for the production of valuable sec-

ondary metabolites has been so poor. However, the

main blame for this is the current limited understand-

ing of how the metabolic pathways and fluxes of sec-

ondary metabolites work in general.

Nowadays that the multigene transformations

[121] are paving the way for more accurate and com-

plex engineering of phenotypes, there is also more need

to apply different promoter deployment strategies to

reach the wanted goals. The delivery of 10–20 genes at

the time is already very demanding, and thus there is no

space for failure in running their expression. Roughly,

two ways of proceeding can be drawn for promoter

choice: utilization of the same promoter to run all the

genes or combination of promoters to run different

target genes in the generated multigene transformants.

http://www.pngg.org/tgi/index.html
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The use of same promoter carries the risk of triggering

gene silencing. It is very important to increase the

promoter diversity via promoter discovery and gener-

ation of synthetic sequences to run the expression.

Perhaps one of the most interesting ways is to apply

bidirectional sequences which allow simultaneous

expression of two genes, and thus halves the number

of required promoters for multigene engineering [122].
Targeting the Metabolic Enzymes

From the genetic engineering perspective of medicinal

plants, one of the key elements is to express the genes in

question in right tissues, and even more importantly

target the respective enzymes to correct, specific sub-

cellular compartments. A good example of compart-

mentalization is the biosynthesis of terpenoids that are

synthesized from universal five-carbon precursors

isopentenyl diphosphate (IPP) and dimethylallyl

diphosphate (DMAPP), which in turn are formed via

two alternate biosynthetic pathways localized in differ-

ent subcellular compartments. The cytosolic mevalonic

acid (MVA) pathway starts with condensation of two

molecules of acetyl-CoA into acetoacetyl-CoA and

finally gives rise to IPP. The methylerythritol phosphate

(MEP) pathway takes place in plastids and leads to the

formation of IPP and DMAPP from pyruvate and

glyceraldehyde phosphate. The IPP and DMAPP pre-

cursors are then processed with prenyl diphosphate

synthases in different compartments giving rise to

intermediates that serve as substrates to a large group

of terpene synthases resulting in construction of the

final terpenoids [123, 124]. However, the picture is

never black and white, and the subcellular localization

studies as well as the genetic engineering experiments

have shown that such a thing as a general rule does not

apply to all tissues and species. From the rational

genetic engineering point of view, this makes things

even far more complex and we still need to reveal

several aspects of biosynthetic pathways.

Targeting the biosynthetic enzymes to non-original

compartment can also lead to interesting results. Pre-

cursors can be available in other compartments, and

introduction of the respective enzyme can lead to

increased accumulation of target compounds. For

example, Wu and coworkers [125] showed that

redirecting the sesquiterpene pathway from its natural
cytosolic location to chloroplasts increased patchoulol

accumulation even up to 10,000-fold when compared

to native situation. Another example was given by

introducing three different targeting modes: cytosolic,

plastid, and ER of limonene synthase in transgenic

tobacco plants [126]. Both the cytosolic and plastid

targeting resulted in limonene formation, whereas ER

targeting gave no response probably due to false folding

or instability of the protein.

There has also been discussion on so-called meta-

bolic channeling, which means that enzymes from the

same pathway, especially the ones committing succes-

sive steps, form a protein complex resulting in efficient

reactions and regulation of the pathway [127–129].

Aharoni and coworkers [130] interpreted that this

might be a cause why some pathways do not seem to

proceed even though substantial amount of substrate

seem to be available. As a solution, an artificial

channeling is suggested with the help of fusion con-

structs to be applied in the metabolic engineering.

These studies also highlight the need for fluxomics

and thorough understanding of metabolic pathways

(see Sect. “Controlling the Expression of Transgenes”).
Multigene Transformation

The first multigene-carrying transgenic plants were

created either with several rounds of crossings between

transgenic lines or by transforming transgenic plants

with a new set of genes [131, 132]. The current

multigene delivery systems are co-transformations with

either linked or unlinked genes, that is, genes within

a same vector or different vectors, respectively. The

transfer itself is carried out either via Agrobacterium-

mediated or direct transformation techniques. These

systems have been developed mainly with crop plants,

and the target pathways have been on nutritional com-

position like in engineering of the carotenoid pathway

[133, 134]. These pioneer works have opened the pos-

sibility to engineer metabolic pathways of medicinal

plants, and the potential in these can be seen almost

as limitless. The future aim is the creation of a SMART

locus (stable multiple arrays of transgenes), that is,

a transgenic locus containing multiple genes, thus

avoiding segregation in meiosis and possibly also min-

imizing rearrangements and silencing [121]. For

medicinal plants, the possibility to modify entire
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metabolic pathways, to introduce completely new

pathways, and to study complex metabolic

control circuits and regulations are perhaps the main

future goals.
New Compounds by Engineered Enzymes/Proteins

In most common approaches, the intention of meta-

bolic engineering is to either overexpress or repress

genes leading to the accumulation of certain com-

pounds (Fig. 2). The first successful genetic engineering

approach to the medicinal plant was performed already

almost 20 years ago. Yun and coworkers [135] intro-

duced the gene-encoding hyoscyamine-6b-hydroxylase
(H6H) from Hyoscyamus niger to the medicinal plant

A. belladonna. As a result of the overexpression of h6h,

the plants produced almost exclusively scopolamine,

whereas in the control plants the production of hyo-

scyamine (precursor of scopolamine) was dominant.

Later, the function of the same gene was demonstrated

to be different in hairy roots of Hyoscyamus muticus

[26]. The overexpression of h6h caused 100-fold

increase in scopolamine production, whereas the hyo-

scyamine contents were not reduced.

There are also examples where genetic engineering

can lead to formation of entirely new metabolites.

Classically, this can, for example, be achieved by gen-

erating somatic hybrids, that is, by exposing enzymes

and regulators derived from different genomes to new

environments. A good example is the production of

demissidine in somatic Solanum hybrids neither parent

of which contained this specific metabolite but only

a set of different precursors [136].

More recently, the combinatorial biochemistry con-

cept which is based on the fact that enzymes often show

relaxed substrate specificity, that is, that they can under

certain conditions process substrates which differ from

the preferred one is exploited in a stricter sense.

Usually, native genes are modified with the aim of

creating modified enzymes catalyzing new reactions.

Initially, attempts to alter the substrate specificity of

plant-derived terpenoid synthases by rather unspecific

methods such as mutagenesis or truncation were quite

unpredictable [137]. Meanwhile, however, it could be

shown that preselection of a mutant strictosidine

synthase with a specific point mutation according

to substrate acceptance results in quite predictable
events. C. roseus hairy roots expressing the gene formed

unnatural terpenoid indole alkaloids when were fed

with derivatized precursors in contrast to the wild

type [138].
Future Directions

Different omics in techniques have opened totally new

avenues to discover genes, to learn about their func-

tions, for example, transcription, and to finally map the

biosynthetic pathways leading to the formation of

important secondary metabolites. Metabolomics,

which deals with all cellular metabolites, was first

defined in microbiology but has also been recognized

as an important sector of post-genome plant science

[139]. Even in the absence of any visible change in a cell

or individual plant, metabolomics, which allows

phenotyping by exhaustive metabolic profiling, can

show how cells respond as a system. Plant

metabolomics is of particular importance because of

the huge chemical diversity in plants compared to

microorganisms and animals [140]. The number of

metabolites from the plant kingdom has been esti-

mated at 200,000 or even more [6], and each plant

has its own complex set of metabolites. By integrating

transcriptome and metabolome data, one can build

networks and get insight on how particular metabolites

are formed in plants [102, 140]. This in turn helps us to

identify the key genes that could be engineered for the

production of improved medicinal plants.

Since cell physiology involves dynamic rather than

static processes, the investigation of fluxes is needed to

complement phenotyping by metabolomics which only

allows inventory, although time-resolved snapshots.

However, in contrast to mammalian and microbial

cells, flux quantification in plants is much less advanced.

This is mainly due to the high degree of subcellular

compartmentation and the complexity which arises

from intercompartmental transport. Labeling experi-

ments have been very successfully used already in the

past for the elucidation of biosynthetic pathways in

plants [141], but flux determination has only recently

gained pace due to the fast development of analytical

and computational technology. Analytical techniques

of choice are nuclear magnetic resonance (NMR) spec-

trometry and mass spectrometry (MS) [142]. Gener-

ally, there are two fundamentally different methods
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available facilitating flux measurement – steady-state

and dynamic analysis – both of which have certain

restrictions and benefits [143]. The latter, that is,

kinetic approach is particularly interesting in the

sense that it potentially could lead to predictive model-

ing in regard to secondary metabolism, while steady-

state analysis is mainly used to measure carbon flux in

well-defined pathways of primary metabolism [144].

In conclusion, modern genomic tools allow for mass

gene discovery from plants although many biosynthetic

pathways are incompletely resolved andmedicinal plants

have rarely been sequenced. Nevertheless, predictive

metabolic engineering remains a goal of the future.

This is because transgene integration in higher plants

occurs through illegitimate rather than homologous

recombination. DNA integration is random with

a preference for gene-rich regions. Gene disruptions,

sequence changes, and the production of new proteins

constitute common consequences resulting in either

predictable or unpredictable effects [145]. In this situa-

tion, the power of functional genomics tools allowing

the comprehensive investigation of biological systems

cannot be overemphasized. Genomics identifies all

genes of a plant, while transcriptomics and proteomics

provide information about their activities in cells or

organs under certain conditions, and finally

metabolomics and fluxomics account for the accumu-

lation and kinetics of metabolites, that is, the pheno-

type. The individual techniques as such are thus

invaluable to assign functions, but the real advantage

lays in their combination, that is, the systems biology

approach [140]. Interestingly at the same time, these

tools allow not only the investigation of artificial situ-

ations generated by man but also for the first time

broad assessment of natural variation.
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Glossary

Analytical pipeline A sequence of data management

and statistical analysis algorithms which can be

applied to one or more data sets to produce

a result which can be interpreted and applied in

decision making.

Capacity building Assistance that is provided to enti-

ties, usually institutions in developing countries,

which have a need to develop a certain skill or

competence, or for general upgrading of capability.

Cyberinfrastructure (CI) Computer-based research

environments that support advanced data acquisi-

tion, data storage, data management, data integra-

tion, data mining, data visualization, and other

computing and information processing services

over the Internet. In scientific usage, CI is

a technological solution to the problem of effi-

ciently connecting data, computers, and people
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
with the goal of enabling derivation of novel scien-

tific theories and knowledge.

Gene Segment of DNA specifying a unit of genetic

information; an ordered sequence of nucleotide

base pairs that produce a certain product that has

a specific function.

Information system (IS) An integrated set of comput-

ing components and human activities for

collecting, storing, processing, and communicating

information.

Integrated breeding platform (IBP) Term to describe

a Molecular Breeding Platform (see below) in

a broader sense including the availability of tools

and services suitable for conventional breeding

based on phenotypic selection only.

Molecular breeding (MB) Identification, evaluation,

and stacking of useful alleles for agronomic traits of

importance using molecular markers (MMs) in

breeding programs. MB encompasses several mod-

ern breeding strategies, such as marker-assisted

selection (MAS), marker-assisted backcrossing

(MABC), marker-assisted recurrent selection

(MARS), and genome-wide selection (GWS).

Molecular breeding platform (MBP) A term that has

come to indicate a virtual platform driven by mod-

ern information and communication technologies

through which MB programs can access genomic

resources, advanced laboratory services, and ana-

lytical and data management tools to accelerate

variety development using marker technologies.

Plant breeding The science of improving the genetic

makeup of plants in order to increase their value.

Increased crop yield is the primary aim of most

plant breeding programs; benefits of the hybrids

and new varieties developed include adaptation to

new agricultural areas, greater resistance to disease

and insects, greater yield of useful parts, better

nutritional content of edible parts, and greater

physiological efficiency especially under abiotic

stress conditions.

Quantitative trait locus (QTL) A region of

the genome that contains genes affecting a quanti-

tative trait. Though not necessarily genes them-

selves, QTLs are stretches of DNA that are closely

linked to the genes that underlie the corresponding

trait.
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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Definition of the Subject

In the last decade, private seed companies have benefit-

ted immensely from molecular breeding (MB) [1].

A private sector-led “gene revolution” has boosted

crop adaptation and productivity in developed coun-

tries, by applying and combining the latest advances in

molecular biology with cutting-edge information and

communication technologies combined with accurate

plant phenotyping.

MB allows the stacking of favorable alleles, or geno-

mic regions, for target traits in a desired genetic back-

ground thanks to the use of polymorphic molecular

markers (MMs) that monitor differences in genomic

composition among cultivars, or genotypes, at specific

genomic regions, or genes, involved in the expression

of those target traits. The use of MMs generally

increases the genetic gain per crop cycle compared to

selection based on plant phenotyping only, and there-

fore reduces the number of needed selection cycles,

hastening the delivery of improved crop varieties to

the farmers.

In contrast to the private sector, MB adoption is still

limited in the public sector, and is hardly used at all in

developing countries. This is the result of several fac-

tors, among which are the following: (1) scientists from

the academic world are more interested in discovering

new genes or QTLs to be published than in applied

biology; (2) until recently access to genomic resources

was limited in the public sector, especially for less-

studied crops; (3) public access to large-scale

genotyping facilities was not easily available; and

(4) although a broad set of stand-alone tools are avail-

able to conduct the multiple types of analyses necessi-

tated by MB, no single analytical pipeline is available

today in the public sector allowing integrated analysis

in a user-friendly mode.

The situation is even more critical in developing

countries as additional limitations include shortage of

well-trained personnel, inadequate laboratory and field

infrastructure, lack of ISs with applicable and flexible

analysis tools, as well as inappropriate funding – simply

put, resource-limited breeding programs. As a result,

the developing world has yet to benefit from the MB

revolution, and most of the countries indeed lack the

fundamental prerequisites for a move to informatics

powered breeding.
Under those circumstances, developing and

deploying a sustainable web-based Molecular Breeding

Platform (MBP) as a one-stop shop for information,

analytical tools, and related services to help design and

conduct marker-assisted breeding experiments in the

most efficient way will alleviate many of the bottlenecks

mentioned earlier. Such a platformwill enable breeding

programs in the public and private sectors in develop-

ing countries to accelerate variety development using

marker technologies for different breeding purposes:

major genes or transgene introgression via marker-

assisted backcrossing (MABC), gene pyramiding via

marker-assisted selection (MAS), marker-assisted

recurrent selection (MARS) and, in a not too distant

future, genome-wide selection (GWS).

Introduction

Since the dawn of agriculture, mankind has sought to

improve crops by selecting individual plants with the

most desirable characteristics or traits. Agricultural

productivity has been progressively enhanced by con-

stant innovation, including improved crop varieties to

increase production in specific environments [2]. The

major objective of crop improvement is to identify

within heterogeneous materials those individuals for

which favorable alleles are present at the highest pro-

portion of loci involved in the expression of key traits

[3]. The classical plant breeding method is based on

increasing the probability of selecting such individuals

from populations generated from sexual matings.

Selection has traditionally been carried out at the

whole-plant level (i.e., phenotype), which represents

the net result of genotype and environment (and their

interactions). Phenotypic selection has delivered tre-

mendous genetic gains in most cultivated crop species,

but is severely limited when faced with traits that are

heavily modulated by the environment [4]. In addition,

the nature of some traits can make the phenotypic

testing procedure itself complex, unreliable, or expen-

sive (or a combination of these).

The recent remarkable development of molecular

genetics and associated technologies represents

a quantum leap in our understanding of the underlying

genetics of important traits for crop improvement.

The ongoing revolutions in molecular biology and

information technology offer tremendous and
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unprecedented opportunities for enhancing the effec-

tiveness and efficiency of MB programs. Indirect selec-

tion, based on genetic markers, presents an efficient

complementary breeding tool to phenotypic selection.

Individual genes or QTLs having an impact upon target

traits can be identified and linked with one or more

markers, and then the marker loci can be used as

a surrogate for the trait, resulting in greatly enhanced

breeding efficiency [5–8].

Molecular techniques can have an impact upon every

stage of the breeding process from parental selection and

cross prediction [9], to introgression of known genes

[10] and population enhancement. Selection of bene-

ficial alleles of known genes can be done through

marker-assisted selection (MAS) – the selection of spe-

cific alleles for traits conditioned by a few loci [10] – or

through marker-assisted backcrossing (MABC) –

transferring specific alleles of a limited number of loci

from one genetic background to another, including

transgenes [11, 12]. For marker-assisted population

improvement, individuals selected from a segregating

population based on their marker genotype are inter-

mated at random to produce the following generation,

at which point the same process can be repeated

a number of times [13]. A second approach aims at

direct recombination between selected individuals as

part of a breeding scheme, seeking to generate an ideal

genotype or ideotype [14]. The ideotype is predefined

on the basis of QTL mapping within the segregating

population, combined with the use of multi-trait selec-

tion indices that can also consider historical QTL

data. This variety development approach is commonly

referred to as marker-assisted recurrent selection

(MARS) [15–17], or genotype construction. An alter-

native is to infer a predictive function using all available

markers jointly, without significant testing and without

identifying a priori a subset of markers associated with

the traits of interest. This more recent approach com-

ing from genomic medicine [18, 19], and then applied

successfully in animal breeding [20] named genome-

wide selection (GWS), also appears to be quite prom-

ising in crop improvement [7].

Concomitantly with the evolution of marker tech-

nologies becoming increasingly “data rich,” the amount

of data produced by plant breeding programs has

increased dramatically in recent years. Increasingly,

the critical factor determining the rate of progress in
plant breeding programs is their capacity to manage

large amounts of data efficiently and subsequently

maximize the timely extraction of meaningful infor-

mation from that data for use in selection decisions.

If genotyping has become less of an issue, the efficient

management of genotyping data in a broad sense,

including sequence information, is increasingly

becoming a major challenge in modern plant breeding.

This was recognized early on in the private sector where

the establishment of platforms or pipelines integrating

field and laboratory processes with powerful data man-

agement systems (DMS) that merged and analyzed the

data collected at every step and guided the process of

crop improvement toward the release of improved cul-

tivars has been the key to successful adoption of MB.

A few initiatives have taken place in the public

sector to establish efficient data management or ISs

[21, 22]. One of these has been led by several centers

of the Consultative Group on International Agricul-

tural Research (CGIAR) which have worked over the

past decade, along with advanced research institutes

(ARIs) and national agricultural research systems

(NARS) in developing countries, to develop an open-

source generic IS, the International Crop Information

System (ICIS), to handle pedigree information, genetic

resource, and crop improvement information [23].

Based on some elements of ICIS, the CGIAR Genera-

tion Challenge Programme (GCP, http://www.

generationcp.org) has invested in integrating crop

information with genomic and genetic information

and in using existing or developing new public deci-

sion-support tools to access and analyze information

resources in an integrated and user-friendly way [24].

Another initiative has been led by Primary Industries

and Fisheries (PI&F) of the Queensland Government

Department of Employment, Economic Development

and Innovation in Australia, which recognized that

effective data management is an essential element in

obtaining maximum benefit from their investment in

plant breeding. In conjunction with the New South

Wales Department of Primary Industries (NSW DPI)

and more recently Dart Pty Ltd (http://www.

diversityarrays.com/) they are in the process of devel-

oping a linked IS for plant breeding (Katmandoo) that

includes applications for capturing field data using

hand-held computers, barcode-based seed manage-

ment systems, and databases to store and link field

http://www.generationcp.org
http://www.generationcp.org
http://www.diversityarrays.com/
http://www.diversityarrays.com/
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trial data, laboratory data, genealogical data, and

marker data [25].

Although an IS involves far more than a database,

the development and implementation of a suitable

database system alone remains a real challenge because

of the fast turnover in technologies, the need to manage

and integrate increasingly diverse and complex data

types, and the exponential increase in data volume.

Previous solutions, such as central databases, journal-

based publication, and manually intensive data

curation, are now being enhanced with new systems

for federated databases, database publication, and

more automatedmanagement of data flows and quality

control. Along with emerging technologies that

enhance connectivity and data retrieval, these advances

should help create a powerful knowledge environment

for genotype–phenotype information [26].

In addition to efficient data management, advances

in statistical methodology [27–29], graphical visualiza-

tion tools, and simulation modeling [9, 30–32] have

greatly enhanced these ISs. The availability of molecu-

lar data linked to computable pedigrees [33] and phe-

notypic evaluation now makes genotype–phenotype

analysis a practical reality [34].

In order to realize the full potential of marker

technologies and bioinformatics in plant breeding,

tools for molecular characterization, accurate

phenotyping, efficient ISs, and effective data analysis

must be integrated with breeding workflows managing

pedigree, phenotypic, genotypic, and adaptation data.

The goals of this integration of technologies are to

(1) create genotype–phenotype trait knowledge for

breeding objectives, and (2) use that knowledge in

product development and deployment [4].

This entry generally explores the pace of innovation

in world agriculture and the rise of MB. It particularly

illustrates the accelerating application of information and

communication technologies to the information man-

agement challenges ofMB and, as a result, the emergence

of virtualmolecular breeding platforms (MBPs) as a vital

tool for accelerating genetic gains and rapidly develop-

ing more resilient and more productive cultivars.

This entry reviews the rationale for access to MB

technology and services and the status of existing pub-

lic analytical pipelines and ISs for MB, and offers

a detailed case study for the CGIAR GCP Integrated

Breeding Platform (IBP) – the pioneer public sector
MBP specifically targeting developing country breed-

ing programs. It explores the gaps between countries

and between crops in the application of informatics-

powered MB approaches, and the potential for

adopting MBPs to close these gaps; and it reviews

institutional, governmental, and public support for

these approaches. The entry discusses the challenges

and opportunities inherent in MBPs, and the potential

economic impact of MB. Finally, the entry explores the

future directions and perspectives of MBPs.
Marker Technologies and Service Laboratories

Markers are “characters” whose pattern of inheritance

can be followed at the morphological (e.g., flower

color), biochemical (e.g., proteins and/or isozymes),

or molecular (DNA) levels. They are so called because

they can be used to elicit, albeit indirectly, information

concerning the inheritance of “real” traits. The major

advantages of molecular over other classes of markers

are that their number is potentially unlimited, their

dispersion across the genome is complete, their expres-

sion is unaffected by the environment and their assess-

ment is independent of the stage of plant development

[35]. During the past two decades, DNA technology has

been exploited to advance the identification, mapping,

and isolation of genes in a wide range of crop species.

The first generation of DNA markers, restriction frag-

ment length polymorphisms (RFLPs), was used to con-

struct the earliest genome-wide linkage maps [36] and

identify the first QTLs [37, 38]. During the 1990s,

emphasis switched to assays based on the polymerase

chain reaction (PCR), which aremuch easier to use and

potentially automatable [39]. The development of sim-

ple sequence repeats (SSRs) [40], amplified fragment

length polymorphisms (AFLPs) [41], and single nucle-

otide polymorphism (SNP) [42] opened the door for

large-scale deployment of marker technology in geno-

mics and progeny screening.

SNPs are amenable to very high throughput and

a wide range of detection techniques has been devel-

oped for them, from singleplex systems to high-density

arrays. They can be used in fully integrated robotic

systems going from automated DNA extraction to

automated scoring in high-throughput detection plat-

forms. The combination of increase in throughput and

lowering in costs makes SNPs highly suitable to
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intensive marker applications in plant breeding such as

MARS and the emerging approach of GWS. Based on

SNP technology, production of molecular marker

(MM) data expanded more than 40-fold between

2000 and 2006 at Monsanto, while cost per data point

decreased to one sixth of the original cost [43].

With the transition from SSRs to SNPs and the

concomitant large increase in the demand for

genotyping as markers get more and more widely

used in a broad range of applications from medicine

to plant breeding, marker genotyping laboratories have

evolved from relatively low-tech operations to highly

automated, high-throughput laboratories using an

array of sophisticated equipment (pipetting robots,

high-density PCR, high-throughput SNP detection

machines, high-level informatics). Although large pri-

vate seed companies have had the need and the

resources to put in place large-scale genotyping labo-

ratories for their own uses, smaller programs, especially

in the public sector, have typically not had the resources

or the justification to establish such large operations to

respond to their increasing need for SNP genotyping

data. In response to this need, a few private marker

service laboratories have sprung up over the past few

years, which can provide complete genotyping services

for their customers, from DNA extraction to genera-

tion of large numbers of SNP or other datapoints. Due

to their broad customer base (from medical research

laboratories to animal and plant breeding operations,

both public and private), these laboratories can have a

large volume of datapoint production which may lead

to low costs for the customer and high throughput.

They are able to invest in the most advanced equipment

to keep up with the constant evolution of genotyping

technologies and are able to pass on the resulting ben-

efits to their customers. Processes have now been put in

place for rapid shipment of leaf samples from any

location (field or laboratory) around the world without

any restrictions. Examples of such companies that can

service breeding programs from around the world are

DNA LandMarks, Inc. of Saint-Jean-sur-Richelieu,

Quebec, Canada (http://www.dnalandmarks.ca/

english/) and KBioscience Ltd. of Hoddesdon Herts,

UK (http://www.kbioscience.co.uk/). For many public

breeding programs and small companies, especially in

developing countries, it is now more efficient to use

those types of contract genotyping services than to try
to support their growing MB needs through the estab-

lishment of an in-house laboratory. Functional and reli-

able SNP laboratories are especially difficult to establish

in many developing countries due to the unreliability of

the power supply, difficulties in shipping and storing and

a low level of resources for the purchase and mainte-

nance of sophisticated equipment. The GCP is facilitat-

ing the linkage between users and service laboratories

through its marker services, a component of the breed-

ing services offered through the GCP’s IBP.
Analytical Tools, Software, and Pipelines

One of the achievements of the plant biotechnology

revolution of the last two decades has been the devel-

opment of molecular genetics and associated technol-

ogies, which have led to the development of an

improved understanding of the basis of inheritance of

agronomic traits. The genomic segments or QTLs

involved in the determination of phenotype can be

identified from the analysis of phenotypic data in con-

junction with allelic segregation at loci distributed

throughout the genome. Because of this, the mode of

inheritance, as well as the gene action underlying the

QTL, can be deduced [44]. As with the improvement in

marker technologies, the statistical tools needed for

QTL mapping have evolved from a rudimentary to

a very sophisticated level [45]. Previous approaches

based on multiple regression methods, using least

squares or generalized least squares estimation

methods [46, 47], have evolved to composite interval

mapping [9], mixed model approaches using maxi-

mum likelihood or restricted maximum likelihood

(REML) [48], and Markov Chain Monte Carlo

(MCMC) algorithms [49, 50], which use Bayesian sta-

tistics to estimate posterior probabilities by sampling

from the data. In parallel, with progress in the charac-

terization of genetic effects at QTLs and refinement of

QTL peak position through meta-analysis [51],

advances have also been made in understanding the

impact of the environment on plant phenotype.

The mapping of QTLs for multiple traits has allowed

the quantification of QTL by environment interaction

(QEI) [52] and, more recently, approaches using fac-

torial regression mixed models have been applied to

model both genotype by environment interaction [53]

and QEI [48, 54, 55]. Recent approaches are now

http://www.dnalandmarks.ca/english/
http://www.dnalandmarks.ca/english/
http://www.kbioscience.co.uk/
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implemented to evaluate gene networking [56] and

epistasis, based on Bayesian approaches [57, 58] or

through stepwise regression by considering all marker

information simultaneously [59, 60]. Epistasis and bal-

anced polymorphism influence complex trait variation

[61, 62], and classical generation means analyses, esti-

mates of variance components, and QTL mapping

indicated an important role of digenic and/or higher-

order epistatic effects for all biomass-related traits in

model plants [63] and in crops [64–66]. It will be

critical to implement the most efficient MB strategies

in order to evaluate and include these genetic effects in

breeding schemes [60].

All tools necessary to run MB projects, from the

simplest to the most complicated approaches, are avail-

able today in the public domain. They are based on

different algorithms and statistical approaches, from

the very simple to the more complex. One challenge is

the diversity of tools available for a given analytical

function or along the different steps of an analytical

pathway, making the choice of the “right” tool difficult

and the move from one analytical step to the next very

tedious due to the complete lack of common standards

and formatting across tools. The number of applica-

tions available for QTL analysis illustrates well the

multiplicity and diversity of tools that are available for

a given analysis. The following software packages have

been developed over the past 20 years:

● Mapmaker/QTL [67]

● MapQTL [68, 69]

● QTL Cartographer [9, 70]

● PLABQTL [71]

● QGene [72, 73]

● Map Manager QT [74]

● iCIM [59, 60]

For most of these applications, the first versions

were already available 15 years ago and the multiplicity

and possible duplication generated by the independent

development of these tools were already identified at

the Gordon Research Conference on Quantitative

Genetics and Biotechnology held in February 1997 in

Ventura, California. A main objective of that workshop

was to survey participants on the attributes of several

software packages for QTLmapping and to define their

analytical needs which were not presently met by the

existing software packages. The workshop covered
software for QTL mapping in inbred and outcrossed

populations and the conclusions are available at: http://

www.stat.wisc.edu/~yandell/statgen/software/biosci/

qtl.html. In those conclusions one can read that

“[a] consensus was reached that there is considerable

overlap in the kinds of matings handled and statistics

produced by the various QTL mapping software pack-

ages,” clearly identifying the need for better coordi-

nated efforts. Such coordination never took place, as

is often the case in public research. As a result, most of

those QTL packages are still available today, although

in more sophisticated versions. They are all suitable for

QTL mapping but use different statistical algorithms,

present a different user interface, and necessitate dif-

ferent input and output file formats.

Some specialists in the field realized that the public

software packages are usually too specialized and too

technical in statistics to permit a thorough understand-

ing by the many experimental geneticists and molecu-

lar biologists who would want to use them. In addition,

the fast methodological advances, coupled with a range

of stand-alone software, make it difficult for expert as

well as non-expert users to decide on the best tools

when designing and analyzing their genetic studies.

Based on this rationale, a few commercial analytical

pipelines emerged about a decade ago that include

some of the QTL packages mentioned above. Two of

them are Kyazma and GenStat®. These applications

assist plant scientists by providing easy access to statis-

tical packages for phenotypic and genotypic data.

Kyazma was founded in the spring of 2003 (http://

www.kyazma.nl/), and offers powerful methods for

genetic linkage mapping and QTL analysis. Since 2003

Kyazma has taken over the development of the software

packages JoinMap® and MapQTL® from Biometris of

Plant Research International. Kyazma handles the dis-

tribution and support of JoinMap and MapQTL and,

in collaboration with the statistical geneticists of

Biometris, Kyazma provides introductory courses on

genetic linkage mapping and QTL analysis in order to

make the use of the software even more accessible.

GenStat encompasses statistical data analysis software

for biological and life science markets worldwide.

GenStat includes the ASReml algorithm (average

information algorithm for REML) to undertake very

efficient meta-analyses of data with linear mixed

models. The development of GenStat at Rothamsted

http://www.stat.wisc.edu/~yandell/statgen/software/biosci/qtl.html
http://www.stat.wisc.edu/~yandell/statgen/software/biosci/qtl.html
http://www.stat.wisc.edu/~yandell/statgen/software/biosci/qtl.html
http://www.kyazma.nl/
http://www.kyazma.nl/
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began in 1968, when John Nelder took over from Frank

Yates as Head of Statistics. Roger Payne took over

leadership of the GenStat activity when John Nelder

retired in 1985 (http://www.vsni.co.uk/). An important

feature of GenStat is that it has been developed in (and

now in collaboration with) a Statistics Department

whose members have been responsible for many of

the most widely used methods in applied statistics.

Examples include analysis of variance, design of exper-

iments, maximum likelihood, generalized linear

models, canonical variates analysis, and recent devel-

opments in the analysis of mixed models by REML.

These commercial analytical pipelines offer a set of

quality tools to researchers in plant science. However,

they cover only a part of the configurable workflow

system that is required for integrated breeding activi-

ties. In addition, there is a need to have tools and

analytical pipelines that are freely available and, if pos-

sible, based on open source code to avoid dependence

on private companies that might discontinue support

and ensure access to the tools even with limited finan-

cial resources, which is a critical constraint in the arena

of research for development, of which breeding pro-

grams of developing countries are key partners. It is

important to underline that a version of GenStat that

does not include the most advanced version of the

different tools but allows users to run most basic ana-

lyses is available for breeding programs in developing

countries. The web site for the GenStat Discovery

Edition is http://www.vsni.co.uk/software/genstat-

discovery/, but this version of the pipeline does not

include QTL selection based on the mixed model

approach, which is available in the commercial version.

The issue of open source code is an important

one as, even for freely-available tools, the lack of avail-

ability of the source code limits the further expansion

and customization of the tools. It also reduces the

opportunity of researchers in developing countries to

participate in methodology development. Over the

last decade, a programming language and software

environment for statistical computing and graphics,

R, is becoming the reference in open source code

for a broad range of biological applications,

including genetic analysis (http://www.r-project.org/).

Its source code is freely available under the GNU

General Public License (http://en.wikipedia.org/wiki/

GNU_General_Public_License). The R language has
become a de facto standard among statisticians for

the development of statistical software. It compiles

and runs on a wide variety of UNIX, Windows, and

MacOS platforms. R is similar to other programming

languages, such as C, Java, and Perl, in that it helps

people perform a wide variety of computing tasks by

giving them access to various commands. For statisti-

cians, however, R is particularly useful because it con-

tains a number of built-in modules for organizing data,

running calculations on the information, and creating

graphical representations of the data sets. R provides

a wide variety of statistical (linear and nonlinear model-

ing, classical statistical tests, time-series analysis, classi-

fication, clustering, etc.) [29] and graphical techniques,

and is highly extensible. Close to 1,600 different pack-

ages reside on just one of the many web sites devoted to

R, and the number of packages has grown exponen-

tially. However, R is difficult to use directly and pro-

cedures based on R must be wrapped in user-friendly

menu systems if field biologists are to use them.
Information Systems

A functional IS involves far more than an analytical

pipeline; it is a complete system that should include:

● A project planning module

● A germplasm management module

● A robust relational database

● Analytical standards

● Data collection and cleaning tools

● Analytical and decision support tools

● Query tools

● A cyber infrastructure (CI) that links the different

tools in a cohesive and user-friendly way

Key elements of an IS are obviously the CI and the

DMS as described in the following section. The value of

an IS does not only reside in the quality of the individ-

ual tools or modules that are part of it, but rather in the

CI or middleware that ensures cohesion across tools

and efficient communication with databases.

There are not many examples of breeding ISs in the

public domain. One example is the ICIS (http://www.

icis.cgiar.org, [23]). ICIS is an open source IS for man-

aging genetic resource and breeding information for

any crop species. It has been developed over the last

10 years through collaboration between centers of the

http://www.vsni.co.uk/
http://www.vsni.co.uk/software/genstat-discovery/
http://www.vsni.co.uk/software/genstat-discovery/
http://www.r-project.org/
http://en.wikipedia.org/wiki/GNU_General_Public_License
http://en.wikipedia.org/wiki/GNU_General_Public_License
http://www.icis.cgiar.org
http://www.icis.cgiar.org
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CGIAR, some NARS, and private companies. The ICIS

system is Windows-based, and distributable on CD-

ROM or via the Internet. It contains a genealogy man-

agement system (GMS, [33]) to capture and process

historical genealogies as well as to maintain evolving

pedigrees and to provide the basis for unique identifi-

cation using internationally accepted nomenclature

conventions for each crop; a seed inventory manage-

ment system (IMS); a DMS [75] for genetic, pheno-

typic, and environmental data generated through

evaluation and testing, as well as for providing links

to genomic maps; links to geographic ISs that can

manipulate all data associated with latitude and longi-

tude (e.g., international, regional, and national testing

programs); applications for maintaining, updating,

and correcting genealogy records and tracking changes

and updates; applications for producing field books

and managing sets of breeding material, and for diag-

nostics such as coefficients of parentage and genetic

profiles for planning crosses; tools to add new breeding

methods, new data fields, and new traits; and tools for

submitting data to crop curators and for distributing

data updates via CD-ROM and electronic networks.

The community of ICIS collaborators communicates

via the ICIS Wiki (http://www.icis.cgiar.org), where all

design and development decisions are documented.

Feature requests and bug reports are made through

the ICIS Communications project and the source

code is published through various other ICIS projects

on CropForge (http://cropforge.org). A commercial

company, Phenome-Networks, has implemented

a Web-based IS based on ICIS (http://phnserver.

phenome-networks.com/).

Another system available is the Katmandoo Biosci-

ences Data Management System (http://www.

katmandoo.org/, [25]), which is a freely available,

open source DMS for plant breeders developed by

PI&F, NSW DPI, and DArT Pty. Ltd. It comprises

linked ISs for plant breeding including applications

for capturing field data using hand-held computers,

barcode-based seed management systems, and data-

bases to store and link field trial data, laboratory data,

genealogical data, and marker data. A particular focus

is on the use of whole-genome MM information to

create graphical genotypes, track the ancestral origin

of chromosomal regions, validate pedigrees, and infer

missing data. It includes the applications of the
Pedigree-Based Marker-Assisted Selection System

(PBMASS) developed by PI&F as well as a seed man-

agement system, a digital field book for hand-held

computers, and a system for directly recording weights

of barcoded samples.

Both ISs struggle with the problem of integrating

the different components into a single configurable

system which matches the workflows of different

breeding projects. Such a workflow should provide

the user all tools and analytical means required to

run a crop cycle: from germplasm preparation

and planting, through the collection of phenotypic

and the production of the genotypic data and

their analysis, to the identification of genotypes to be

crossed or the selection of suitable genotypes to be

planted in the next cycle (Fig. 1).

In order to do this effectively, a CI is required which

allows syntactic linkage between different data

resources and applications.

Cyberinfrastructure and Data Management

We have referred to the revolution in Information and

Communication Technology and the opportunities it

presents for improving the efficiency of plant breeding.

However, plant breeding is not the only area of biology

being affected by this revolution and, in fact, the suc-

cessful deployment of MB depends on other fields of

information-intensive biology delivering knowledge

(markers and methodology) to plant breeding. Even

more is expected of the information and communica-

tions technology (ICT) revolution in the developing

world, as it offers an opportunity for scientists there to

overcome some of the constraints of isolation, the

“brain drain,” and the lack of infrastructure which

have prevented them from fully participating in science

for development in the past [76].

It is generally recognized that upstream biology

is increasingly reliant on networks of integrated

information and on applications for analyzing

and visualizing that information. Discipline-specific

(sequence and protein databases) and model organism

ISs such as Graingenes (http://wheat.pw.usda.gov/

GG2/index.shtml), Gramene (http://www.gramene.

org/), MaizeGDB (http://www.maizegdb.org/), and

Soybase (http://www.soybase.org/) have been devel-

oped to facilitate exchanges in molecular biology and

functional genomics. As noted above, plant breeding

http://phnserver.phenome-networks.com/
http://phnserver.phenome-networks.com/
http://www.katmandoo.org/
http://www.katmandoo.org/
http://wheat.pw.usda.gov/GG2/index.shtml
http://wheat.pw.usda.gov/GG2/index.shtml
http://www.gramene.org/
http://www.gramene.org/
http://www.maizegdb.org/
http://www.soybase.org/
http://cropforge.org
http://www.icis.cgiar.org
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Different activities conducted during the crop cycle of an MB experiment presented in a generic way
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depends on these upstream sciences of molecular biol-

ogy, functional genomics, and comparative biology to

deliver the knowledge needed to deploy MB. The bot-

tleneck in the overall network has been the technology

needed to integrate diverse and distributed informa-

tion resources, and many information scientists have

been working on this problem [24, 26, 77].

One constraint to integration of scientific infor-

mation is the necessity to have a standard termi-

nology for biological concepts across species and

disciplines. A successful example of such standardiza-

tion is the Gene Ontology (GO) initiative (http://www.

geneontology.org, [78]). Another more specialized

ontology initiative, especially pertinent to agriculture,

is the Plant Ontology Consortium (POC: http://www.

plantontology.org, [79–81]). However, these formal

descriptions remain somewhat limited to biology of

model plants and controlled environments. A key chal-

lenge will be to extend such standards to describe

characteristics of plants growing in the unique, stress-

prone environments found within the developing
world to ensure a wider impact of such standards on

international agriculture. The GCP has been working

with POC to expand these ontologies to economic

traits and farming environments so that they can be

used in the field of plant breeding [82].

Another constraint to the efficient utilization of

genomic information is the sheer volume of sequence

data that can now be generated very cheaply across

numerous genotypes. ISs to handle this volume of

information are struggling to keep up. In plant biology,

some examples of systems aiming to handle these

torrents of data are the Germinate database ([83],

http://bioinf.scri.ac.uk/public/?page_id=159) and the

Genomic Diversity and Phenotype Connection

(GDPC, http://www.maizegenetics.net/gdpc/). The

primary goal of Germinate is to develop a robust data-

base which may be used for the storage and retrieval of

a wide variety of data types for a broad range of plant

species. Germinate focuses on genotypic, phenotypic,

and passport data, but has been designed to potentially

handle a much wider range of data including, but not

http://www.geneontology.org
http://www.geneontology.org
http://www.plantontology.org
http://www.plantontology.org
http://bioinf.scri.ac.uk/public/?page_id=159
http://www.maizegenetics.net/gdpc/
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limited to, ecogeographic, genetic diversity, pedigree,

and trait data, and will permit users to query across

these different types of data. The developers have aimed

to provide a versatile database structure, which can be

simple, requires little maintenance, may be run on

a desktop computer, and yet has the potential to be

scaled to a large, well-curated database running on

a server. The design of Germinate provides a generic

database framework from which interfaces ranging

from simple to complex may be used as a gateway to

the data. The data tables are structured in a way that

they are able to hold information ranging from simple

data associated with a single accession or plant, to

complex data sets, images, and detailed text informa-

tion. Features of the Germinate database structure

include its ability to access any information associated

with a group of accessions and to relate different types

of information through their association with an acces-

sion. The GDPC database was designed as a research

database to support association genetics applications

such as Tassel (http://www.maizegenetics.net/index.php?

option=com_content&task=view&id=89&Itemid=119)

and is being extended to handle higher and higher

densities of genotyping and sequence data. The second

version of Germinate seems quite similar to GDPC

and if new databases are developed to handle the large

data files to be generated soon through high-

throughput sequencing, some conversion tools should

be easily developed to migrate data from one system

to another.

Finally, the problem of integrating all these diverse

and widely-distributed information resources is

a major informatics challenge, which is being tackled

on several fronts at several levels of complexity. The

BioMOBY project ([84], http://www.biomoby.org,

[85]) and the Semantic Web seek to define standards

that will allow computer programs to interpret requests

for information or services, find informatics resources

capable of fulfilling those requests, and return the

results without the authors of the interacting software

having specifically collaborated. In the private sector,

solutions have been more pragmatic and Enterprise

Software solutions have been developed to link data

resources and applications with specific services. The

iPlant Collaborative (http://www.iplantcollaborative.

org/) is a National Science Foundation (NSF)-funded
initiative designed to bring these Enterprise Software

solutions to the biological sciences in the form of CI

which can support any biological data resource and

analytical application. iPlant and the GCP are collabo-

rating on integrating plant breeding information

resources and applications into the infrastructure.

This will automatically link these resources to upstream

biological applications using the same infrastructure

such as that used by the Systems Biology

Knowledgebase initiative (http://genomicscience.

energy.gov/compbio/#page=news) of the US Depart-

ment of Energy which will be producing knowledge

needed for crop improvement.

With all the progress achieved in marker technol-

ogy, software development, analytical pipelines, and

DMS, it is time to provide an IS, available through

a public platform, that will offer breeding programs

in developed and developing countries access to mod-

ern breeding technologies, in an integrated and

configurable way, to boost crop quality and

productivity.

Case Study: GCP’s Integrated Breeding Platform

To fill this gap in the public sector and in particular in

the arena of research for development, the GCP has

been coordinating the development of the IBP (www.

generationcp.org/ibp) in collaboration with scientists

from ARIs, CGIAR centers, and national research pro-

grams since mid-2009. In a first phase the IBP aims at

serving the needs of a set of 14 pioneer “user cases” –

MB projects for eight crops in 16 developing countries

in Africa and Asia. Leading scientists of those user

cases help in testing the prototypes developed for the

different tools of the analytical pipeline and contribute

to the monitoring and evaluation of the platform

development. This ensures that IBP development is

driven by real breeding needs and its interface is user-

friendly.

Objective of the IBP

The overall objective of the IBP project is to provide

access to modern breeding technologies, breeding

material, and related information and services in

a centralized and functional manner to improve plant

breeding efficiency in developing countries and hence

http://www.maizegenetics.net/index.php?option=com_contenttask=viewid=89Itemid=119
http://www.maizegenetics.net/index.php?option=com_contenttask=viewid=89Itemid=119
http://www.biomoby.org
http://www.iplantcollaborative.org/
http://www.iplantcollaborative.org/
http://genomicscience.energy.gov/compbio/#page=news
http://genomicscience.energy.gov/compbio/#page=news
http://www.generationcp.org/ibp
http://www.generationcp.org/ibp
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facilitate the adoption of MB approaches. The short-

term objective of the project (the initial phase) is to

establish – through a client-centered approach –

a minimum set of tools, data management infrastruc-

ture, and services to meet the needs and enhance the

efficiency of the 14 user cases.

To achieve the overall objective, GCP is developing

and deploying a sustainable IBP as a one-stop shop for

information, analytical tools, and related services to

design, implement, and analyze MB experiments. This

platform should enable breeding programs in the pub-

lic and private sectors to accelerate variety development

for developing countries using marker technologies –

from simple gene or transgene introgression to gene

pyramiding and complex MARS and GWS projects.

Hence IBP aims at bringing cutting-edge breeding

technologies to breeding programs that are too

resource-restricted to invest in the requisite genotyping

and data management infrastructure and capacity on

their own.
The IBP Partnerships

The primary stakeholders of the platform are plant

scientists – at this time specifically breeders leading

the selected MB projects of the 14 pioneer user cases.

These pioneer user cases are all recently initiated

marker-assisted breeding projects with specific bud-

gets, objectives, and work plans. The needs of the pro-

jects are defining the user requirements, and hence the

design and development prioritization of the different

elements of the platform. In selecting the user cases,

crop diversity was a primary consideration, since the

platform is supposed to address the needs of a broad

variety of crops. The platform’s reciprocal contribution

to these breeding projects is in helping them overcome

bottlenecks that would compromise final product

delivery and in enhancing their overall efficiency and

chances of success by providing appropriate tools and

support.

The developmental phase of the IBP brings together

highly regarded public research teams – institutes and

individuals who have beenworking on the challenges of

crop information management and analysis, biomet-

rics, and quantitative genetics. This team of bioinfor-

maticians, statisticians, and developers aims to design
and develop the different elements of the platform,

based on needs and priorities defined by the user cases.

A continuous dialogue between users, devel-

opers, and service providers ensures a healthy bal-

ance between having a user-driven platform on the

one hand, with a reasonable degree of “technology

push” on the other hand, to ensure that users are

kept abreast of technological solutions they may not

be aware of but that would facilitate and accelerate

breeding work.

The private sector has led the application of

MB approaches and utilization of MBPs. The IBP is

the first public sector effort of this magnitude aimed at

developing and deploying an MBP. Given that MB for

complex polygenic traits, and more so MARS, is still in

its infancy in the public sector, it is recognized that

efficient partnerships with the major private sector

transnational seed companies is a strong prerequisite

for the success of the IBP project. Consultations are

ongoing with leaders in MB at Limagrain, Monsanto,

Pioneer-DuPont, and Syngenta. Partnership with the

private sector includes mainly some technology trans-

fer, especially for stand-alone tools, and access to

human resources to advise on the development of the

platform and contribute to developing new tools or

implement data management. The users, tools and

services, and partnership of the platform are presented

in Fig. 2.
The Platform

The IBP has three broad components (see Fig. 3):

a Web-based portal and helpdesk, an open-source IS

incorporating an adaptable breeding workflow system,

and breeding and support services.

The stepwise development of the breeding

workflow includes: (1) access to existing tools,

(2) development of stand-alone new tools or adapted

versions of existing tools to address the needs of the

user cases, and (3) the integration of those tools into

a CI (collaboration with the iPlant initiative) or

through a thin middleware linking with local database

to form a user-friendly configurable workflow system

(CWS). A first version of the CWS, including an ade-

quate set of tools, should be available by mid-2012,

with full unfettered access scheduled for 2014.
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The IBP partnership
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Component 1: The Integrated Breeding Portal and

Helpdesk

Inaugurated by mid-2011, the portal is the online gate-

way through which users access all the tools and ser-

vices of the IBP. Through the portal, users will select

and download tools and instructions, order materials,

and procure laboratory services.

The portal’s helpdesk facilitates its use and ensures

access for users who cannot efficiently use the Web

interface by providing the elements they need via

email, compact disc, and other offline media.

Through their user-friendly networking compo-

nents, the Portal and Helpdesk will stimulate the devel-

opment of collaborative crop-based and discipline-based

communities of practice (CoPs). The CoPs are expected

to promote the application of MB techniques and the

utilization of facilitative information management tech-

nologies, enhance data and germplasm sharing, and gen-

erally advance modern breeding capacity by linking
CGIAR Centers and ARIs with developing-country

breeding programs and research organizations. There is

a strong hope that CoPs will facilitate and accelerate

a paradigm shift to a more collaborative, outward-

looking, technology-enhanced approach to breeding.

Component 2: The Information System

The IBP IS is structured as a CWS, with access to both

local databases and distributed resources, such as cen-

tral crop databases, molecular databases from GCP

partner sites and from public initiatives such as

Gramene and GrainGenes.

The ConfigurableWorkflow System This CWS is the

operational representation of the IS and will be

implemented by assembling informatics tools into appli-

cations configured tomatch specific breeding workflows

(e.g., for MAS, MABC, or MARS; Fig. 4). The tools are

organized in a series of functional modules comprising
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the Integrated Breeding Workbench, which is really the

background structure that implements the CWS.

The IBP CWS drives the users through the different

practical steps or activities of anMB project. The setup of

the experiment and the germplasm management are the

first stepsof anyproject, tobe followedbya set of activities

that can be repeated during subsequent crop cycles,

depending on the breeding objective of the experiment:

● Germplasm evaluation

● Genetic analysis

● Data management

● Data analysis, and

● Breeding decisions

The Integrated Breeding Workbench The work-

bench starts as a blank slate and the first task for the

user is to open or create a project. A project manages

a breeding workflow for a particular crop and

a specified user. The initial sets of tools which

should be available are grouped in seven modules:
Administration Tools, Configuration Tools, Query

Tools, and Workflow Initialization Tools (genealogy,

data management, analysis, and decision support;

Fig. 5).

The administration module of the workbench spec-

ifies the crop, which identifies the central (public) data

resources that will be accessible to the project. This

includes a central genealogy database, a central pheno-

type database, a public gene management database,

and a central genotype database. Each installation

provides access to local (private) data resources.

These data resources include a private or local database

for the above data types as well as a seed inventory

management system. Each installation has at least

one user with administrative privileges. Users are

identified by authentication codes (username and

password) for access to specific private data resources.

(“Private” simply means “requiring authentication

for access” and several users may have access to the

same private data.)
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The first functionality of the workbench asks the

user to open a project by selecting from a list of avail-

able project configuration “files.” Once the configura-

tion is selected, the availability of the public data

resources should be checked, the user authentication

codes verified, and the local data resources checked.

Next, the list of modules should be reviewed and

checked for availability and, depending on the state of

the workflow, icons or menus should be made available

for modules and tools.

The configuration tools allow users to:

● Select or specify naming conventions for germ-

plasm, germplasm lists, studies, etc.

● Use and update ontologies such as germplasm

methods and the trait dictionary

● Update breeding, testing, or collection locations

● Create and modify study templates

The query tools will depend on the data resources

specified in the project configuration, and examples

are:

● A germplasm and pedigree viewer

● A study browser to view phenotype or genotype

data

● A data miner for identifying data patterns

● A cross-study query builder for linking different

data sets

● A gene catalog viewer for viewing genetic diversity

● A genotype and trait viewer for visualizing graphi-

cal genotypes and trait markers

The workflow initialization tools comprise a set of

modules (genealogy, data management, analysis, and

decision support tools) that provide the user with

a choice of different tools to achieve precise breeding

objectives. Users might construct different breeding

workflows to match their project activities. The user

will only see the workbench tools and settings for those

tools required to execute the steps in a particular breeding

workflow, and at the appropriate step in that workflow.

The development of each tool is overseen by a team

of IBP researchers, developers, and users who design,

mock up, and prototype the tools of the breeding

application and pass the specifications to a software

engineering team. They will then monitor the develop-

ment and test and support the application. For each
application, the team develops a description of the

application, functional specifications of all the tools,

workflow specifications for the application, and an

interface mockup. A workflow for a MARS project is

shown in Fig. 6.

Component 3: IBP Services

The Services component comprises two modules. The

first module, Breeding Services, provides services to

conduct MB projects. The second module, Support

Services, deals with training and capacity-building,

aiming to provide support and improve capacity of

NARS breeders to deliver improved germplasm

through marker approaches – essential for the adop-

tion of MB approaches and the MBP.

Breeding Services These services provide access to

specific germplasm, and assist with contracting

a service laboratory to conduct the marker work or to

quantify specific traits, such as metabolite profiles or

grain quality parameters. The module has three ele-

ments (Fig. 7):

Genetic Resource Support Service: Access to suit-

able germplasm and related information from the dif-

ferent partners is a critical element of the portal. To

address this, a Genetic Resource Support Service

(GRSS) plans to tap into the CGIAR System-wide

Genetic Resources Program (SGRP), a collaborative

effort between GCP and existing gene banks in the

CGIAR and NARS. The GRSS should ensure quality

control, maintenance, and distribution of genetic

resources, including reference sets and segregating

populations acquired or generated through projects

supported by GCP, and material generated from other

sources and deposited with the GRSS (e.g., maize intro-

gression lines from Syngenta).

Marker Service: The portal provides a set of online

options for users to access different high-throughput

marker service laboratories in the public and private

sectors with clear contractual conditions. Service Labo-

ratories have been selected on the basis of competitive

cost, compliance with quality control requirements, and

expeditious delivery, but are currently accessible by

offline processes pending deployment of the IBP portal.

Trait and Metabolite Service: The portal provides

a set of options for users to access laboratories
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specialized in the evaluation and analysis of specific

traits, such as quality traits, pathology screening, or

metabolite quantification. Analyses of certain second-

ary traits and metabolites that are indicative of plant

stress tolerance can potentially provide valuable infor-

mation to be used in breeding. Such analyses are gen-

erally prohibitively expensive if done locally, as it is

difficult to maintain assay quality and devote the nec-

essary resources for expertise, quality control, and spe-

cialized facilities.

Capacity Development and Support Services

Capacity development is an integral part of the project,

encompassing training and support in using MB tech-

niques and markers, designing breeding strategies,

quality data management, information analysis and

decisionmodeling, phenotyping protocols, and protec-

tion of intellectual property (IP).

The main objective of this set of services is therefore

to provide backstopping and training in a broad set of

disciplines, to complement the elements of the breed-

ing services and address specific technical and logistical

bottlenecks. Such expert assistance is essential for the

adoption and proper use of new technologies. Services

that will be available include:
Breeding plan development: It is essential to

develop a breeding plan with a cost–benefit analysis

before conducting a multi-cycle MB project.

Depending on the nature of the experiment, such

a plan may be quite simple or very elaborate, from the

transfer of a single region (e.g., transgene) to complex

selection that can consider the simultaneous transfer of

dozens of regions. The critical factor is that the plan

must detail all the activities over time, and the costs and

benefits of the project to determine if it is worthwhile

conducting the experiment. The platform provides

templates and associated cost calculation sheets for

different breeding schemes.

Information management: Under this service,

assistance is provided in installing and parameter-

izing the platform IS for use by specific breeding

projects.

Data curation: This service assists with capturing

and curating current data for particular breeding pro-

jects, and in entering them into the integrated IS. This

step is absolutely critical for quality control and further

sharing of the information, and a contact person for

each of the pioneer user cases has been identified to

ensure good communication between the platform and

the users.
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Design and analysis: This service provides support

on statistics, bioinformatics, quantitative genetics, and

molecular biology. It includes training in data genera-

tion, handling, processing, and interpretation, as well

as experimental design from field planting to MAS and

MABC schemes. It provides assistance with the “trans-

lation” of the molecular context to the breeding con-

text, and it will ensure that the methodology developed

for the design and analysis of breeding trials is rapidly

available to the users.

Phenotyping sites and screening protocols:

Through this service, users can access information on

phenotyping sites, protocols, and potential collabora-

tors to ensure that selection is carried out under appro-

priate biotic and abiotic stresses and that the

adaptation of germplasm is well characterized. Charac-

terization of phenotypic sites includes geographical

information, meteorological historical data, soil com-

position, and field infrastructure.
Genotyping Support Service (GSS): The GSS aims

to facilitate access by developing country national agri-

cultural research institutes to genotyping technologies,

and bridge the gap between lab and field research. This

service provides financial and technical support for

NARS breeders to access cost-efficient genotyping ser-

vices worldwide and supports training activities in

experimental design and data analysis for MB projects.

Intellectual property (IP) and policy: This service

provides support on IP rights and freedom to operate in

the arena of biotechnology and germplasm use. The ser-

vice is currently being provided on an experimental basis

through a virtual IPHelpdesk hosted by theGCPweb site

at http://www.generationcp.org/iphelpdesk.php.

Integrated Breeding Hubs

If today few question the usefulness of local basic

laboratories, it is also generally accepted that large-

scale genotyping activities are best outsourced to

cost-effective, high-throughput service laboratories,

irrespective of location. Following that rationale, the

IBP provides access to marker service laboratories as

the main avenue to generate the large amount of

genotyping data that will be necessary to support the

extensive MABC programs of the future, starting with

the user cases, but the GCP also recognizes the need to

provide breeders in developing countries with access

to some regional hubs. At the beginning of the

project four regional hubs are envisioned, covering

the needs of the Americas – Centro Internacional de

Agricultura Tropical (CIAT, www.ciat.cigiar.org);

Africa – BioSciences eastern and central Africa

(BecA, http://hub.africabiosciences.org); South Asia –

International Crops Research Institute for the Semi-

Arid Tropics (ICRISAT, www.icrisat.org); and South

East Asia – International Rice Research Institute

(IRRI, www.irri.org).

These regional hubs are expected to provide the

following services:

● In-house hands-on training (different formats are

possible from short- to medium-length periods),

with the objective of exposing scientists to new

technologies and their applications to breeding.

● Training courses for selected groups of researchers,

targeting basic knowledge of marker technologies

and their applications, as well as data analysis.

http://www.generationcp.org/iphelpdesk.php
http://www.ciat.cigiar.org
http://hub.africabiosciences.org
http://www.icrisat.org
http://www.irri.org
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These courses can be used for the testing and vali-

dation of learning materials, which will then be

continuously upgraded.

● Facilitation of small genomic and genotyping pro-

jects led by national programs, academia, and small

and medium enterprises (SMEs).

● Marker services for “small” and “orphan” crops that

do not have mass demand from breeding programs

and would therefore not benefit from large service

providers, due to the lack of availability of SNP

markers and the need to use lower-throughput

SSR or other markers that can more easily be han-

dled in lower-tech laboratories.

The Genomics and Molecular Breeding Hubs

should help raise the visibility of the IBP and thus help

promote the adoption of MB. Collaboration between

the IBP and the regional hubs is anticipated to occur

through sharing information, guiding users to apply for

the appropriate service, organizing training events, and

planning other developments of common interest.
Scope and Potential for Molecular Breeding

Platforms

Gaps Across Countries and Crops

The application of MB approaches is now routine in

developed countries, as is the integration of facilitative

information and communication technologies, which

are critical given the immense volumes of data necessary

for, and generated by, these breeding processes. However,

the situation is very different in developing countries,

where MB is still far from routine in its application in

breeding programs, particularly in Africa. This is espe-

cially critical due to the monumental and urgent imper-

ative to rapidly achieve food security and improve

livelihoods for a rapidly growing population through

breeding for biotic stresses (including weeds, pests, and

diseases) and abiotic stresses (including physical soil

degradation, nitrogen deficiency, drought, heat, cold,

and salinity) – conditions that make accurate

phenotyping challenging. Fortunately, the history of

modern breeding in developing countries is compara-

tively short, allowing a larger potential for crop improve-

ment relative to the genetic gains that can be obtained at

this time in developed countries, in which extensive

breeding has been applied to crops for a longer time.
To address these issues, the capacity of national

research institutions in terms of funds, infrastructure

and expertise is directly related to the strength of their

national economies [86]. This is reflected in the sharp

differences in the capacity to conduct and apply bio-

technology research as observed across developing

countries (FAOBioDeC, http://www.fao.org/biotech/

inventory_admin/dep/default.asp), and by the same

token in their capacity to establish and/or utilize

MBPs. The result is a three-tier typology of developing

countries, directly attributable to the level of each

country’s investment in agricultural R&D [87].

Tier-1 countries, comprising newly industrialized

countries (NICs) such as Brazil, China, India, Mexico,

South Africa, and Thailand, substantially invest in

technology and R&D and are self-reliant in most

aspects of marker technologies [88, 89]. These coun-

tries have the simultaneous potential to effectively

adopt, adapt, and apply information and communica-

tion technologies to enhance research efficiency and

outputs. They are therefore naturally at the vanguard

in adopting MBPs.

Mid-level developing world economies (tier-2)

such as Colombia, Indonesia, Kenya, Morocco,

Uruguay, and Vietnam are well aware of MB’s impor-

tance, and some effectively apply marker technologies

for germplasm characterization [90–93] and selection

of major genes [94–99]. These countries have

a matching potential for a limited utilization of

MBPs, a potential that can be enhanced fairly rapidly

in the medium to long term.

Low-level developing world economies (tier-3

countries) are struggling to sustain even basic conven-

tional breeding. They have very limited or no applica-

tion of MB approaches and are unlikely to adopt MBPs

except in the long term.

Especially for tier-3 countries, resource-limited

breeding programs in many developing countries are

severely hampered by a shortage of well-trained per-

sonnel, low level of research funding, inadequate access

to high-throughput genotyping capacity, poor and

inadequate phenotyping infrastructure, lack of ISs

and appropriate analysis tools, and by the logistical

difficulty of integrating new approaches with tradi-

tional breeding methodologies – including problems

of scale when scaling up from small to large breeding

programs.

http://www.fao.org/biotech/inventory_admin/dep/default.asp
http://www.fao.org/biotech/inventory_admin/dep/default.asp
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Until recently, the scarcity of available genomic

resources for clonally propagated crops, for some

neglected cereals such as millet, and for less-studied

crops such as most tropical legumes, which are all very

important crops in developing countries, represented

a further constraint to agricultural research for develop-

ment [100], thereby limiting the application ofmolecular

approaches and hence the potential for MBPs. However,

the recent emergence of affordable large-scale marker

technologies (e.g., DArT [101]), the sharp decline of

sequencing costs boosting marker development based

on sequence information [102], and the explicit efforts

of national agricultural research programs (e.g., India

[103]) and international initiatives such as GCP [104])

have all resulted in a significant increase in the number of

genomic resources available for less-studied crops. As

a result, most key crops in developing countries now

have adequate genomic resources for meaningful genetic

studies and most MB applications.

Similarly, international efforts such as GCP’s IBP

are designed to help overcome the challenges of devel-

oping-country breeders – exploiting economies of scale

by making available convenient and cost-effective col-

lective access to cutting-edge breeding technologies

and informatics hitherto unavailable to them, includ-

ing genomic resources, advanced laboratory services,

and robust analytical and data management tools.

Together, this increasing availability of genomic

resources and tools for previously neglected but impor-

tant crops and the access to initiatives targeting the

resource-challenged NARS of the developing world

will hasten the adoption of MBPs for these countries.
Institutional, Governmental, and Public Support

While corporate and other proprietary MBPs need only

meet the specific requirements of a particular corpora-

tion or of specific paying clients, the development of

platforms targeted at breeding programs in the develop-

ing world require a broad consensus among the parties

that would use them and support them from multiple

overseeing organizations. This is because these platforms

are built on the premise of minimizing costs and maxi-

mizing benefits through economies of scale generated

through collective access by multiple partners.

The public-access MBPs would therefore be criti-

cally dependent on well-structured MB programs,
which may not be a reality in many developing coun-

tries. A good structure would entail compliance with

common or compatible:

● Good field infrastructure, including meteo station

● Good agronomical practices at experimental

stations

● Crop ontology information system

● Data collection, management, and analysis

protocols

● Breeding plan design

● Information and communication technology

infrastructure

● Informatics tools for analysis, decision support

purposes, and eventually modeling and simulation

Traditionally, developing world breeding programs

have largely been poorly funded and poorly supported,

and have been primarily driven by donor organizations

[105, 106]. The lack of in-country support has often

limited the dependent breeding activities to no more

than a basic level. Under such circumstances, it was

unrealistic to anticipate the adoption of new biotechnol-

ogies – including the utilization of MBPs. Fortunately,

this scenario is changing. In 2003, through the Compre-

hensive Africa Agriculture Development Programme

(CAADP, http://www.caadp.net/implementingcaadp-

agenda.php), African governments committed to

invest more in food security and in agriculture-led

growth. Since then, many countries in Africa and else-

where have developed comprehensive agricultural

development strategies.

There is also a growing participation by founda-

tions and nongovernmental organizations, and more

recently the emergence of public–private sector part-

nerships (e.g., US Global Food Security Plan, http://

www.state.gov/s/globalfoodsecurity/129952.htm). This

governmental and institutional commitment is critical

for the adoption of biotechnologies in general [8, 107]

and for MB adoption in tier-2 countries in particu-

lar, with the attendant establishment and utilization

of MBPs.
Challenges, Risks, and Opportunities

Challenges hampering the potential of MBPs in

developing countries include both factors applicable

generally to MB and those specific to MBPs. These

http://www.caadp.net/implementingcaadp-agenda.php
http://www.caadp.net/implementingcaadp-agenda.php
http://www.state.gov/s/globalfoodsecurity/129952.htm
http://www.state.gov/s/globalfoodsecurity/129952.htm
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factors encompass infrastructure capacity, human

resource, and operational and policy issues. But amidst

the challenges there are also actual and potential

opportunities.

Human Capacity Human capacity for MB technolo-

gies in developing countries is a challenge, and limita-

tions include substandard agriculture programs at

universities; difficulties in keeping up to date with

relevant developments, including failures by others;

poor technical skills in core disciplines; isolation as

a result of insufficient peer critical mass in the work-

place; and poor incentives to attract and retain scien-

tists, resulting in brain drain and staff turnover [108].

To partially offset the undesirable trend of losing

the “champions” and to “generate” more “champions,”

novel international initiatives like Alliance for a Green

Revolution in Africa (AGRA) support high-quality

education in the South. Examples include the African

Centre for Crop Improvement (ACCI, http://www.acci.

org.za/) based at the University of KwaZulu–Natal in

South Africa and the University of Ghana-based West

African Centre for Crop Improvement (WACCI, http://

www.wacci.edu.gh/). Both institutes offer doctorate

degrees in modern breeding to African students, with

the fieldwork component being carried out in the stu-

dents’ home countries.

While obtaining their Ph.D. in plant breeding, these

scientists study the principles of marker technologies,

equipping them to undertake MB activities. To retain

this much-needed expertise in Africa, the WACCI and

ACCI programs also provide post-Ph.D. funds for these

scientists to conduct research in their home countries

and, in some cases, provide matching funds for their

career advancement.

Precise Phenotyping There can be no successful MB

program without precise phenotyping of the target

traits. Reliable phenotypic data is a must for good

genetic studies [109] and most developing countries

lack suitable field infrastructure for good trials and

collection of accurate phenotypic data. As part of the

services of a good MBP, guidelines on best practice

must be provided on how to design and run a trial

and conduct precise phenotyping for genetic studies

under different target environments. Improving access

to homogeneous field areas, and paying attention to
good soil preparation and homogeneous sowing are

critical. The development of new geographic IS tools

[102, 110], experimental designs, phenotyping meth-

odologies [111, 112], and advanced statistical methods

[113] will facilitate the understanding of the genetic

basis of complex traits [114] and of genotype-by-

environment (G�E) interactions [48, 115]. Improving

phenotyping infrastructure in developing countries

must thus be a top priority to promote modern breed-

ing and utilization of MBPs [106].

Laboratories for Markers Services Genotyping can

be expensive when it is performed in small laborato-

ries using labor-intensive and low-throughput

markers such as SSRs. This has traditionally limited

the use of MMs in developing countries beyond the

fingerprinting of germplasm with a small number of

markers or the use of MAS for a few key traits. Oper-

ational efficiency is also vital, because fundamental

timelines must be respected to ensure that no crop

cycle is lost. Indeed, at every selection cycle, a service

laboratory may have only a few weeks (time between

DNA being extracted from leaves harvested on plant-

lets and the flowering time) to conduct the analysis

and return the data to the breeders to enable them

to conduct appropriate crosses among selected

genotypes.

There is general agreement today that basic local

laboratories at national and regional levels can be use-

ful at least to service small local needs such as finger-

printing of limited number of accessions, GMO

detection or MAS for specific traits, or for teaching

and training purposes. It is also generally accepted

that large-scale genotyping activities are best

outsourced to advanced, modern, cost-effective high-

throughput service laboratories, irrespective of the

original location of the needs. This outsourcing is

driven by the evolution in marker technologies. The

advent of SNP genotyping led the shift from the

low-throughput, primarily manual world of SSRs to

high-throughput platforms powered by robotics and

automated scoring, better handled by dedicated service

laboratories [102, 116, 117]. As a result, genotyping

costs have decreased by up to tenfold while data

throughput has increased by the same magnitude. An

example for MARS is provided in Fig. 6. SNP markers

are increasingly available for most mainstream crops

http://www.acci.org.za/
http://www.acci.org.za/
http://www.wacci.edu.gh/
http://www.wacci.edu.gh/
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and for several less-studied crops [118, 119], which are

important in developing countries.

A particular effort will be needed to ensure an easy

and reliable way to track samples from the field to the

laboratory, and back to the field – it will hence be vital

to carefully identify DNA samples from material col-

lected in the field. Such documentation should opti-

mally be through bar-coding, and all information

pertaining to management of field trials or experi-

ments should be recorded in electronic field books.

Marker work would of necessity be subcontracted to

a service lab with a good and preferably platform-

compatible laboratory information management sys-

tem (LIMS).

Data Management For breeders to efficiently access

relevant information generated by themselves and by

other researchers, reliable data management (including

sample tracking, data collection and storage, and mod-

ern analytical methodologies and tools for accurate

decision making, among others) is critical both within

a given MB program and across programs. In view of

this, it is essential that breeders manage pedigree, phe-

notypic, and genotypic information through common

ormutually compatible crop databases, in keeping with

the collective access principle of a public MBP. The

format of databases would need to be user-friendly

and compatible with field data collection devices and

applications to encourage both adoption and compli-

ance. Ultimately, data collection and management

processes would need to seamlessly link with

a platform-resident analysis, modeling, simulation,

and a decision support workbench for full utility of

the breeding platform.

Paradigm Shift: Collaborative Work and Data

Sharing Access to information and products gener-

ated by fellow users is a potentially critical incentive for

breeders to use the platform and share their own data

with other users. However, this would require

a fundamental paradigm shift from the present data-

hoarding, inward-looking approach to research com-

mon to breeders. This may, however, only be achievable

if it is a clear requirement in the terms of engagement

for membership of a “platform community,” or if dis-

tinct financial and other incentives are offered for such

sharing.
Technology-Push Versus Demand-Driven An MBP

is by nature a high-level technological solution. It

carries with it the inherent risk of failing to address

fundamental practical problems of developing-world

breeding programs, which will often by nature be

technology-deficient. Such platforms therefore face

the challenge of ensuring that they meet targeted user

objectives and address practical constraints.

However, with this challenge comes an opportunity

to introduce advanced MB methodologies to develop-

ing world breeders, by encouraging change that will

enable them to take advantage of the efficiencies and

economies of scale offered by the MBP. This opportu-

nity would be particularly reachable with bottom-up

platform design and development that actively engages

and involves the breeders – including elements of

human resource capacity development and support in

usage.
Adoption and Use by Breeders An MBP would only

make a difference if it is adopted and widely used by the

breeders. The most important element influencing this

would be credibility – a function of the quality of the

technology, the awareness of potential users, the ease of

access, and initial incentives. There is a need for suc-

cessful public sector developing-country examples to

demonstrate that the platform can effectively enhance

the efficiency of breeders through the use of modern

approaches – a clear demonstration of the added value

of using the platform.
Sustainability of the Platform Sustainability would

be a challenge for MBPs targeting developing world

breeding programs, given their resource limitations.

These programs may not be able to meet the full cost

of platform usage, and the cost of maintaining and

updating the different elements of the platform on

a regular basis – particularly tools and facilities that

must keep abreast with evolving information and com-

munication technologies.

Of course, platform sustainability is directly linked

to its adoption by breeders, and sustainability strategies

must be adapted to the diversity and financial resources

of the potential clients, from developing-world

national agricultural research institutes with limited

resources to SMEs. Service costs might also be adjusted
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if clients are willing to share data and release germ-

plasm through the platform.

Platform managers may also have to consider other

innovative options like on-platform advertising by

agriculture-related commercial enterprises. However,

ongoing donor support would most likely still be

required in the medium to long term.

Communities of Practice The development of plat-

form-based MB communities of practice, to connect

groups of crop researchers, mainly breeders, willing to

share experiences and information on modern breed-

ing methods, best field practices, and development of

improved varieties, and to practice peer-to-peer

mentoring, are an additional potential avenue for plat-

form adoption and sustainability, besides providing

means to quickly and efficiently resolve recurring

breeding problems. Partnerships between developed

and developing-country institutions, and between the

private and public sectors, are also an opportunity for

realizing the full potential of MB [87, 108].

Many other hurdles limit successful public sector

utilization of MB opportunities [120, 121]. However,

the potential of virtual MBPs made possible by the

revolution in information and communication tech-

nologies provides opportunities to counter and over-

come many of those shortcomings.
Potential Economic Impact of Molecular Breeding

Platforms

By its nature, MB improves the efficiency of crop

breeding – progressively increasing genetic gains by

selecting and stacking favorable alleles at target loci.

The utilization of MBPs accelerates and amplifies the

advantages of MB by introducing significant efficien-

cies in resource and time usage. Predictive or designer

breeding, which would be the ultimate result of infor-

mation-rich MB, attainable through the use of MBPs

by numerous different breeding programs that freely

share data and germplasm, would particularly bring

about these savings in resources and time.

However, a direct comparison of the cost-

effectiveness of MB with phenotypic selection is not

straightforward. Firstly, factors other than cost – such

as trade-offs between time and money – play an impor-

tant role in determining the selection method.
Secondly, this choice is further complicated by the

fact that the two methods are rarely mutually exclusive

or direct substitutes for each other [122]. On the con-

trary, under most breeding schemes, they are in fact

complementary. Where operating capital is not

a limitation, MB maximizes the net present value,

especially when strengthened through MBPs [123].

With the increasing ease of accessing marker service

laboratories and the declining cost per marker data

point, MB costs are shrinking, making it extremely

attractive from a purely economic perspective.

However, once the technological hurdles are over-

come, the ultimate impact of new technologies (such as

MBPs) is often limited by the lack of, or ineffective,

seed distribution systems or by distant markets. SMEs

are critical in promoting access to, and distribution of,

improved seeds, thus helping alleviate a major bottle-

neck to the impact of improved breeding on small-

holder farmers [124, 125].

Few economic analyses have been conducted to

objectively assess the potential impacts of MB in the

public sector, and none for MBPs that are just now

emerging as a tool for breeding in the public sector.

Of the few analyses done to date, one evaluates the

economic benefits of MABC using preexisting MMs in

developing rice varieties tolerant to salinity and

P-deficiency [126] in Bangladesh, India, Indonesia,

and the Philippines. Encompassing a broad set of eco-

nomic parameters, the study concluded that MABC

saves an estimated minimum of 2–3 years, resulting in

significant incremental benefits in the range of USD

300–800 million depending on the country, the extent

of abiotic stress encountered, and the lag for conven-

tional breeding [127].

Future studies are likely to confirm the positive

economic benefits of MB and, given that MBPs amplify

the benefits of MB, it can be reasonably inferred that the

emerging platforms would indeed further enhance

those economic benefits.

Future Directions

MBPs will inevitably have a significant impact on crop

breeding in developing countries in the medium to

long term because of:

● The needs-driven demand for improved crop vari-

eties to counter the global food crisis
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● The exponential development of genomic resources

● The ever-declining cost of marker technologies

● The increasing occurrence of public–private part-

nerships, where the public sector can learn from

private companies about best practices for integrat-

ing MB into their breeding programs

● The need for innovative solutions to the challenges

of resource and operational limitations

The first challenge of MBPs will be to meet the

immediate needs of the breeders in developing-country

public and private programs. The first step will be to

provide them with the tools for enhancement of their

current breeding programs, through the implementa-

tion of field books, pedigree management, and basic

statistical analytical tools necessary to optimally con-

duct their current breeding efforts. In close succession

with these first applications, tools will need to be made

available to facilitate the integration of MB into their

breeding programs. Databases will need to be devel-

oped for storing genotypic and phenotypic data, inte-

grated analytical tools will need to be made available to

breeders for analysis of this accumulated data and for

the identification of important simple trait loci or

QTLs to monitor and recombine in their breeding pro-

grams, and decision support tools will need to be

developed to help breeders decide on the next steps to

engage in based on the data they generated from their

MB activities.

In the near future, more complex tools will need to

be developed for the storage and analysis of the large

amounts of genotypic data that will be generated by

new next-generation sequencing technologies and for

their application in GWS. A tight linkage will also have

to be established with the wealth of information that is

being generated and will continue to be generated even

faster in the genomics area, leading to the dissection of

the genome and to the discovery of the location and

function of major genes having an impact upon the

performance of crops in environments relevant to

developing-country programs.

Eventually, the accumulation of large amounts of

genetic information linked to specific haplotypes will

lead to the increasing use of predictive breeding in

combination with traditional MB usage and appropri-

ate tools will also need to be developed to support those

efforts.
Although it is critical for a platform to anticipate all

the new possible features of MB, ensuring that new

technologies and ISs will find their way in a flexible

infrastructure, it is also quite probable that most of the

breeding programs in developing countries will work at

the short- and mid-term mainly with simple MB

approaches as they will never reach the critical size of

crosses and germplasm evaluation requested to maxi-

mize complex approaches.
Conclusion and Prospective Scenarios

Through international initiatives like the ones coordi-

nated by the CGIAR centers and programs, several

notable developing-world MB successes have already

been reported.

A well-known example is the development of sub-

mergence-tolerant rice cultivars through MABC led by

IRRI [128]. The introgression of the Sub1 gene from

FR13A (the world’s most flood-tolerant variety) into

widely grown varieties like Swarna improved yields in

more than 15 million hectares of rain-fed lowland rice

in South and Southeast Asia.

MB in general and the use of MBPs in particular

have definitely been shown to be an efficient approach

for reducing the number of required selection cycles

and for increasing the genetic gain per crop cycle to

a point where the required human and operational

resources can be kept to a minimum.

However, for sustainable adoption, the use of mod-

ern breeding strategies requires a breeder-led bottom-

up approach. As a start, simpleMB approaches adapted

to local environments should be tested first by individ-

ual breeders to evaluate their success and impact under

those breeders’ conditions. Once proven, these

approaches can then be implemented more widely or

integrated to anMBP for enhanced efficiency. In case of

individual success the adoption of MB by those

breeders should be quite straightforward.

It is clear that the extent, speed, and scope of

adoption of MB approaches and of utilization of

MBPs will vary somewhat across tier-1, tier-2, and

tier-3 countries, depending on the local priorities

and on the resources available in given breeding pro-

grams. It is unrealistic to expect that large-scale MB

breeding activities, including utilization of MBPs, will

be widely implemented across the board in developing



IBP
tools
and

services

Improvedgermplasm
and

cultivars
for

farmers

Improved

developing

country

breeding

programmes

Molecular Breeding Platforms in World Agriculture.

Figure 8

IBP as a key component to boost NARS breeding capacities

and therefore crop productivity in developing countries

1224 Molecular Breeding Platforms in World Agriculture
countries in the near term. However, the prospects are

bright for individual breeders in these countries (par-

ticularly in tiers 1 and 2) to access germplasm, data,

tools, and methodology that will allow them to con-

duct efficient MB projects by taking advantage of large

international initiatives specifically targeting develop-

ing-country breeding programs. This will, however,

happen in different ways and on different timelines

for each tier.

For tier-1 countries, the impact would be evident

in the shorter term – say in 3–6 years. These countries

will benefit from new tools and platforms by increas-

ing the rate of MB adoption. The biggest change is

likely to occur in tier-2 countries, as these countries

would be starting MB from scratch, but the impact

would realistically be measurable only in the medium

term, meaning in about a decade from now. For coun-

tries currently in tier-3 to advance to tier-2, basic

breeding programs must first be established, which is

highly dependent on governmental priorities and on

subsequent resource allocation.

All in all, implementing MB (and catalyzing and

accelerating its impact through MBPs) will boost crop

production, which will translate into higher farm
productivity per unit of land, better nutrition, higher

incomes, poverty alleviation, and ultimately improved

livelihoods in developing countries (Fig. 8). These

gains will be amplified by sustained use, by continu-

ously improving expertise, and by growth and devel-

opment of homegrown capacity for the application of

advanced breeding approaches.
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125. Guimarães EP, Kueneman E, Carena MJ (2006) Assessment of

national plant breeding and biotechnology capacity in Africa

and recommendations for future capacity building. Hortic Sci

41:50–52

126. Ismail AM, Heuer S, Thomson MJ, Wissuwa M (2007) Genetic

and genomic approaches to develop rice germplasm for

problem soils. Plant Mol Biol 4:547–570

127. Alpuerto VE, Norton GW, Alwang J, Ismail AM (2009) Eco-

nomic impact analysis of marker-assisted breeding for toler-

ance to salinity and phosphorous deficiency in rice. Rev Agr

Econ 31:779–792

128. Septiningsih EM, Pamplona AM, Sanchez DL, Neeraja CN,

Vergara GV, Heuer S, Ismail AM, Mackill DJ (2009) Develop-

ment of submergence-tolerant rice cultivars: the Sub1 locus

and beyond. Ann Bot 103:151–160



1229Mussel Culture, Open Ocean Innovations
Mussel Culture, Open Ocean
Innovations

RICHARD LANGAN

Atlantic Mariner Aquaculture Center, University of

New Hampshire, Durham, NH, USA
Article Outline

Glossary

Definition of the Subject

Introduction

Characterization and Selection of Open Ocean Farm-

ing Sites

Technologies for and Methods Open Ocean Mussel

Farming

Mussel Species in Open Ocean Cultivation

Open Ocean Mussel Farming in Multiuse Facilities

Environmental Considerations for Open OceanMussel

Farming

Future Directions

Bibliography

Glossary

Suspension culture A production method for mussels

and other shellfish that employs ropes, cages, or

nets suspended in the water column from either

rafts or longlines.

Surface longline An anchored structure consisting of

surface floatation supporting one or more horizon-

tal lines from which ropes, cages, or nets can be

suspended in the water column.

Open ocean farming Refers to aquaculture produc-

tion of marine organisms in open ocean or offshore

waters that are removed from any significant influ-

ence of land masses.

Submerged longline Subsurface structure consisting

of anchors and submerged floatation from which

ropes, cages, or nets can be suspended.

Site selection The process for selecting farming sites

based on specified parameters such as depth, cur-

rent and wave climate, temperature, and primary

productivity.

Environmental effects The effects of farming activi-

ties on the physical, biological, and chemical
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
properties of the marine environment and the

effects of the environment on cultured organisms

and consumers of cultured food products.

Seston Particulate material suspended in the water

column of water bodies consisting of both living

and dead organic material and inorganic particles.

Pseudofeces Suspended particles that have been

rejected as food by filter feeding bivalve mollusks.

The rejected particles are wrapped in mucus and

expelled without being passed through the digestive

tract.
Definition of the Subject

Aquaculture production of several species of mussels in

sheltered marine waters is well established and occurs

in many countries worldwide. The primary method of

production of high quality mussels is suspension of

ropes with attached mussels from floating rafts or sur-

face longlines that are anchored to the seafloor. While

demand for fresh, frozen, and canned mussel products

continues to increase, growth in production is ham-

pered by a lack of suitable space for expansion in

sheltered waters. For more than a decade, there has

been interest in developing production methods suit-

able for open ocean environments where wind and

wave conditions preclude the use of either rafts or

surface longlines. Recent advances in the use of long-

lines that can be submerged below the sea surface and

therefore avoid the upper portion of the water column

that is most affected by wave energy indicate that open

ocean production is feasible. However, additional

development in technology and methods to improve

production efficiency and insure worker safety, as well

as changes to political and regulatory frameworks are

needed in order to achieve large-scale production.
Introduction

Population growth and consumer preference have

resulted in a growing demand for seafood, a trend

that is projected to continue into the future [1]. Pro-

duction from capture fisheries has leveled off, and by

most projections will remain stagnant or decline,

depending on management and regulatory measures

implemented by fishing nations [2, 3]. In contrast,
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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aquaculture production has increased by nearly 10%

each year since 1980, and has played an important role

in filling the gap between seafood supply and demand.

Only a few decades ago, wild-caught fish and shellfish

supplied nearly all edible seafood, though with essen-

tially flat growth since 1980 and the rise of aquaculture

over the same time period, capture fishing now

accounts for only about half of the total [1]. In the

most optimistic scenarios, wild-caught fisheries pro-

duction will remain stagnant [2]; therefore, growth in

the global seafood supply will continue to rely on

aquaculture production.

There are signs, however, that the rate of growth for

global aquaculturemay have peaked for land-based and

nearshore marine culture due to political, environmen-

tal, economic, and resource constraints [1]. Expansion

of land-based culture is limited primarily by econom-

ics, particularly in developed countries where costs

associated with land, capital equipment, and energy

required to pump and treat water are prohibitive. In

addition, very few marine species are appropriate for

land-based culture. For example, the space and volume

of phytoplankton required to produce large quantities

of filter feeding mollusks in land-based systems would

be enormous, and therefore not economically viable.

For nearshore marine farming, available and suit-

able space is the primary limiting factor as sheltered

coastal waters are for most countries quite constrained

to begin with and are already used for a multitude of

commercial and recreational activities with which

aquaculture must compete for space [4]. Expansion of

large-scale finfish farming in coastal waters is also lim-

ited by environmental concerns. While there are also

concerns about potential environmental effects of

bivalve mollusk culture, they are minor in comparison

to net pen culture of finfish and are balanced by recog-

nition of the ecosystem services such as enhanced hab-

itat complexity and filtration capacity provided by

mollusks [5]. It is rather the effect of environmental

conditions on mollusk culture, and specifically the

effects of pollution on product safety that is limiting

expansion in nearshore waters. Rapid coastal develop-

ment and population growth and the resulting

increase in human sources of pollution have affected

the sanitary quality of nearshore waters, rendering

shellfish grown there unsafe for consumption.

As a consequence, many otherwise suitable sheltered
sites for mollusk culture are off limits due to public

health restrictions.

In developed countries, conflict with coastal resi-

dents and tourist-related businesses over aesthetic

values, primarily over water views from shorefront

property, have also affected the establishment of new

farming sites. As the demographic of coastal commu-

nities continues to change and new residents place

more value on views and recreation than food produc-

tion, these conflicts are likely to increase. Given the

constraints on expansion of current methods of pro-

duction, it is clear that alternative approaches are

needed in order for the marine aquaculture sector to

make a meaningful contribution to the world’s seafood

supply.

Farming in open oceanwaters has been identified as

one potential option for increasing production and has

been a focus of international attention for more than

a decade. Despite the global interest in open ocean

farming, development to date has been measured, pri-

marily due to the significant technical and operational

challenges posed by wind and wave conditions in most

of the world’s oceans [4]. Farming in fully exposed

open ocean waters requires a different engineering

approach since equipment and methods currently

used in sheltered nearshore sites are largely unsuitable

for the open ocean. In addition, the scale of investment

required to develop and demonstrate new technologies

and methods for offshore farming is yet to be deter-

mined, though most engaged in this endeavor would

agree that it will likely be substantial.

Despite these challenges, there is sufficient rationale

for pursuing the development of open ocean farming.

Favorable features of open ocean waters include ample

space for expansion, tremendous carrying capacity, less

conflict with many user groups, reduced exposure to

human sources of pollution, the potential to moderate

some of the negative environmental and aesthetic

impacts of high density coastal farming [6–8], and

optimal environmental conditions for some bivalve

mollusk species [9, 10]. For many countries, where

cost, environmental concerns, limited space, and com-

peting uses have restricted growth of land-based and

nearshore marine farming, few other options for sig-

nificant expansion exist.

Of the many species of finfish and shellfish that

have been considered for open ocean farming, several
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Norwegian classification of offshore waters based on

significant wave heights (From Ryan [4])

Site
Class

Significant wave
height (m)

Degree of
exposure

1 <0.5 Small

2 0.5–1.0 Moderate

3 1.0–2.0 Medium

4 2.0–3.0 High

5 >3.0 Extreme
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species of mussels have emerged as attractive candi-

dates. There are several reasons for this. Like all filter-

feeding mollusks, mussels derive all their nutritional

needs from naturally occurring phytoplankton and

organic particulates. Therefore, daily visits to deliver

formulated feed by service vessels and farm personnel,

which may be prohibited for extended periods by sea

conditions, are not needed, nor is on-site infrastructure

for automated feeding, which is both costly and vul-

nerable to damage from storms. Unlike many cultured

species that have gradually transitioned from wild

capture to aquaculture, farming has been the

primary means of production for mussels for many

decades; therefore, methods used in sheltered waters

are well developed, highly automated, and very effi-

cient [11]. Mussels are also relatively fast growers,

with production cycles ranging from 12 to 18 months

[9, 12].

Production methods in sheltered nearshore waters

include bottom culture, which is practiced in some

locations such as the Netherlands, Scandinavia, and

the USA (Maine), and pole or “bouchot” culture,

which is practiced in France; however, suspension cul-

ture, because of superior product quality, accelerated

growth, and opportunities for mechanization, has

emerged as the leading method of production [11].

Techniques and materials used for suspension culture

may vary somewhat from place to place; however, in

general, culture methodology consists of suspending

mussel ropes or “droppers” from either rafts or long-

lines [13]. Raft culture was pioneered in Spain and

from there became established in Scotland and more

recently in Maine USA and in the Pacific Northwest

coast of North America [11]. While rafts can be highly

productive, they are suitable for use only in very shel-

tered embayments. Longline technology, which was

developed in Japan, consists of either surface or sub-

merged longlines, held in place with anchors and

supported by buoys or floats. As with raft culture,

surface longlines are only suitable for use in sheltered

waters [13]; therefore, in locations where adverse sea

conditions or drift ice occur, submerged longlines are

the only option. Submerged longlines have been used

primarily in locations (e.g., Atlantic Canada) where

winter ice would impact buoys and lines [14]. It is

only in recent years that the technology has been used

in fully exposed open ocean locations [9].
Characterization and Selection of Open Ocean

Farming Sites

Before discussing approaches to the development of

open ocean mussel culture, it is important to first

define what is meant by the term “open ocean.” For

most engaged in this sector, it is used synonymously

with “offshore” and is generally accepted to mean

farming in locations that are subjected to ocean waves

and currents and removed from any significant influ-

ence of land masses rather than a set distance from

shore. Clearly, a wide range of sea conditions falls

under this broad definition. Ryan [4] reported on

a site classification system for marine waters developed

in Norway that is based on significant wave height

exposure (Table 1).

While this classification method is instructive,

knowledge of the full range of conditions at

a particular site is needed to develop appropriate tech-

nologies and safe and efficient operating procedures.

There are a number of criteria that determine the

suitability of open ocean sites for farming, many of

which are also considerations for sheltered waters.

These include proximity to infrastructure such as

ports, processing and distribution centers, as well as

physical and biological criteria such as bathymetry,

seabed characteristics and contour, current velocities,

temperature profiles, dissolved oxygen, turbidity, the

quantity of quality of phytoplankton, and the fre-

quency of occurrence of harmful algal blooms. The

most important additional feature of offshore sites is

wave climate. Significant wave heights, wave periods,

the frequency and duration of high energy storm
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conditions, and the combined forcing of waves and

currents must be known in order to determine whether

a site is suitable, accessible by service vessels and per-

sonnel with reasonable frequency, and if so, what type

of technology is required for farming.

It is imperative that a thorough evaluation of the

parameters described above be conducted before pro-

ceeding with development of a site for farming. The

requirements for data and subsequent analysis can be

substantial; however, the use of advanced oceano-

graphic technologies can greatly facilitate this task

[8]. Multibeam sonar and three-dimensional visualiza-

tion can generate a wealth of data on seafloor contours

and texture to inform mooring system design and

placement. Collection of time intensive data on tem-

perature, salinity, dissolved oxygen, turbidity, and fluo-

rescence can be greatly facilitated by strategic

deployment of in situ instrumentation at appropriate

depth intervals in the water column. Additional instru-

mentation should include Acoustic Doppler Current

Profilers (ADCP) that can measure and record current

velocity and direction throughout the water column,

wave sensors that can give precise data on wave height,

direction, steepness, and period, and meteorological

sensors to measure air temperature and wind speed

and direction. Many countries have buoy arrays in

coastal waters that can provide long-term data on

regional climatology to aid site evaluation; however,

collection of site-specific data is critical. Assessment

of the potential for the effects of global climate change

on critical parameters such as water temperature

should also be considered.

The data collection period required for site evalua-

tion will vary, depending on local and regional envi-

ronmental and meteorological conditions. Good

baselines for some parameters can be established in a

relatively short time frame (1 year), others such as the

frequency, duration, and severity of storms or blooms

of toxic algae are less predictable and it may take longer

to determine the suitability of a particular site.

While most of the focus on open ocean develop-

ment has been on cage culture of finfish, there has also

been growing interest in offshore culture of bivalve

mollusks. Some of the same drivers such as ample

space and the opportunity to avoid user conflicts are

identical to those for finfish culture, though perhaps

more importantly, reduced risk of exposure to human
sewage and industrial pollution presents a major

advantage of open ocean waters over coastal locations.

There are, however, possible limitations as well as

advantages. Open ocean waters in many areas of the

world are nutrient deficient, so careful attention must

be paid during site selection to the quantity, quality,

and seasonality of phytoplankton available to dense

arrays of filter feeding mollusks. Macroscale informa-

tion on primary productivity can be obtained from

ocean color satellite data generated by instruments

such as Sea-viewing Wide Field-of-view Sensor

(SeaWiFS) and Moderate Resolution Imaging

Spectroradiometer (MODIS). Site-specific data on

concentration and composition can be generated by

in situ fluorometry and microscopic analysis of the

plankton community. Phytoplankton concentration

at different depths is also an important factor, as

farmers will wish to maximize the use of vertical

space for production in deep ocean waters. The fre-

quency and duration of harmful algal blooms (HABs)

is also a critical consideration for offshore mollusk

farming. In some locations, blooms of toxic algae

originate and persist in offshore waters (e.g.,

Alexandrium sp. In the Gulf of Maine, USA) and can

result in extended public health closures with severe

economic impact on producers.

In addition to physical, chemical, and biological

characteristics of a site, other human uses in the vicin-

ity such as shipping, fishing, and mining must be

identified in order to avoid conflicts. Involvement of

the appropriate permitting authorities in the early

stages of development of an open ocean farming site

is also critical [15]. Other factors such as use of the area

by marine mammals, proximity to foraging areas of

predators (e.g., diving ducks), location of sensitive

biological communities, presence of parasitic organ-

isms (e.g., pea crabs, trematodes, and copepods), and

sediments contaminated by toxic substances must also

be considered [16].
Technologies for and Methods Open Ocean

Mussel Farming

Technologies for open ocean mussel farming are

essentially adaptations of suspension culture

methods employed in sheltered marine waters.

Designs and prototypes for submersible rafts have
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been developed [17, 18]; however, submerged long-

lines are the most commonly used method. This tech-

nology was developed in Japan and has been in use

there for several decades for deep water suspended

scallop culture, though not in fully exposed open

ocean conditions. The technology has been successfully

adapted for sheltered water mussel culture in Atlantic

Canada where winter and spring drift ice can damage

surface longlines [14]. More recently, the technology

has been shown to be effective for mussel production in

very high-energy open ocean conditions (e.g., signifi-

cant wave heights>10m) in the northeast USA [9] and

at a test site in the German Bight with significant wave

heights >8 m, and current velocity up to 1 ms�1 [19].

The technology is quite simple and it consists of rela-

tively inexpensive materials. A design currently in use

in North America is presented in Fig. 1.

The structural stability of a submerged longline is

maintained by the opposing forces of submerged flo-

tation at the ends of a single horizontal backbone,

connected by lines set at a 45� angle to seafloor anchors.
The most commonly used anchors are large (3–6 tons)

deadweight concrete anchors, though both plow type

and screw anchors have been used in some locations.

Submergence depth of the backbone is dictated by site-

specific wave climate and can range from 3 to 15 m.

Surface floatation is minimized to prevent the transfer

of wave-induced motion the backbone, and consists of

nonstructural marker buoys for the anchor lines and

amid-backbone pick-up line that provides access to the

crop from a service vessel. Anchors are generally spaced
190 kg
buoyancy

10 M

13

200

Mussel Culture, Open Ocean Innovations. Figure 1

A schematic of a submerged longline used for suspension cul
from 100 to 200 m apart, and depending upon the

depth of the water and desired depth of submergence,

the backbone length can range from 70 to 130 m. Ropes

or “droppers” of mussels are suspended from the back-

bone, and additional submerged floatation is added as

the crop gains mass during growout (Fig. 2).

At some of the open ocean farms that have been

established, converted fishing vessels are currently used

to tend offshore longlines. The deck equipment

required for tending lines to seed growout ropes and

to inspect and harvest crops is similar to that in use for

sheltered sites and includes rail mounted starwheels

(Fig. 3) and an articulating crane (Fig. 4).

In addition, equipment common to many fishing

vessels such as a lobster or crab trap hauler or a rotating

boom is needed for lifting the submerged line to the

surface. If there is sufficient deck space, bulk processing

equipment such as declumping and debyssing

machines can be used during harvest operations to

reduce the need for extensive processing at shore-based

facilities. Though converted fishing vessels may be used

as this sector develops, it is likely that large, seaworthy,

specialized vessels that can carry the harvesting and

primary processing gear, provide a stable platform for

lifting operations and a large load capacity for the

harvest will be required to support large-scale opera-

tions. Vessels of this nature are in use in France and

New Zealand [20].

In addition to submerged longlines, some experi-

mental efforts have employed a submersible ring-like

structure attached to a wind turbine tower, which has
0 M

 M

3,500 kg
concrete
anchors

ture of mollusks in open ocean environments
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A forward looking view of the starboard side of a service

vessel showing the backbone of a submerged longline set

into aft (foreground) and forward starwheels. Growing

ropes with seed mussels are attached to the backbone for

the growout cycle

Mussel Culture, Open Ocean Innovations. Figure 4

A hydraulic articulating crane on a service vessel, shown

here being used to unload equipment, is used extensively

in mussel farming operations

Mussel Culture, Open Ocean Innovations. Figure 2

A diagram of a submerged longlines showing the

attachment of mussel growing ropes to the backbone and

the placement of floatation added to the backbone as the

crop increases in mass during growout (From Langan and

Horton [9])
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been used for offshore macroalgae growout [21]. This

device could potentially be used for mussel cultivation;

however, there may be scaling issues in reaching the

desired biomass.

Mussel Species in Open Ocean Cultivation

There are several species of mussels that are cultivated

in open ocean waters; however, regardless of species or

location, production is currently minor by comparison

with well-established nearshore production sites. In

North America, small quantities of blue mussels

(Mytilus edulis) are produced in offshore farms in

New England (USA) and Atlantic Canada and Medi-

terranean mussels (M. galloprovincialis) are being

grown at an offshore farm off the southern California

(USA) coast [22]. In Europe, M. galloprovincialis are

grown on submerged longlines at exposed locations in

the Mediterranean coast of France [23] and in the

Turkish Black Sea. Culture trials have been initiated

forM. edulis in the North Sea off the coast of Germany,

[19] and in the Belgian North Sea [24]. Other European
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countries, including Portugal, Spain, Italy, and Ireland

are developing strategies for offshoremussel production.

In New Zealand, where the nearshore greenshell

mussel (Perna canaliculus) industry is well developed

and highly mechanized, there is a great deal of interest

in developing large-scale ocean farms, as lease sites in

sheltered nearshore waters have become difficult to

obtain [25]. Initial efforts at open ocean mussel farm-

ing involved moving the double longline surface tech-

nology into more exposed sites and some success was

achieved in wave conditions up to 2.5 m [26]. However,

failure of surface longline systems in higher energy sites

has led to the development of submerged technologies

and a small number of open ocean mussel farms are

operating in New Zealand offshore waters, with many

new farms proposed [27]. This scale of expansion is

projected to provide a threefold increase in production

and export earnings by 2020 [28].

While data is limited to a few locations in North

America and France, there are indications that produc-

tion cycles and product quality for mussels grown in

open ocean waters are highly favorable. Open ocean

farms off the New Hampshire coast in the northeast

USA have consistently producedmarket-sized (55mm)

blue mussels in 12–14 months from spat settlement

with meat yields ranging from 42% to 58% [9]. Similar

data has been reported for blue mussels at sites off the

coast of Martha’s Vineyard [29]. By comparison, rope-

grown blue mussels from nearby estuaries and bays can

take up to 18 months to reach market size [30]. Med-

iterranean mussels produced at an open ocean site in

California have also demonstrated excellent growth

and quality, reaching market size in 6–8 months and

nearly 50%meat yield [22]. Trials in the North Sea have

shown that the growth conditions in the German Bight

are very favorable for mussel cultivation. Market-size

(50–55 mm) can be reached by 12–15 months and

infestation by parasites is much lower than in near-

shore sites [10]. Faster growth at offshore sites may to

be due to a more stable temperature and salinity con-

ditions and therefore lower stress, reduced turbidity,

and better water exchange [20].
OpenOceanMussel Farming inMultiuse Facilities

Open ocean mussel farming can be practiced in isola-

tion of other activities; however, there may be
economic or environmental advantages to combining

mussel culture with offshore fish farming or energy

production. At a nearshore marine farming site in

New Brunswick, Canada, Lander et al. [31] demon-

strated better growth rates for raft-cultured mussels

100 m down current of a salmon farm than at reference

sites, and was able to document that organic wastes,

primarily fine particulates from feed emanating from

the salmon farm contributed to the diet of the mussels.

In open ocean sites, creating mussel culture “zones” in

proximity to finfish farms may offset the effects of

organic loading to the environment [32].

Energy installations may also provide structure for

deployment of mussel culture systems. Mussels

(M. galloprovincialis) have been harvested from oil

platforms in California, USA for many years [33], and

there is interest in using decommissioned offshore oil

platforms as attachment points for mussel culture

infrastructure.

Buck et al. [34] investigated the possibility of inte-

grating suspension culture of oysters and mussels at

existing offshore wind energy platforms in the North

Sea (Fig. 5).

There are a number of advantages for conducting

mussel cultivation activities within the footprint off-

shore wind farms. The placement of aquaculture pro-

duction facilities in defined corridors between wind

farm turbines eliminates the need for a separately per-

mitted facility and reduces the space required if the two

facilities were located separately [34]. Also, infrastruc-

ture for regular servicing may be shared. As both indus-

tries need a multifunctional service vessel, preferably

with lifting capacities to install and change plant com-

ponents and execute farming operations, and sufficient

deck space to carry equipment and stock, the opportu-

nity to share high-priced infrastructure exists [35].

Further, a combined environmental impact assessment

for both users may reduce costs.
Environmental Considerations for Open Ocean

Mussel Farming

Like all forms of food production, the culture of marine

species, whether practiced in land-based, nearshore, or

open ocean locations will have some effect on the

environment. The effect can be both negative and pos-

itive and can vary depending upon the species,
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A schematic of shellfish growing systems associated with wind turbine towers (from Buck et al. [34])
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location, and farming practices. In the past 3 decades of

marine farming in sheltered marine waters, adverse

impacts from aquaculture of both molluskan shellfish

and finfish have been documented, though most of the

concerns and controversy are centered on finfish. Mol-

lusk culture is generally perceived as environmentally

benign or even beneficial [5]; however, there have been

documented environmental impacts from nearshore

mussel farming that merit consideration for develop-

ment of the offshore sector.

Though mussels feed on naturally occurring seston

and no external feed is provided to the organisms,

deposition of feces and pseudofeces can enrich bottom

sediments beneath culture systems and impact benthic

communities [36, 37]. Occurrences of sediment

impacts have been associated with very dense culture

in shallow embayments; therefore, if offshore farms are

sited in locations with sufficient depth and adequate

water circulation to disperse wastes, enrichment of

bottom sediments should not be an issue [7]. High-

density mussel culture can also deplete the water

column of planktonic food, affecting both the growth

and fitness of the cultured organisms as well as natu-

rally occurring filter feeders in the system [38]. This
too, is an impact that has been observed in sheltered

embayments with limited circulation and is unlikely to

be an environmental issue in open ocean waters [8].

However, in very large, high-density offshore farms,

depletion of food within the farm and reduced growth

and condition of the stock may be an issue for

producers.

Hydrodynamic alteration is another environmental

effect that has been documented in sheltered embay-

ments with high-density shellfish culture [39] and has

recently been an issue of concern in New Zealand where

large-scale open ocean mussel farming is in develop-

ment. Plew et al. [28] reported significant current and

wave attenuation and strong water column stratifica-

tion at a large (230 longline) mussel farm in Golden

Bay, New Zealand. The farm was located in relatively

shallow water (10–12 m) and the culture organisms

were suspended from the surface to a depth of 8 m,

therefore, occupying nearly the entire water column. As

it is likely that open ocean development will use sub-

merged culture in much deeper water (30–100 m) with

ample space above and below the culture arrays, the

severity of flow modifications as observed in this study

are improbable.
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Seed collecting rope (black) is attached to the backbone of

a submerged longline
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A legitimate environmental concern for open ocean

mussel culture is entanglement of whales and other

marine life in seed collection lines [40]. These collec-

tors are either discrete lengths of line or one continuous

length of rope suspended from the backbone to provide

substrate for settlement of mussel larvae (Fig. 6). As

this sector develops, it is important to avoid deploy-

ment of seed collection lines in the migratory pathways

of endangered marine mammals or to use weak links

and electronic alert systems in the farming infrastruc-

ture [41].

Future Directions

Developments over the past 2 decades indicate that

aquaculture production of mussels in open ocean envi-

ronments is feasible and that opportunities exist for

large-scale production [9, 10]. Conflicts with other

uses can be significantly reduced, though they are not

totally eliminated [34]. There is also evidence to sup-

port the premise that environmental impacts can be

reduced by farming in open ocean environments

[8, 36]. There is also strong indication that if sites are
chosen properly, faster growth and excellent product

quality can be achieved [9].

Though some technical challenges remain such as

the development of large, purpose built, and highly

seaworthy service vessels, obstacles to development of

open ocean mussel farming are primarily economic,

social, and political in nature. The scale of investment

needed to establish and operate large-scale open ocean

mussel farms is not well known, though it is assumed

that production costs will be higher than for nearshore

farming. The additional costs could be partially offset if

ocean grown mussels, due to superior quality and

greater consumer confidence in product safety can

command a higher price [9], however, market prices

are subjected to many economic externalities that are

difficult to forecast. Space conflicts with the fishing

industry may be an issue in some locations, therefore,

involvement of local capture fishermen in industry

development may be needed to gain acceptance of an

alternative use of ocean space. As many countries move

toward spatial planning of their territorial ocean

waters, it is important to include a future vision of

the potential for open ocean mussel farming in the

planning process and give due consideration to com-

patibilities and possible synergies with other uses.

Many countries also currently lack the regulatory

framework for permitting open ocean farming sites.

Until economic and regulatory uncertainties are

resolved, entrepreneurs will be reluctant to make the

level of investment needed to move this sector forward.

Ideally, development of open ocean farming should

take place within the context of overall ocean manage-

ment and marine spatial planning in order to assure

compatibility with other uses and consistency with

broader goals to restore and sustain the health, produc-

tivity, and biological diversity of the oceans.
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Glossary

Cell cycle The sequence of stages between one cell

division and the next. These are: gap 1 (G1) DNA

synthesis (S), gap 2 (G2), and mitosis (M).

Chimera An organism composed of a mixture of

genetically distinct cells that originate from two

individuals.

Chromatin The natural form of genomic DNA

within the nucleus. A highly structured multi-

coiled fiber composed of a complex of DNA, RNA

and proteins.

Clone (a) Molecular clone, an isolated DNA fragment

propagated artificially in bacteria. (b) Cell clone,

a group of genetically identical cells descended

from a single individual. (c) Animal clone, an

animal produced by embryo splitting or nuclear

transfer.

Cytoplasm The portion of a eukaryotic cell outside the

nucleus.

Differentiation A process by which a cell takes on

a more specialized role or function.

Epigenetic regulation Regulation of gene expression

by modification of chromatin not involving

changes to the DNA sequence, e.g., by methylation

of cytosine bases.

Locus A defined position in the genome.

Metaphase A stage of cell division when chromosome

pairs are condensed and ready to be divided

between the daughter cells.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Pluripotent The ability of a single cell to generate all

cell types of the body. Pluripotent cells are distinct

from totipotent cells in that they cannot make

extraembryonic structures, such as the amniotic

sac or the placenta.

Promoter trap A method of enriching gene-targeted

cell clones against a background of random

integrants. Expression of a selectable marker is con-

ditional on integration at the desired location and

driven by the promoter of the target gene.

Pronuclei Two structures formed from the sperm and

oocyte genetic material following fertilization.

Pronuclei later fuse to form the nucleus of the

zygote.

Reprogramming A general term describing a radical

change in the pattern of gene expression by

a nucleus. This may be in response to a change in

cytoplasmic factors, for example, after transfer of

a nucleus from a somatic cell into an oocyte.

Somatic cell Cells of an organism other than the germ

line.

Transcription The first stage in the expression of

a gene, in which an RNA copy, or transcript, is

made from a DNA template.

Transfection Term covering a variety of chemical,

electrical and mechanical methods of introducing

nucleic acids into cells.

Undifferentiated Relating to a cell that is capable of

differentiation but has not generated specialized

characteristics.

Zygote The one-cell embryo formed after fusion of the

male and female pronuclei.

Definition of the Subject

Over the last 3 decades, researchers in molecular genet-

ics and developmental biology have generated

a repertoire of powerful biological techniques that

allow genes to be isolated, analyzed, modified at will,

then transferred and studied in cultured cells and live

animals. This technology has revealed the functions of

thousands of genes and dramatically advanced the

knowledge of normal and disease states, providing the

basis for numerous practical benefits especially in bio-

medicine. This entry tracks one strand within this

interconnected and ever-broadening field: the use of

nuclear transfer to generate transgenic mammals.
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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Transgenic animals were originally defined as those

that contain additional DNA, such as a gene introduced

from another species. The term “transgenic” is now

commonly used to encompass a range of experimen-

tally engineered genetic modifications including DNA

deletion, rearrangement, and replacement. Here the

word is used in this broader sense.

Nuclear transfer is the replacement of the nuclear

genetic material of an oocyte or zygote with the nucleus

of another cell. The technique has been applied in three

main areas:

1. Therapeutic cloning – the generation of embryos

and stem cells from differentiated cells.

2. Reproductive cloning – the replication of animals

from cells, for example, where sexual reproduction

is difficult or impossible, or to preserve valuable

genetic material.

3. Cell-mediated transgenesis – the production of

transgenic animals from genetically modified cul-

tured cells.

The production of transgenic animals was

a principal motivation for the development of nuclear

transfer in mammals and is the focus of this entry.

This entry is structured as follows: Section “History

and Introduction” gives some historical background to

the conception and development of nuclear transfer.

Section “Nuclear Transfer” outlines the current state-

of-the-art and related transgenic technologies.

Section “Future Directions” describes possible devel-

opments in the near future. This entry can however

provide only an overview of this diverse and expanding

subject. Interested readers can gain more detailed

information by accessing the key papers, reviews, and

books cited.
History and Introduction

Cloning animals by nuclear transfer is not a new idea.

The first recorded reference is attributed to Yves

Delage, a French marine biologist who wrote in 1895:

“if, without any deterioration, the egg nucleus could be

replaced by the nucleus of an ordinary embryonic cell,

we should probably see this egg developing without

changes” [1]. There is however no evidence that

Delage actually carried out such an experiment.

Hans Spemann described the first nuclear transfer in
1928 [2]. In a remarkable piece of microsurgery using

micro-tweezers and a loop of hair from his baby daugh-

ter, he constricted a single-cell salamander embryo into

two parts, one of which contained the cell nucleus. Left

to develop, the portion with the nucleus divided and

formed an embryo, while the other side remained

a pouch of clear cytoplasm. As the embryo developed

further, Spemann allowed a single nucleus to pass back

into the empty cytoplasm; this reconstructed single cell

then developed into another normal embryo.

In the early 1950s, Robert Briggs and Thomas King

performed a series of nuclear transfer experiments with

frogs. They removed the nucleus from an activated frog

oocyte using a glass needle. A single cell dissected from

a later stage embryo was then drawn up into a fine glass

pipette connected by rubber tubing to a syringe. The

cell broke open as it was squeezed within the pipette,

and the free nucleus was then injected into the enucle-

ated egg. Culturing the reconstructed embryos further,

they found that cell nuclei from blastula stage embryos

could support normal development to tadpoles. But

nuclei from later stage embryos, in which the major

embryonic cell lineages were already established, were

unable to do so.

Transfer of nuclei following this basic scheme was

continued by various researchers for several decades.

The work was at first restricted to the large eggs of

amphibians, but in the late 1970s, embryo culture and

micromanipulation techniques improved sufficiently

to use the far smaller and more vulnerable eggs of

mammals. The overwhelming finding was that the

developmental capacity of transplanted nuclei

decreased with the age and extent of differentiation of

the donor cell. Nuclei of very early embryonic cells had

equivalent potential, but at some stage in development,

it seemed that the fate of different cells became deter-

mined, “hard wired” in some way. The mechanism was

unknown, but some form of irreversible modification

or loss of nuclear DNA was viewed as a likely explana-

tion. The concept of cell determination thus became

widely accepted among developmental biologists. In

1984, James McGrath and Davor Solter seemed to put

an end to the possibility of nuclear transfer in mam-

mals. They systematically transferred nuclei from one-,

two-, four-, eight-cell and blastocyst stage mouse

embryos into enucleated one-cell stage embryos,

zygotes. Nuclei from one-cell embryos supported
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development to blastocysts, but success dropped off

sharply using two-cell stage nuclei and failed entirely

with later stages. They interpreted this as a rapid loss of

nuclear capability during development and concluded

their paper with the categorical statement: “the cloning

of mammals by simple nuclear transfer is biologically

impossible” [3].

However, strict cell determination remained diffi-

cult to reconcile with the well-known capacity for

organ regeneration shown by various vertebrates,

including most fish and some types of amphibian. If

for example a newt loses a limb, cells from surrounding

tissues migrate into the wound and undergo a process

of reverse development, changing their identity to form

a mass of rapidly dividing undifferentiated cells termed

a blastema. Cells within the blastema then organize and

undergo processes similar to those in embryo develop-

ment to form a replacement limb [4]. This was good

evidence that some adult differentiated cells are not

determined in their fate and can radically change

their identity. So, despite the repeated failure of exper-

imental nuclear transfer, there remained the tantalizing

possibility that the limitations were essentially techni-

cal rather than biological. This provided sufficient

motivation for some researchers to continue testing.

In retrospect, it was unfortunate that early efforts

focused onmice, because they are now known to be one

of the more difficult species to clone by nuclear trans-

fer. So, somewhat unusually, the major breakthroughs

were made with livestock. The first indication that

nuclear transfer from later stage cells might be possible

came ironically just a few months before McGrath and

Solter’s paper was published. Steen Willadsen pro-

duced three Suffolk sheep by merging single cells

from eight-cell embryos with enucleated unfertilized

eggs [5]. It later emerged that the reason for the dis-

crepancy with the mouse work was because McGrath

and Solter had used enucleated zygotes for nuclear

transfer, because mouse oocytes are too fragile to sur-

vive nuclear transfer. Willadsen had been able to use

unfertilized oocytes, which are more robust in sheep.

Years of work have subsequently shown that

unfertilized oocytes are successful recipients for nuclear

transfer in numerous species, while zygotes can only be

used at a very particular stage.

In the decade that followed Willadsen’s achieve-

ment, nuclear transfer remained restricted to cells of
the very early embryo. While this was potentially useful

in increasing the number of embryos of valuable ani-

mals such as prize cattle, there were few other practical

applications. However, developments in transgenic

technologies over the same period led to increasing

pressure to improve nuclear transfer.

In 1980, it was reported that naked DNA

microinjected into the pronuclei of fertilized mouse

eggs could stably integrate into the host genome [6].

Microinjection by the same procedure was extended to

livestock 5 years later [7]. A host of practical applica-

tions for transgenic livestock species were soon

envisaged, including enhanced production characteris-

tics, disease resistance, and the production of pharma-

ceutical proteins. However as time went on, it became

apparent that DNA microinjection suffered numerous

drawbacks. The process was inefficient and offered no

control over where a transgene would integrate in the

host genome. Randomly integrated transgenes exhibited

a very wide range of expression, and this was a major

problem for biotechnology companies seeking to make

useful transgenic products, such as pharmaceuticals.

A quite different means of generating genetically

modified animals, based on the use of cultured cells,

was also developed during the 1980s. In 1981, Martin

Evans and Gail Martin independently isolated embry-

onic stem (ES) cells from early mouse embryos [8, 9].

ES cells can be grown indefinitely in culture and then be

incorporated back into a developing embryo. In 1984,

it was found that these cells could also contribute to the

germ line and produce functional sperm or oocytes

[10]. This provided a means of establishing mouse

strains derived from the ES cell genotype, including

any experimental modifications. In 1987, a method of

introducing predefined alterations into genes in situ,

originally developed in tumor cell lines [11], was

applied to ES cells by Thomas and Capecchi [12].

This technique, termed gene targeting, made it possible

to engineer and study precise genetic alterations in

whole animals. The phenomenal power of gene

targeting in ES cells has provided an abundance of

knowledge about the function of genes in mammals,

and was recognized by the 2007 Nobel Prize for

Medicine, awarded jointly to Mario Capecchi, Martin

Evans, and Oliver Smithies.

Mice are vital for basic research, but by the late

1980s, it was apparent that many practical applications
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in areas such as biomedicine and animal agriculture

required ES technology or a functional equivalent in

other species, particularly livestock. Despite consider-

able efforts, fully functional ES cells had not (and still

have not) been derived from livestock. Despite the

difficulties, transfer of nuclei from “ordinary” somatic

cells was seen as a possible alternative means of trans-

ferring engineered genetic modifications from cells to

whole animals. However, this would not be possible if

nuclear transfer was restricted to cells obtained directly

from early embryos. Genetic modification and power-

ful techniques like gene targeting require cells to be

cultured for several weeks.

The breakthrough in nuclear transfer came in the

1990s, when it became clear that the cell-cycle stage of

the nuclear donor cell must be correctly matched to the

state of the recipient cytoplasm. Keith Campbell and Ian

Wilmut of the Roslin Institute near Edinburgh made the

key insight that only nuclei in G1 phase (prior to DNA

replication) would support normal development in

unfertilized oocytes. Transfer of nuclei at other stages in

the cell cycle leads to aberrant chromosomal replication

and inviable embryos. The method they developed and

which is still widely used is to block cycling in the donor

cells before DNA replication by reducing the amount of

serum in the culture medium.

In 1995, two live lambs, Megan and Morag, were

produced by transfer of nuclei from cells that were

derived from a day 9 sheep embryo and then grown in

culture for 6–13 passages [13]. The following year

a similar experiment was performed that also included

cultured adult sheep mammary cells. On 5 July 1996,

a lambwas born from these cells and named Dolly [14].

Her birth showed that previous difficulties with nuclear

transfer had indeed been technical. Adult cell nuclei

were not irreversibly determined in their developmental

potential and could be radically reprogrammed to adopt

a new fate. Shortly after, transgenic and gene-targeted

animals were produced, demonstrating that nuclear

transfer from somatic cells was a practical means of

generating genetically modified animals [15, 16].

Nuclear Transfer

Choice of Transgenic Methods

As mentioned in the introduction, the development of

nuclear transfer in livestock mammals was largely
inspired by the power of ES cell–mediated transgenesis

in mice. The aim was to gain more precision and control

over the type of genetic modifications that could be

carried out. This section reviews nuclear transfer within

the overall context of transgenic technology.

Methods of producing transgenic mammals can

broadly be divided into two categories:

1. Direct transgenesis – the transfer of transgene DNA

directly into embryos.Methods include DNAmicro-

injection, viral transduction, transposon-mediated

transgenesis, and sperm-mediated DNA transfer.

2. Cell-mediated transgenesis – the engineering of

genetic alterations in cultured cells that are then

converted to whole animals. Nuclear transfer falls

within this category. The other major method is the

incorporation of ES, or induced pluripotent stem

cells, into developing embryos to produce chimeric

animals.

Methods of direct transgenesis are more straightfor-

ward than cell-mediated transgenesis. However, at pre-

sent these allow only transgene addition. Earlier

techniques, such as DNA microinjection, are also very

inefficient. Although not a significant drawback in mice,

this is an important factor in livestock because gestation

and maturation times are longer and maintenance costs

far higher. For example, cattle have a generation interval

between 2 and 3 years and each cow bears either one or

two calves, while the generation time of mice is 3 months

and litter size is between 6 and 12 pups. There has

therefore been a strong incentive in livestock programs

to reduce the number of animals gestating non-transgenic

fetuses. Transgenic fetuses can be identified in utero by

analysis of cells shed by the developing fetus and obtained

by amniocentesis or allantocentesis. However, these pro-

cedures carry a significant risk of inducing abortion.

Some efforts have also been made to detect and analyze

fetal cells or DNA in the maternal circulation, but

with little success. Definitive analysis of the integrated

transgenemust therefore be carried out in animals shortly

after birth using small samples taken from blood, tail,

or ear tips.

Methods of cell-mediated transgenesis share the

important feature that genetic manipulation and anal-

ysis of the transgenic genotype are carried out in cells in

the laboratory, rather than in animals “on the farm.”

These cells are then used to transfer the modified



1244 Nuclear Transfer to Produce Transgenic Mammals
genotype to whole animals. While cell-mediated

transgenesis is more labor intensive than direct

transgenesis, it offers significant advantages. Cells can

be analyzed in detail so that only those with the desired

genotype are converted to whole animals. Far larger

numbers of independent transgene integration or

other events can be screened and investigated in cells

than in whole animals. This allows the selection and

isolation of cells carrying rare integration events

resulting from homologous recombination, the basis

of gene targeting.

Nuclear transfer is currently the only practical

form of cell-mediated transgenesis in mammals other

than mice.
Nuclear Transfer Basics

The standard nuclear transfer procedure is to prepare

a recipient cytoplast by removing the genomic DNA

from an unfertilized oocyte. This is usually carried out

by microsurgical withdrawal of a portion of cytoplasm

containing the second metaphase plate using

a micromanipulator. A low-tech option is to split the

oocyte under a microscope using a thin blade, dye is

then used to identify the half containing the metaphase

chromosomes, a procedure termed “hand made clon-

ing.” The donor nucleus, or a whole cell, is then intro-

duced into the enucleated oocyte by microinjection or

electrofusion. Reconstructed embryos are activated

with an electrical pulse to simulate fertilization, cul-

tured if possible to identify viable embryos, and then

transferred to the oviduct of foster mothers to com-

plete gestation. Readers interested in detailed protocols

are referred to a book by Verma and Trounson [17].

As mentioned in the introduction, the key insight

that led to the success of nuclear transfer from a wide

variety of cells was recognizing the importance of

matching the cell-cycle stage of the donor nucleus and

the oocyte cytoplasm. Oocytes of most mammalian

species pause twice during the meiotic cell divisions

that form the gametes: once before the first meiotic

metaphase, and again at the second metaphase, at

which stage the oocyte is mature and can be fertilized.

Oocyte maturation and arrest are induced by a high

level of a protein complex termed maturation-

promoting factor (MPF). Fertilization causes a chain

of events that result in proteolytic cleavage of MPF,
breaking the arrested state and allowing the fertilized

oocyte to complete meiotic division.

The level of MPF in the oocyte has a profound effect

on the outcome of nuclear transfer. If a nucleus is

transferred into oocyte cytoplasm with high MPF, the

nuclear envelope breaks down and chromatin

undergoes chromosome condensation, followed by

nuclear reformation and DNA replication. A nucleus

from a cell in G1 phase of the cell cycle will undergo

normal DNA replication and can support normal

development. However, a donor nucleus in S, or G2,

phase undergoes aberrant re-replication of DNA,

causing chromosomal damage or an abnormal

chromosome number with consequent failure of

development. Nuclear transfer into unfertilized oocytes

can therefore be improved by synchronizing donor

nuclei in G1 phase. This can be achieved by depriving

donor cells of serum, blocking the cell cycle before

DNA replication.

It has been proposed that the key to successful

reprogramming of a transferred nucleus is the free

availability in the recipient cytoplasm of factors neces-

sary for regulating the program of gene transcription

[18]. These are normally associated with DNA within

the nucleus, but dissociate from the genome during cell

division, and are released into the cytoplasm when the

nucleus breaks down, ready to be distributed with the

chromosomes into the new daughter nuclei. These

factors reassociate with the DNA in G1 phase to

reestablish the transcriptional program. Unfertilized

oocytes have an abundance of such free factors,

being paused part way through meiotic metaphase.

Consistent with this model, if the genome of a

zygote is removed during cell division, the resulting

cytoplast can successfully reprogram an incoming

cell nucleus to embryonic gene expression, but if the

zygote nucleus is removed during interphase, it

cannot [18].

Nuclear transfer from somatic cells opened a new

route to produce transgenic livestock, and lifted the

requirement for ES cells for cell-mediated transgenesis.

Cells such as primary fetal fibroblasts can be obtained

in large quantities, manipulated in culture, and then

converted into whole animals by nuclear transfer. The

initial work carried out in Edinburgh was inspired by

the possibility of producing large numbers of geneti-

cally modified animals without conventional breeding,
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termed “instant flocks,” for applications such as bio-

pharmaceutical production in milk [19]. The first large

animal produced in this way was a Poll Dorset sheep

“Polly” that carried a human clotting factor IX trans-

gene, randomly introduced into the genome by in vitro

transfection of fetal fibroblasts [15]. Shortly after, an

a1-antitrypsin transgene was placed by gene targeting

into a site chosen as likely to favor expression [16].

Somatic cell nuclear transfer has since been used to

generate transgenic and gene-targeted animals in

several other species.

From the outset, comparative data indicated that

nuclear transfer requires fewer experimental animals

than DNA microinjection to produce a useful trans-

genic animal [15], reducing costs and benefiting animal

welfare. Techniques continue to improve gradually; for

example, bovine nuclear transfer data from 1998 to

1999 showed an efficiency of 6.3% calves born per

reconstructed embryo, while in 2003–2004 this

increased to 15% [20].

Fetal and perinatal mortality and morbidity are the

most serious issues that face nuclear transfer. The sever-

ity of the problem varies between species, cell types, and

experimental regimes and is unrelated to genetic

manipulation of the cultured cells. Rather, it is

believed to be a consequence of defective epigenetic

reprogramming of the donor nucleus and possibly

incompatibility between the cell-derived nuclear

genome and the oocyte-derived mitochondria. Cumu-

lative data for cattle collected up to 2005 indicate that

more than 1,500 cloned calves were born, of these,

60–70% survived normally to adulthood. The perfor-

mance of these, including reproduction, was similar to

non-cloned animals. Evidence is also accumulating

that ill effects are limited to the first generation.

Offspring, including those from two nuclear transfer

parents, exhibit no increased morbidity or mortality.
Nuclear Transfer with Differentiated Cells

Transgenesis by nuclear transfer began with the use of

abundantly available somatic cells such as fetal fibro-

blasts, mainly as a matter of convenience [15]. It is

desirable to characterize as fully as possible cell clones

used to generate whole animals. However, most pri-

mary cell types have a short lifespan in culture, allowing

little time for transfection, selection, and the expansion
of individual cell clones. Furthermore, prolonged

growth in culture risks genetic and epigenetic alter-

ations that may reduce their ability to support normal

development.

A number of precautions can be taken to minimize

the total time cells spend in culture. Genetic manipu-

lation should ideally be carried out using primary cells

at very early passage. Samples of each cell clone can be

cryopreserved and retained as a frozen stock for nuclear

transfer, while a replicate sample is expanded for

further analysis. Determination of the modal chromo-

some number of cell clones is also useful because it

allows those that have undergone gross changes in

chromosome complement to be excluded. Frozen sam-

ples of cell clones identified as most suitable as nuclear

donors can be thawed and used to generate whole

animals. The viability and lifespan of primary cells

can vary considerably between different isolates and

are affected by factors such as the age of the donor

animal and the method of preparation. It is therefore

important to identify a suitable cell isolate before com-

mencing a transgenic project.

The problem of short lifespan can also be overcome

by “rejuvenating” cells by nuclear transfer and

re-derivation from resulting fetuses. This allows succes-

sive rounds of in vitro genetic manipulation to be carried

out relatively quickly, but does introduce a possible risk

that genetic aberrations occur in the cultured cells, but

remain undetected until animals are born. Serial

nuclear transfer has been used to carry out multiple

genetic manipulations in large animals. Three succes-

sive rounds of cloning were used to inactivate both

alleles of the a1,3-GT gene in pigs [21]. In cattle, serial

nuclear transfer has been used to inactivate immuno-

globulin genes and the prion protein gene PrP [22, 23].

Some researchers have described a progressive decrease

in the efficiency of development over successive clonal

generations (e.g., [24]). However, there has been

a recent report of 15 successive generations of recloned

mice produced with no decrease in success rate using

a chromatin-modifying reagent trichostatin A [25],

suggesting that animal cloning can in principle be

repeated indefinitely.

Nuclear Transfer and Gene Targeting

As mentioned in Section “History and Introduction,”

a major motivation for the development of nuclear
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transfer in mammals was to circumvent the need for

embryonic stem cells and enable gene targeting in spe-

cies other than mice [16] In brief, gene targeting

exploits the ability of a cell to support recombination

between an exogenous DNA molecule and chromo-

somal DNA at regions of shared homology, as part of

the DNA repair process. It can be used to inactivate

individual endogenous genes by insertion or deletion,

replace whole genes, precisely place transgenes in the

host genome, introduce subtle gene modifications, and

carry out large-scale modifications such as the deletion

of megabase-sized DNA fragments. There are many

variations and technical refinements, and the reader is

referred to a review by Capecchi [26] for further details.

Typically, cells are transfected with a DNA construct

carrying an engineered modification flanked by DNA

“arms” homologous to the target locus. At a certain

frequency, homologous recombination occurs between

the construct and the target gene and the engineered

modification is seamlessly incorporated. The frequency

of homologous recombination events varies by locus,

vector, and the cell type used. Identifying cell clones

carrying a targeted event among a large background of

random integrants is key to success. Various methods

have been devised to aid their isolation, the most pow-

erful of which is to use a drug resistance marker gene

that is expressed only if the vector recombines correctly

at the chosen target site. Variations of this technique are

referred to as “promoter trap,” “intron trap,” or “polyA

trap” selection.

Nuclear transfer is currently the only practical

method of producing gene-targeted livestock; however,

it has become clear that gene targeting in somatic cells

is considerably more difficult than targeting in mouse

ES cells, and relatively few gene-targeted large animals

have been generated. Genes so far targeted in livestock

are: COL1A1 in sheep [16], PRNP in cattle, sheep and

goats [22, 27, 28],GGTA1 in pigs [29, 30], IGH in cattle

[22], andCFTR in pigs [31]. Themain problems are the

short lifespan of primary somatic cells in culture, as

discussed above; the overall lower frequency of homol-

ogous recombination relative to random integration

events in somatic cells; and the difficulty of targeting

genes not expressed in the host cells.

Although direct comparisons are hard to find, it is

generally understood that homologous recombination

events are less frequent in somatic cells than in mouse
ES cells [32]. Methods such as promoter trapping can

enrich rare cell clones bearing targeted events, but lack

of transcriptional activity in the host cell precludes

their use. There is also evidence that spontaneous

homologous recombination events are particularly

rare for non-expressed genes [33]. This has made

targeting of many potentially important genes difficult.

There are however promising strategies to enhance the

proportion of homologous recombination events in

somatic cells, such as the synchronization of cells in

late S phase so that vector transfection can be optimally

timed [34], but these have yet to be fully evaluated.

Current progress and a review of the field are provided

by Laible and Alonso-González [35].

An entirely new approach to mammalian gene

targeting is now emerging, based on the use of highly

specific nuclease enzymes. This promises to overcome

many of these problems and possibly supplant nuclear

transfer for some applications, as discussed in

Section “Beyond Nuclear Transfer – Direct Manipula-

tion of Early Embryos.”
Multipotent and Pluripotent Stem Cells

as Nuclear Donors

The main advantage of multipotent cells, such as mesen-

chymal stem cells (MSCs), and pluripotent cells, such as

ES cells, over more differentiated cell types is their longer

lifespan and greater stability in culture. This facilitates

genetic manipulation procedures and the isolation of cell

clones for the generation of transgenic animals.

One of the defining characteristics of ES cells is that

they can grow indefinitely as undifferentiated cells in

culture while retaining the ability to form all tissues of

the body. However, experience gained in mice is not

always applicable to other species. From the few species

investigated, it is clear that not all ES cells are as easy to

handle as those from mouse. For example, human ES

cells survive electroporation and dissociation to single

cells poorly and this has made derivation of stable

transfected human ES cell clones difficult [36]. Despite

considerable efforts over more than a decade, few gene-

targeted human ES lines have been reported [37].

However, the main problem is that ES cells are

simply not available for most mammals. Artificial

induction of pluripotency by the expression of key

transcription factors [38, 39] offers an alternative to
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Legend (a) gfp-transfected porcine MSCs; (b) gfp-transfected porcine MSCs under UV light; (c) nuclear transfer piglets

generated from gfp MSCs; (d) nuclear transfer piglets under UV light
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classical ES cells that is rapidly being extended to other

species. Induced pluripotent stem (iPS) cells can be

cultured for long periods, and mouse iPS cells have

already been used for nuclear transfer [40]. At the

time of writing, the detailed characteristics of iPS cells

from most species however remain unknown. It is

perhaps cautionary to note that although candidate

pig iPS cells have been reported by several authors, in

each case, the reprogrammed pluripotent state was not

stable in culture and relied on continued expression of

exogenous transcription factors.

Multipotent mesenchymal stem cells (MSCs) are

attractive alternatives to ES cells for generating trans-

genic animals. MSCs can be readily derived from bone

marrow or adipose tissue. They proliferate well for long

periods in culture and have been used successfully for

nuclear transfer in cattle and pigs [41–44]. MSCs can
be transfected and retain their multipotent identity and

support preimplantation development of nuclear

transfer embryos at rates similar to non-manipulated

MSCs [42, 43]. Figure 1 shows an illustrative transgenic

experiment in which a green fluorescent protein

reporter gene was introduced into pig MSCs and

whole animals derived by nuclear transfer.

Studies of reconstructed embryos produced by

nuclear transfer indicate that an important cause of

developmental failure is incomplete reprogramming

of the transferred nucleus. This leads to deficient

expression of early embryonic genes and failure to

establish a normal embryonic pattern of epigenetic

regulation and chromatin structure. It has been

suggested that the epigenetic state of the donor nucleus

influences reprogramming efficiency, and cells with

a high degree of developmental plasticity, such as
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multipotent and pluripotent stem cells should be more

successful nuclear donors than differentiated cell types

(e.g., [45]). In mice, a higher fraction of embryos

derived from ES cells were found to develop to term

than those from differentiated donor cells [46]. Evi-

dence from other species is however less clear, although

some studies in pigs describe higher rates of develop-

ment to blastocyst with bone marrow MSCs than fetal

fibroblasts [47, 48]. These findings were supported by

analysis of gene expression, which revealed that porcine

MSC-derived cloned embryos resembled normal

embryos more closely than did those from fetal fibro-

blasts [48].

As mentioned in the previous section, another

advantage of stem cells is that they may support homol-

ogous recombination more efficiently than other cell

types, enabling gene targeting. There is insufficient data

regarding MSCs, but evidence from mice indicates that

iPS cells support homologous recombination at rates

similar to ES cells [49]. Human ES cells also seem to

support homologous recombination at a rate similar to

mouse ES cells [50].
Beyond Nuclear Transfer: Direct Manipulation

of Early Embryos

Sequence-specific DNA endonuclease enzymes that

recognize long target sequences are new tools that

promise to revolutionize genetic manipulation in

many species. Enzymes of this type include naturally

occurring homing endonucleases, often termed

meganucleases, and artificially engineered enzymes

such as zinc finger nucleases (ZFN), please see review

by Cathomen and Joung [51]. Recent years have seen

particular interest in the use of ZFNs in mammals.

ZFNs are artificial enzymes produced by fusing the

cleavage domain of the FokI restriction endonuclease

with a series of DNA-binding domains known as zinc

finger motifs. Each ZFN is a heterodimer that can be

produced to recognize a specific DNA target sequence

of 18–24 base pairs. An appropriately designed ZFN can

create a double-strand break at a single predetermined

site in the genomic DNA. In eukaryotes, the error-prone

non-homologous end-joining DNA repair pathway is

often mutagenic, creating small insertions and deletions

at the break site. Thus, careful choice of break site pro-

vides ameans of inactivating a chosen gene, an alternative
to gene knockout by classical gene targeting. ZFNs must

be designed and custom made for each individual target

site. A critical goal of enzyme design is to ensure that it

does not produce double-strand breaks at sites other than

that intended. Such off-target activity is likely to be toxic

or mutagenic.

Perhaps themost important feature of this technology

is that the frequency of gene inactivation can be so high

that selection or enrichment of cells carrying the targeted

event is unnecessary, effectively removing the need for cell

culture. In 2008, ZFN-mediated gene inactivation was

achieved directly in vertebrate embryos. Viable gene-

targeted zebra fish were created by injecting mRNAs

encoding ZFNs directly into one-cell embryos [52, 53].

This approach has now been extended to mammals, with

the report of rats carrying inactivated IgM and Rab38

genes produced by ZFN targeting in embryos [54].

At present, ZFNs are expensive and have yet to be

widely tested, but on present evidence, it seems likely that

this approach could replace somatic cell nuclear transfer

as a means of generating knock out animals in many

mammal species. The exception being mice, where ES

cells already provide a simple means of producing

gene-targeted animals. ZFNs also promise to facili-

tate gene-targeted insertion or substitution of defined

sequences in cultured somatic cells. As mentioned in

Section “Nuclear Transfer and Gene Targeting,” the

low frequency of homologous recombination is

a problem, and some genes have been difficult to target.

Evidence indicates that a double-strand break at the target

site dramatically increases the frequency of targeting

events [55]. It has recently been shown that ZFNs facili-

tate gene targeting by homologous recombination in

human ES and iPS cells, which had proved difficult

[56]. It remains to be seen whether gene-targeted inser-

tions or substitutions can also be achieved directly in

embryos, this is a fascinating possibility that will

undoubtedly be explored in the near future.

Future Directions

Science can be very unpredictable, and history is littered

with authoritative, but inaccurate forecasts of future

progress. So these comments are necessarily tentative.

What is already clear is the attention that nuclear

transfer has brought to questions of cell identity and

fate. The year 1997 marked a radical change in exper-

imental biology; the concept of cell determination was
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overturned and replaced by the possibility of complete

reprogramming of cell identity. This inspired many

talented people to embark on projects that were previ-

ously inconceivable, with perhaps the most notable

outcome being the derivation of induced pluripotent

stem cells. The production of primitive stem cells

essentially at will, coupled with increasing knowledge

of the normal development of many cell types, is fuel-

ling intense research activity in regenerative medicine

and will undoubtedly bring significant advances in

medicine and benefit to human health.

The efficiency of nuclear transfer has improved, but

advances have been incremental rather than

dramatic. There is still considerable mortality during

gestation and around birth. First generation nuclear

transfer animals sometimes face health difficulties,

probably as a consequence of epigenetic defects. These

may be resolved or mitigated by the use of pluripotent

stem cells as nuclear donors, but supporting evidence

has so far been restricted to mice. At least for a while,

somatic cell nuclear transfer remains the preferred

option for the production of genetically modified live-

stock, and the next decade will likely see gene-targeted

animals of many kinds being generated, especially for

biomedicine. However, while nuclear transfer remains

technically difficult and inefficient, alternative methods

will continually be sought. It is possible that efficient

methods of embryo incorporation such as laser-

assisted injection [57] could supersede nuclear transfer,

with iPS cells used to generate 100% chimeras.

Another notable new technology is the use of zinc

finger nucleases in early embryos. It already seems

likely that this approach might take over from nuclear

transfer for the production of gene knockout animals.

There is also the promise that the use of ZFNs in

combination with gene replacement vectors in cultured

cells will significantly improve the efficiency of conven-

tional gene targeting and give access to more difficult

genes.

The availability of an enabling technology is in itself

insufficient reason to produce genetically modified

animals. Any transgenic project requires an objective

risk to benefit analysis in which the well-being of the

animal is given a high priority. But, where there are real

long-term benefits to the environment, or for animal or

human health, then nuclear transfer and its successor

technologies can offer powerful and precise tools.
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Aquaculture is closely tied to enhanced fisheries;

indeed, marine fisheries enhancement by using the

“aquaculture toolbox” is happening around the world

and in some countries on amassive scale, e.g., in China.

The science of marine enhancement is still in its infancy

compared to other fields of fisheries science, but now

shows potential to (1) increase fishery yield beyond

that achievable by exploitation of the wild stock

alone, (2) help restore depleted stocks, (3) provide

protection for endangered species, and (4) provide crit-

ical information on the natural ecology, life history,

and environmental requirements of valuable marine

species (▶Marine Fisheries Enhancement, Coming of

Age in the New Millennium). The key to successful use

of stocking is to plan enhancement programs from

a fisheries/resource management perspective, using

a broad framework and a transdisciplinary scientific

approach where stakeholders are engaged from the

outset in planning new programs.

Marine fisheries enhancement is a powerful tool

that requires careful and interdisciplinary planning to

control its effects. Marine enhancement will come of

age in this new millennium as agencies and stake-

holders align in truly group efforts. Few marine fisher-

ies enhancement programs have enlisted all of the key

elements of the Responsible Approach to Marine Stock

Enhancement and the Code of Responsible Conduct

for Marine Stock Enhancement. But these principles

are now well described and laid out in a systematic

manner. It is reasonable to expect that future, more

sustainable fisheries enhanced by aquaculture will be

successful as long as dedicated attention is focused on

applying each of the key elements of the Approach

and Code.

Polyculture is a sophisticated ecological precept

illustrating the “niche concept.” In aquaculture, it is
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
ancient practice originating in China where the pro-

duction of two or more noncompetitive species are

cultured in the same physical space at the same time,

often with the objective of producing multiple

products from one system, and thus multiplying

production and adding value. Polyculture is used

primarily to enhance total production within an

aquaculture facility while maintaining, and in many

cases, enhancing water quality. Species used may be

a combination of animals and plants, or aquatic and

terrestrial species. In the modern context, polyculture

systems have evolved to incorporate hydroponic

systems (aquaponics).

Aquaculture may be an ancient practice, but until

recently, the field has developed mainly on a trial and

error basis. Modern aquaculture developments are

organized principally in a traditional, compartmental-

ized manner designed to maximize financial returns.

However, macroeconomic factors are not the sole

drivers of success in aquaculture. Advancing sustain-

able aquaculture science and technology requires inno-

vation in multiple fields, plus must incorporate

innovative participatory processes that engage scien-

tists, extension professionals, policy-makers, and the

public. Aquaculture has advanced rapidly in many eco-

nomically developing countries due to the formation of

multidisciplinary teams that have worked together over

10–20-year periods not only to incorporate the latest

biophysical and engineering advances but also to evolve

innovative, socioecological, and ecosystem governance

approaches to management and civil society

(▶Aquaculture, Sustainability Science in). In the

twenty-first century, the environmental and social

costs of aquatic food production cannot be external-

ized, and “social profit” is as important as economic. It

is well recognized that the development of sustainable

aquaculture is dependent not only on the technical

needs for hatcheries to produce seed and feed mills to

produce feeds but also on markets, equipment, and the

overall capabilities of the entire “seafood infrastruc-

ture.” Aquaculture is evolving rapidly and has a real

chance to be a shining example of sustainable foods

production for millions of people both rich and poor.

A new development paradigm is needed, one that uses

the principles and practices of ecology to break through

disciplinary bounds and tie together real-world
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3

http://dx.doi.org/10.1007/978-1-4419-0851-3_188
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knowledge, combining the findings of disparate,

applied research disciplines in the ecological and social

sciences in order to create a new, knowledge-based

infrastructure and social-ecological support system

(▶Aquaculture, Ecological). FAO has developed

guidelines for an ecosystems approach to aquaculture

which can be used to design “aquaculture ecosystems”

at many scales. Until recently, there were few commer-

cial examples of successful models of these advanced

aquatic food ecosystems, especially in marine waters,

but the basis and content of two commercial operations

are described here (▶Aquaculture, Integrated Multi-

trophic (IMTA), and ▶ Sustainable Ecological

Aquaculture).

IMTA and SEA systems incorporate innovative

engineering and ecological design components that

demonstrate a clear transition from single to multiple

species aquaculture production in the ocean. The con-

cept is simple, but the practices are elegant. The farm-

ing of aquatic species from different trophic levels in

proximity allows one species’ uncontaminated (no tox-

icants used), uneaten feed and nutrient wastes to be

recaptured and converted into fertilizers, feeds, and

energy for other aquatic crops. IMTA and SEA systems

combine “fed aquaculture” (e.g., finfish) with “extrac-

tive aquaculture,” which utilizes inorganic waste nutri-

ents (absorbed by seaweeds) and organic waste

nutrients (filtered by shellfish) from the fed aquacul-

ture system. The aim is to design and operate a balanced

farming ecosystem for improved environmental sustain-

ability, greater economic profit (improved outputs,

lower costs, product diversification, reduction of risks,

value added, ecolabeled products), and societal accept-

ability (job creation, improved governance, safe prod-

ucts, no contaminants).

Production of finfish species from coastal aquacul-

ture systems has been limited until recently to the use of

open, net pen cage systems. These systems are the most

available (inexpensive in terms of cost/volume) and,

thus, have proliferated where the regulatory environ-

ment has allowed their use inshore. Surface gravity cage

systems are also themost controversial of all engineered

aquaculture systems. They can be more easily destroyed

in storms. And they are capital and labor intensive,

requiring large and expensive hydraulic and feeding

equipment for management, maintenance, net han-

dling, washing, and cleaning.
In the Mediterranean, coastal finfish aquaculture

in surface gravity cages has spread throughout the

region. Progress has been made, but there is still

a poor understanding of the environmental interac-

tions of aquaculture in such a unique sea. Scientists

remain unable to calculate the carrying capacity of

areas of the sea for aquaculture (▶Marine Aquaculture

in the Mediterranean). There are many different types

of habitats and ecosystems within the Mediterranean

Sea so that it is essential that ecological and socioeco-

nomic research address regionally specific issues.

There is a special urgency to improve the understand-

ing of fish pathology in Mediterranean aquaculture

systems, especially in view of EU policies concerning

the reduction of chemical use in the aquatic environ-

ment. Sustainable aquaculture within the Mediterra-

nean Sea may be achieved by combining therapeutic

treatments with health management strategies as

breeding of tolerant fish, improving water quality,

and vaccination.

Aquaculture in the open ocean or in high-energy

coastal areas is predicted to grow rapidly in the twenty-

first century due to space and resource conflicts in

crowded coastal areas where most of the world’s

population resides. There are few commercial examples

of successful models of well-studied commercial

finfish cage operations in marine waters off islands,

so the example of 5 years experience at the Kona

Blue farm site, the evaluation of actual data, and obser-

vations recorded there are globally important

(▶ Environmental Impacts of an Open OceanMaricul-

ture Operation in Kona, Hawaii). Baselines and evalu-

ation of impacts of commercial aquaculture at such

sites, their context, and their interpretations

give invaluable insights into the future trajectory of

sustainable open ocean aquaculture for many tropical

nations.

Escaped fish may impact wild fish through compe-

tition, predation, habitat displacement, gene pool dilu-

tion, etc. In an attempt to reduce the numbers of

escapees, rapid progress is being made throughout the

world in the design of new, submersible containment

cages that are easier to manage in difficult environ-

ments and are more storm resistant. One globally

important aquaculture engineering innovation is the

development of a modular “Aquapod™ cage system”

which utilizes individual triangular net panels fastened

http://dx.doi.org/10.1007/978-1-4419-0851-3_172
http://dx.doi.org/10.1007/978-1-4419-0851-3_173
http://dx.doi.org/10.1007/978-1-4419-0851-3_173
http://dx.doi.org/10.1007/978-1-4419-0851-3_181
http://dx.doi.org/10.1007/978-1-4419-0851-3_181
http://dx.doi.org/10.1007/978-1-4419-0851-3_182
http://dx.doi.org/10.1007/978-1-4419-0851-3_182
http://dx.doi.org/10.1007/978-1-4419-0851-3_186
http://dx.doi.org/10.1007/978-1-4419-0851-3_186
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together to construct a rigid sphere as a secure enclo-

sure. The Aquapod™ panels are made of simple struc-

tural members (plastic lumber from mainly recycled

bottles) and wire mesh netting. Some individual panels

or groups of panels have other functions, such as access,

feeding, fish transfer and grading, harvest, mooring,

and mortality recovery. Other individual panels may

have pneumatically controlled flotation devices which

allow an almost infinite orientation of the Aquapod™

in the water (▶Aquapod Systems for Sustainable

Ocean Aquaculture).

The rationale placement of aquaculture systems in

the ocean is now being considered as an essential part

of coastal and marine spatial planning (CMSP) efforts,

and for some countries, the movement toward

development of offshore renewable energy systems

(wind, tidal, wave) has been viewed as a opportunity

to examine closely the opportunity to site multiple,

compatible uses in the ocean, such as the integration

of offshore aquaculture with renewable energy systems.

Analyses and field experiments have been conducted

that merge submerged finfish cages and shellfish grow-

ing structures with offshore wind energy structures,

and some important logistical, economic, and environ-

mental advantages have emerged (▶Aquaculture and

Renewable Energy Systems, Integration of). Offshore

windmills use the wind above the surface to produce

energy, and their fixed pylons, concrete foundations,

metal jackets, tripods, or tripiles offer excellent poten-

tial for a wide range of aquaculture systems. Pioneering

studies conducted in Germany have examined the

colocation of offshore wind farms and off‐bottom off-

shore aquaculture for shellfish and algae. In addition,

a broad-based stakeholder process involving all

concerned in the multifunctional uses of offshore

wind farms for aquaculture has been conducted

which has helped dispel the many mistaken percep-

tions, concerns, and doubts about these ideas.

Engineering advances for open ocean shellfish

aquaculture worldwide, initially adapted from deep

water suspended scallop culture systems in Japan,

push the frontier of shellfish production away from

the multiple user conflicts of the world’s coast and

offer enormous potential for the production of low

trophic level grazing shellfish species that could provide

massive amounts of new, high protein, and fatty acid

rich seafood for humanity. Advances have not been
limited to new types of lines, moorings, buoys, but

also in shellfish management and innovative extension

methods to move capture fishermen into shellfish

aquaculture (▶Mussel Culture, Open Ocean Innova-

tions). Offshore deepwater shellfish farming technolo-

gies have been shown to be effective for mussel

production in very high-energy open ocean conditions

(e.g., significant wave heights >10 m) in the northeast

USA, and at a test site in the German Bight with

significant wave heights >8 m and current velocities

up to 1 ms�1.

Shellfish and seaweed aquaculture are considered by

many marine stakeholders to be best choices due to the

elimination of many of the environmental concerns

over feeds plus their beneficial impacts on particulate

and nutrient pollution (▶ Seaweed Aquaculture for

Human Foods in Land-Based and IMTA Systems).

The sustainable expansion of seaweed aquaculture is

also being driven by the needs for additional sources

of high quality, nutrient-dense human foods (sea veg-

etables with high levels of omega-3’s). Expansion of

seaweed aquaculture is being considered in offshore

and coastal areas but also in land-based systems.

Land-based cultivation of seaweeds reduces the pres-

sure on wild harvests, particularly those which are

unsustainable and ecologically damaging, assists in

the evaluation of numerous species that are unsuitable

candidates for traditional, open water systems, and

allows for increased environmental and input controls.

High levels of control in land-based settings provide

the necessary traceability, security of supply, high qual-

ity standards, and safety standards required not just for

human consumption but also for nutraceutical and

pharmacological applications (▶Mariculture Systems,

Integrated Land-based).

Shellfish aquaculture is one of the fastest growing

sectors of the food industry, raising concerns about the

influence of the activity on the environment. The sus-

tainability of shellfish aquaculture and assessments on

its trajectory toward sustainability involve a detailed

review of the ecological impacts – both positive and

negative – on nutrients, particles (filtration), exotic

species, biodiversity, structure (habitats), and oppor-

tunities for incorporating best practices and developing

innovative culture systems (▶ Shellfish Aquaculture,

Methods of Sustainable). The concept of “acceptabil-

ity” of impacts is critical to determining the

http://dx.doi.org/10.1007/978-1-4419-0851-3_187
http://dx.doi.org/10.1007/978-1-4419-0851-3_187
http://dx.doi.org/10.1007/978-1-4419-0851-3_180
http://dx.doi.org/10.1007/978-1-4419-0851-3_180
http://dx.doi.org/10.1007/978-1-4419-0851-3_178
http://dx.doi.org/10.1007/978-1-4419-0851-3_178
http://dx.doi.org/10.1007/978-1-4419-0851-3_189
http://dx.doi.org/10.1007/978-1-4419-0851-3_189
http://dx.doi.org/10.1007/978-1-4419-0851-3_320
http://dx.doi.org/10.1007/978-1-4419-0851-3_320
http://dx.doi.org/10.1007/978-1-4419-0851-3_190
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sustainability of shellfish aquaculture in the marine

environment. Since the term “acceptable” is governed

primarily by social values, the social carrying capacity

of aquaculture should be the basis of a sustainability

program to assess the sum of activities, not only includ-

ing aquaculture, within a defined area. The mechanism

toward identifying sustainable activities in the marine

environment will progress when clear policies are

elucidated and an inclusive approach is adopted

reflecting legislative requirements and the views of all

stakeholders.

Sustainable shellfish aquaculture will depend upon

a strong but reasonable regulatory system, responsible

farmers adhering to best management practices so that

they raise do not deplete resources in a given area to

such an extent that bivalve production is decreased,

and a society that judges if shellfish aquaculture has

an acceptable impact on the environment and is sus-

tainable. Since there is intense competition for space

and use in many coastal zones, the siting of shellfish

aquaculture farms can be contentious. Thus, many

organizations have stressed the importance of deter-

mining the carrying capacity of different areas for

shellfish aquaculture. There are a number of ways that

“carrying capacity” may be defined, including physical,

production, ecological, and social, and the first three

categories are to lesser or greater degrees related to

social expectations and standards. A number of

methods have been developed to calculate these

different categories of carrying capacity for bivalve

culture. Advances to estimate the different categories

of carrying capacity have been made (▶Carrying

Capacity for Sustainable Bivalve Aquaculture). Scien-

tific advances in modeling for shellfish aquaculture

have encouraged the rapid development of

a sustainable shellfish aquaculture industry, with excel-

lent case studies from throughout the world

(▶Carrying Capacity for Aquaculture, Modeling

Frameworks for Determination of).

There have been concerns that aquaculture has been

moving away from its global responsibility to be more

sustainable and to realize its altruistic goals of provid-

ing net benefits (additional foods) for a protein-hungry

planet. Whether the word sustainability has become

overused or not, it has catalyzed a forum for oversight

of the growth and development of sustainable
aquaculture on a global scale. The challenges to aqua-

culture sustainability are numerous from the biologi-

cal, environmental, economic, technological,

engineering, regulatory, and societal perspectives.

Appropriate species need to be selected based on their

biology, growth, and harvesting technologies, all

adapted to local environmental conditions. Cost-effec-

tive, safe, and full containment engineering innova-

tions will be required. Growing multiple species in an

ecosystem sense will require aquatic farmers to develop

additional “skill sets” since multiple farming practices

are oftentimes completely different activities. There is

one view that high value markets will have to be found

for these additional “janitorial” species to justify their

culture. There are also issues with permitting and reg-

ulatory authorities and not so trivial opposition from

coastal and riparian land owners.

Sustainable aquaculture will also have to incorpo-

rate at the outset, and not as an afterthought, planning

for not only the sustainable production of aquatic

foods but also for innovative participatory social pro-

cesses, community development, and the wider social,

economic, and environmental contexts of aquaculture

at diverse scales, both large and small. To judge the

sustainability of new models of ecological aquaculture

will require the development and use of new, more

comprehensive models for decision-making for the

evaluation of aquaculture production, such as life

cycle assessments, an ISO-standardized accounting

framework that allows for multicriteria environmental

and social performance assessments. Such comprehen-

sive methods will help a new cadre of innovators see

the opportunities to evolve the next generation of

sustainable practices in aquaculture. With an increase

in ecological innovations coming to aquaculture,

a higher level of sustainable intensification could be

achieved. Important flows of natural resources will be

increasingly understood, measured, used, and allocated

more efficiently globally, regionally, and locally, which

could result in the reallocation of resources more con-

sciously into the most efficient animal and plant pro-

duction systems for humanity. Such a sustainable

intensification of ecological aquaculture will be essen-

tial in order to maintain and preserve aquatic ecosys-

tems while providing additional high-energy aquatic

foods for people by 2050.

http://dx.doi.org/10.1007/978-1-4419-0851-3_179
http://dx.doi.org/10.1007/978-1-4419-0851-3_179
http://dx.doi.org/10.1007/978-1-4419-0851-3_904
http://dx.doi.org/10.1007/978-1-4419-0851-3_904
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Glossary

Allele Allele is one of the several possible forms of the

DNA sequence at a particular locus.

BLUP (best linear unbiased prediction) BLUP is a

method to estimate breeding values by taking

account of the pedigree relationships among the

individuals instead of assuming uncorrelated resid-

uals as in ordinary least squares methodology.

Corticosteroids Corticosteroids are steroid hormones

such as cortisol, produced in the adrenal cortex.

They are involved in energy metabolism, immune

response, stress response, and many other

functions.

Cryoconservation Cryoconservation is the conserva-

tion of living material by freezing.

Effective population size Effective population size is

a measure of the genetic variability of a population.

It is defined as the number of breeding individuals

in a stable population with a 1:1 sex ratio, no

overlapping generations, and random mating and

reproduction, that would lead to the same rate of

inbreeding as what occurs in the population under

study.

Fitness constraint Fitness constraint is a reduction of

the health and strength of an individual.

Microsatellite Microsatellite is a repeating sequence of

a few DNA base pairs, highly variable and therefore
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
used as molecular markers in genetic analyses. Typ-

ically neutral, i.e., not associated with functional

genes. The alleles differ in terms of the number of

repeats, so there can be many.

SNP (single nucleotide polymorphism) SNP is

a mutation of a single DNA base pair at a specific

locus, possibly in a functional gene. SNPs are used

as molecular markers in genetic analyses. They usu-

ally carry two alleles.

Stereotypy Stereotypy is a repetitive, apparently pur-

poseless, behavior such as pacing, rocking, chewing,

and licking during psychological distress. This

behavior is seen in captive animals, often caused

by the lack of options to exercise other instinctive

behavior patterns because their required substrate

(e.g., space or companions) is not available.

Definition of the Subject

The sustainability of farm animal production depends

largely on strategies for animal management, health

care, and nutrition, and on strategies for processing

and marketing the products (e.g., meat, eggs, milk,

and manure). Strategies for animal breeding exploit

genetic and reproductive technology to better match

the next generation of production animals to what the

market requires. Breeding creates gradual changes in

the animal species, providing a way to support

sustainable development: better match the next

generation of production animals to what enhanced

sustainability requires. The technological challenge

is to consider the balance among the various sus-

tainability elements (profitability, human nutrition,

environmental load, resource management, animal

welfare), and to design genetic strategies to support

that balance.

Introduction

Gamborg and Sandøe [1, 2] write about “applying the

notion of sustainability” in animal breeding. They first

explain why this is relevant at all: “animal breeding

[. . .] is a largely unnoticed, yet economically vital part

of the agriculture and food sector. But despite remark-

able advances in productivity [it has] negative impacts:

for example, on animal health and welfare, and on

genetic diversity. This raises the question of what limits
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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to acceptable practice we should set in this area.” This is

about societal regulation of industry practice: about

a license to breed.

These authors notice that “discussions of sustain-

ability may open up dialogue on ethical issues and

[may] help to set an agenda,” and describe projects

where “breeders were required [. . .] to develop

a definition of sustainable farm animal breeding [. . .].

They were asked to identify their key concerns and

priorities, to characterize any resulting dilemmas,

and to suggest ways towards a meaningful

operationalization.

The [. . .] breeders [could describe and clarify] the

concerns they considered relevant [. . .]. But they found

it harder to identify the concerns they had chosen to

exclude [. . .] Most difficult [. . .] was the prioritization

of potentially conflicting concerns. Roughly speaking,

there are two ways to overcome conflict here:

1. technological solutions, in which relevant conflict is

resolved through technological changes in breeding

practice

2. increased transparency, in which clear statements

about the relative priorities [. . .] are essential.”

The rest of the above text focuses on point (2).

By contrast, the present chapter deals mainly with

point (1), focusing on pig breeding while borrowing

from poultry and cattle breeding where relevant. Prior-

itization of the relevant, and potentially conflicting, con-

cerns is indeed difficult, but essential in any concrete

case. Such a prioritization cannot be attempted here, as

it will always depend on that concrete case.

The classical “triple bottom line” of Elkington [3] is

extended here with a fourth element, leading to the

sustainability targets

People � Pigs � Planet � Profit

The possible contribution of the technology of pig

breeding and genetics to two of these targets is

discussed here: Pigs is about animal welfare, Planet

deals with biodiversity and pollution.

People is about social justice, with little connection

to pig breeding technology. A possible case would be

biopiracy which is more a political and economic issue

than a technological one, and more relevant in the

plant breeding sector – but see [4] for a case study of

the immigration of Meishan into western pig
populations, a commercial failure due to unforeseen

technological developments. Influencing Profit by pig

breeding has been covered intensely since selection

indexes were designed – there is no need to repeat

that here.

It must be borne in mind throughout that “sustain-

ability will always be a matter of more or less: it can

never be an absolute goal” [2].
Biodiversity

FAO’s State of the world’s animal genetic resources for

food and agriculture [5] mentions 140 known extinct

and 599 non-extinct pig breeds. Of the 599, 90% are

local breeds (LB, occurring in one country only) and 6%

are international transboundary breeds (ITB). Of these

599 breeds, 22% are “at risk” based on population size:

roughly, populations with less than 1,000 breeding

females or 20 breeding males are considered to be at

risk, genetic survival being endangered. The risk status

of 38% of the breeds is unknown, 40% are “not at risk.”

Livestock breeds become endangered in many ways.

FAO [5] gives three categories: (1) emergencies:

drought, flooding, earthquakes, famine, war; (2) epi-

demics and zoonosis eradication campaigns; (3) most

important: livestock sector trends, described earlier

[6–8] in terms of displacement by other breeds, indis-

criminate crossbreeding with exotic germplasm,

overfocus on a single trait, no sustained breeding

program, changes in production systems or producer

preferences, and technology development. To this

can be added the reduction of demand for the

breed’s products – for pigs, since about 1950, such

a product would typically be fat. Most pig breeds have

evolved as an intrinsic part of a production system,

catering for demands for particular products. When

the production system (or the demand for its products)

disappears, its associated breeds (e.g., lard-type pigs)

will disappear with it – unless they find an alternative

niche.

Extinction of a livestock breed can be undesirable

for several reasons. A pressing one is (A) when it con-

tributes to “maintaining the identity of human com-

munities” [9], e.g., pigs in the South Pacific, or even

more when the livelihood of a human group depends

on it; this typically involves ruminant breeds. Simianer

[10] gives two other categories: (B) “the insurance
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argument”: “genetic diversity can be seen as an insur-

ance against future changes, [with] the objective [. . .]

to maintain sufficient genetic diversity to be able to

adapt to the challenges that are ahead” – bearing in

mind that those challenges are increasingly

unpredictable in times of global climatic change and

intensifying global trade; and (C) cultural arguments:

“farm animal breeds must be seen as a man-made good

with a long history, often parallel with [human] cul-

tural development [. . .] and therefore similar argu-

ments for conservation apply as for other cultural

assets [such as historical] buildings or artwork”.

All these arguments call for genetic conservation,

most pressingly with regard to category (A). With

regard to category (C), the question is how to

objectivize the cultural value of a livestock breed [11],

which will be necessary when the costs of its conserva-

tion are being budgeted.

With regard to category (B), the main question is

what kind of future challenges might require the breed-

ing sector to exploit genetic material that previously

has been unsatisfactory enough to become endangered;

why [12] “preserve animals that farmers have aban-

doned”? The interest must then be in traits that were

not important in mainstream breeding, e.g., meat qual-

ity traits (covering unexpected changes in consumer

preferences) or robustness traits that facilitate adapta-

tion to previously uncommon conditions, covering

unexpected changes in options for health or climate

control, or nutrition.

There is serious doubt among geneticists whether

this insurance argument for breed conservation is real-

istic at all. To quote [13, 14], rearranged for consis-

tency: “little use is made of conserved populations in

mainstream commercial production of livestock; mod-

ern populations [. . .] are so far ahead of conserved

strains in production traits, that adaptation of [the

modern populations] offers far more opportunity

than crossing back to far out of date stocks; even in

countries where highly adapted breeds have evolved,

typically these breeds are not perceived as having suffi-

cient immediate utility to make them commercially

viable; there are no present-day commercial animal-

improvement companies or organizations that feel the

need to invest in conservation as an insurance; the

main perceived insurance benefit [. . .] is the conserva-

tion of adapted [sets of] alleles that are confined to one
or a few breeds; there is [. . .] no reason to assume that

there is [. . .] little variation in fitness associated traits in

livestock populations simply due to selection; another

important justification for conservation [. . .] is the

value [. . .] for the increasingly powerful genomics ana-

lyses that have the potential to shed much light on the

basic biology of adaptive traits; with moves towards

genomic selection [. . .] the emphasis moves more

towards best utilization of the large amounts of varia-

tion present in [. . .] commercial populations.” Much

earlier, Dempfle [15] wrote “only in very exceptional

cases would a geneticist interested in improving

[a leading] breed consider going to another breed to

exploit interbreed variation, since most likely this

would result in lowering of the mean. This is not likely

to change very much, even with future technology.”

Despite such skeptical points of view, endangered

breed conservation is a current political commitment

and an actively promoted reality, so it is valid to con-

sider its technical issues.

Category (B) above centers around disappearance

of (possibly) useful alleles – emphasizing within-

species genetic diversity rather than particular breeds.

From a technological point of view, in vitro

cryoconservation would be adequate. So, allowing for

the 38% “unknown” risk status breeds mentioned

above, the technological challenge is to conserve the

useful alleles carried by 130–360 pig breeds. Most of

these are LBs.

Conservation of animal genetic resources is expen-

sive, logistically complicated, and its worldwide

funding is limited and fragmentary. Conservation of

all genetic diversity is therefore not feasible and choices

will have to be made with regard to funding the con-

servation of particular breeds, and not other ones:

global genetic resource management. FAO [5] presents

criteria (the breed’s status, value, and potential for

improvement) to support decision-making around

conservation and genetic improvement actions, see

Fig. 1. It holds several items where animal breeding

and genetics technology can usefully contribute:

(1) genetic distinctiveness; (2) population size and

structure; (3) utility for food and agriculture, including

adaptive traits. On a higher level, the balance between

distinctiveness, risk status, and utility: (4) the ultimate

priority level of the breed. Further elements are (5) tar-

get traits for genetic improvement and (6) genetic
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Pig Breeding for Increased Sustainability. Figure 1

Information required to design strategies for global genetic resource management (Modified from [5])
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improvement programs. Sections “Genetic Distinctive-

ness” to “Genetic Improvement Programs” deal with

these items in this order.

Genetic Distinctiveness

Megens et al. [16] describe the genetic diversity among

46 Chinese and 51 European pig breeds. Microsatellite

marker genotypes were converted to genetic distance

estimates among breeds, which can be worked into

phylogenetic trees (dendrograms) and other cluster

representations; see [17] for background information

about various techniques. The results of this analysis

are in Fig. 2, which shows genetic distance estimates

among these breeds through three-dimensional scal-

ing. This reveals a marked difference between the
Chinese breeds (strongly diverse in all three dimen-

sions, falling apart into five geographic clusters) versus

the European breeds which form a separate cluster,

much tighter when compared on the same scale. The

European dendrogram (not shown here) gives more

detail, suggesting distinct groups of English and south-

European LBs. The authors relate their results in beau-

tiful detail to the domestication history of the breeds.

An earlier study of roughly these same European

DNA samples [18, 19] measured the allelic richness of

these breeds, in terms of the mean effective number of

alleles per marker (2.3–3.5 in the ITBs, 1.9–4.0 in the

LBs, for microsatellites), and the number of private

alleles (found in one breed only) – zero to five, with

an outlier at 15.



Pig Breeding for Increased Sustainability. Figure 2

Estimated genetic distances among 46 Chinese (black

circles) and 51 European (white circles) pig breeds, and one

Sino-European synthetic (gray circle). The genetic distance

between two breeds is quantified here by the physical

distance between their two circles (From [16])
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Many similar analyses have been reported since

1995 ([20]; four Belgian breeds). Recent ones involve

three Brazilian LBs, one ITB and an industrial synthetic

[21], and twelve North and South American LBs, three

ITBs, and three wild varieties [22].

Obviously, the accuracy of such analyses depends

on the number of markers per breed. Alves et al. [23]

show a diminishing-returns pattern for the accuracy

of clustering six pig breeds and wild boar, as a func-

tion of numbers of microsatellites analyzed – with

�24 markers required for 95% overall clustering

accuracy, and �35 to cluster the “less divergent

populations.” The accuracy of clustering parameter

estimates is commonly quantified by bootstrapping.

Felsenstein [24] notices that such resampling tech-

niques are particularly valuable when the function to

be estimated (e.g., a dendrogram) is algebraically com-

plicated so that its variance cannot be derived analyti-

cally. An example of analytical derivation is in [25]

where the standard error of the genetic distance esti-

mate was obtained from observed allele frequencies.

Contrary to data-specific procedures such as the
bootstrap, analytical forms allow for algebraic

rearrangement of terms so that data volume and struc-

ture required for a particular accuracy level can be

obtained – as done empirically in [23].

To support the decision-making process of Fig. 1,

quantification of genetic distinctiveness of a breed

must consider within-breed and between-breeds diver-

sity. The breed’s (possibly unique) alleles will be of

future interest more likely (1) when it shows a clear

genetic distance to other breeds in the between-breeds

diversity as in Fig. 2, and (2) when it shows a larger

within-breed diversity (carries a larger number of dif-

ferent alleles). Also, a successful breeding program will

be easier to implement for breeds with larger

within-breed diversity, see the section on “Genetic

Improvement Programs”. Therefore a breed’s genetic

distinctiveness should be quantified by some combina-

tion of (1) genetic distance to other breeds and

(2) within-breed genetic variability. Their relative

weighting will depend on the value of parameters

such as the proportion of total diversity due to diversity

between breeds (Wright’s FST, estimated at <0.3 in the

above studies, naturally dependent on the sample’s

breed composition); the “standard” approach [26] is

to weight item (1) by FST and (2) by (1 – FST). It will

also depend on strategic issues like the breed’s intended

purpose. For example, the between-breeds component

would count more if the breed must play a role in

a terminal crossbreeding program [27] and less if the

breed must be merged into a synthetic for subsequent

genetic improvement. Approaches are described,

discussed, and/or illustrated by [28–31] and sources

referenced therein. A practical suggestion [32] is “to

consider how much diversity the breed adds to a core

set constituted by commercial lines or breeds that are

already subject to successful conservation.”

All the above presumes a random approach: no

specific traits are targeted and genetic diversity is val-

ued as a neutral entity. Neutral markers like

microsatellites are appropriate if future needs are

indeed unknown: “since we need to maintain the

genetic capacity to cope with challenges not even

known today, this can be best accomplished by

maintaining neutral genetic diversity” [10].

Nevertheless, some studies have deliberately used

markers associated with specific traits. Ciobanu et al.

[33] argue that “the relationship between variability at
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neutral marker loci [. . .] and adaptation or individual

fitness is still unclear” and “to characterize a breed not

only in terms of genetic distance [. . .] but also in terms

of variation at interesting loci associated with pheno-

types, [. . .] will give more opportunity to elaborate an

efficient strategy for conservation of breeds,

maintaining their ‘useful’ genetic diversity and provid-

ing important resources for possible new unique traits.”

Likewise, half of the markers typed by Iannuccelli et al.

[34] were SNPs “chosen for their position close to

interesting QTLs.” They mention that in addition to

comparisons between breeds, they have “focused on the

diversity within genomic regions containing genes that

influence economically important traits, the variability

of which is supposed to have evolved under the influ-

ence of artificial selection. [This has] allowed us to

reveal regions where artificial selection favored certain

alleles. For some SNPs where both alleles were found in

all breeds, the frequencies were very different between

breeds, suggesting different selection histories” (trans-

lated). A method to combine neutral diversity and

diversity due to selection into a single criterion is

presented in [35].
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Population Size and Structure

There are three ways to estimate effective popula-

tion size (Ne). Two make use of quantitative genetics

theory [36].

First, from census counts of breeding males and

females (Nm, Nf), typically through approximations

developed for scenarios without selection, such as

Ne � 4�(Nm�Nf)/(Nm+Nf), possibly expanded with

information on variation in family structures. This

method has been applied to Romanian, Japanese, and

Croatian pig breeds [37–39]. The European Farm Ani-

mal Biodiversity Information System (EFABIS; http://

efabis.tzv.fal.de) holds data on livestock breeds, includ-

ing Ne derived this way. Figure 3 shows its estimated Ne

values for 111 pig breeds, in relation to their Nf values.

These datapoints are not on a straight line because of

variation in the (Nf/Nm) ratio; the reference lines indi-

cate where Nf equals 5 (top), 10, or 100 (bottom) times

Nm. Therefore, datapoints above the two highest refer-

ence lines represent situations with less than five (or

ten) recorded breeding females per recorded breeding

male – not very feasible scenarios in pig breeding,
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certainly at Nf values above 100. This only illustrates

the difficulty of obtaining consistent census counts,

and the limitations to deriving credible Ne estimates

from them.

Second, through the rate of inbreeding (DF) as cal-
culated from pedigree analysis, exploring the fact that

Ne = 1/(2DF) under randommating. Themain resource

required here is a complete pedigree. This method

has been applied to Japanese, American, German, and

Finnish pig breeds [38, 40–42]. The approach can be

taken an important step further by focusing on its

across-breeds distribution characteristics [43].

A third approach makes use of molecular genetics

technology, with various ways of analyzing marker

data – for an overview see [44]. Álvarez et al. [45]

analyzed the full pedigree of a small fragmented sheep

population and genotyped microsatellites. They con-

clude that co-ancestry coefficients as estimated from

pedigree data and from molecular data become rapidly

correlated when pedigree depth increases, so that the

expense of recording “molecular information in well

established conservation programs may not be justi-

fied”; on the other hand, for small populations with

a shallow pedigree “neither [pedigree] nor molecular

information by themselves are sufficient [. . .]; each

available parameter offers partial information.”

For the correlation between pedigree-based and

molecular measures of diversity “to be substantial,

a considerable number of loci is required and, more

importantly, a high variance of the [pedigree-based]

inbreeding values should be present; [. . .] it should be

preferable to use pedigree information whenever avail-

able, and limiting the use of markers to verify, correct,

complete or even implement pedigree recording” [32].

Of course, in livestock breeds, deep and complete

pedigrees are almost as scarce as dense DNA marker

data, so “markers could be most useful in cases where

little information on population history is available”

[46]. Toro et al. [47] give a beautiful example of two LB

varieties with complete 20-generation pedigree data,

but these were maintained on an experimental farm –

not a common situation.

Therefore, the molecular approach is widely seen as

potentially more powerful than classical quantitative

methods. Aspi et al. [48] write: “Owing to variation in

family size and overlapping generations [. . .] Ne is [. . .]

difficult to estimate from demographic field surveys.
[. . .] Genetic methodsmay provide more effective ways

for estimating Ne.” They genotyped microsatellites and

estimated Ne at �40. Moreover, from those same data

“large genetic variation was found in the population

despite a recent demographic bottleneck. No spatial

population subdivision was found, even though

a significant negative relationship between genetic relat-

edness and geographic distance suggested isolation by

distance.” This is about a wolf population; similar quan-

tification of Ne, demography, and subdivision would be

very useful in livestock genetic resource management.

An effective population size of 40 would be

regarded as dangerously low. Meuwissen [49] mentions

a “critical effective size” (below which fitness steadily

decreases) of 50–100, at least in populations not

selected for traits negatively correlated to fitness.

Ollivier et al. [50] transform Ne into the extinction

probability Pext, operationally defined as the expected

level of inbreeding (accumulating deleterious muta-

tions, which eventually leads to extinction) after 50

generations: Pext ¼ 1� e�50=ð2NeÞ. With a pig genera-

tion interval of 1 year, this goes back to [51] where risk

of extinction is based on cumulative inbreeding over

50 years. The above Ne = 40 works out as a dangerous

46% probability that the population will not survive

50 generations. A slightly different approach is the

degree of endangerment described by [52]. The relation-

ships among Pext, Ne, and DF are described in more

detail in [53–55], at different levels of complication.

The latter source also considers the estimate’s accuracy,

which will be useful once such estimates are to be used

in practice.

Effective population size influences the extent of

genetic drift, which affects the development of linkage

disequilibrium (LD), i.e., the correlation between

genotypes at different loci. Loci that are closer together

are less often separated by recombination – so they are

more strongly correlated, with higher LD values. In

terms of data analysis of biallelic loci, the relevant

relationships can be generalized [56] in terms of what

is actually happening (due to Ne) and of what can be

observed (due to sample size) as

Eðr2Þ � 1

aþ kcNe

þ 1

n
ð1Þ

E(r2) is the expectation of the square of the

abovementioned correlation, a common parameter to
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Time trends in effective population size for 14 European

pig breeds, estimated from linkage disequilibrium decay

patterns according to [57]. Blue dashed line, transboundary

breeds; black solid line, local breeds (British Saddleback,

Large Black, Tamworth, Middle White, Mangalica); Others,

commercial lines: “1” from [67]; “2” from [59]; “3” from [60];

“4” from [226] (All other data from [58])
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quantify LD. Parameter a equals 1 in the absence of

mutation, and 2 if mutation is accounted for; k equals 4

for autosomes, and 2 for the X chromosome; c is the

recombination rate between the markers being ana-

lyzed (their genetic distance from each other, in

Morgan); n is sample size.

For an analysis of many autosomal markers, ignor-

ing mutation, this works out as

Ne � 1� r2

4cr2
þ 1

4cr2ðnr2 � 1Þ ð2Þ

Hayes et al. [57] introduced chromosome segment

homozygosity (CSH), an alternative parameter to r2 for

quantifying LD. CSH has a smaller sampling variance

than r2, but the same approximate expectation (Eq. 1).

When population size changes linearly over time, the

effective population size of 1/(2 c) generations ago can

be approximated as (1 – CSH)/(4 c CSH), the same

form as Eq. 2 when n is large.

Accordingly, when many individuals are genotyped

for many biallelec DNAmarkers varying widely in their

mutual distance c, then the (supposedly linear) history

of Ne can be traced by plotting 1�CSH
4cCSH

against 1
2c
.

Amaral et al. [58] estimated LD decay (reduction of

r2 with increasing c) on SNP markers in ten European

and ten Chinese pig breeds (subsets of the breeds in

Fig. 1). Figure 4 shows those data reworked into Hayes’s

relationship, using r2 instead of CSH, for the European

breeds (Ne � 10,000 for the Chinese breeds). Compa-

rable data on commercial pig lines [59, 60, 226] has

been added.

Figure 4 illustrates that this method can reveal

interesting information about a population’s demogra-

phy. Such information would be most relevant to

livestock genetic resource management when it

covers recent generations, as [59, 60, 226] do. This

requires large c values: from the equation above, the

situation of two and five generations ago is represented

by LD among markers 0.25 and 0.10 Morgan apart.

The maximum distance between Amaral’s markers was

0.03 Morgan.

This methodology is statistically demanding.

England et al. [61] report on “simulations to show

that [the most widely used LD] estimator is strongly

biased when sample size is small [. . .] and below

true Ne. This is probably due to [LD] generated

by the sampling process itself.” They also proposed
“a way to determine whether a given sample size

exceeds population Ne and can therefore be used for

computation of an unbiased estimate.” Waples [62]

confirmed this by describing how Eq. 1 above is

inappropriate for low values of n and Ne, particularly

when n < Ne.

The accuracy of the Ne estimator of Eq. 2 depends

not only on the numbers of individuals and markers

involved, but also on Ne and c. Based on [44], for

a system with n individuals genotyped for m pairs of

markers, each with a within-pair distance of c Morgan,

an approximation of the standard error of estimated

Ne is

stderrðNeÞ� Neþ 2cð2�cÞ
ð1�cÞ2þc2

�N2
e

n

 !
�

ffiffiffiffi
2

m

r
ð3Þ

From this equation, estimates of Ne = 100 orNe = 200

for five generations into the past (c = 0.1 Morgan)

would require n = 100 individuals genotyped for
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m = 400 or m = 750 marker pairs to achieve a standard

error of 10% of the estimate (i.e., 100 � 10 or 200 �
20). Similar accuracies for one generation into the past

(c = 0.5 Morgan) would require m = 3,000 or m =

10,000 marker pairs. Ne estimates for more recent situ-

ations require more data for a given proportional accu-

racy. However, high accuracies (low standard errors) are

easier achieved for lower Ne levels – often the more

interesting ones from a resource management point

of view.

Other molecular approaches to estimate Ne trace

changes in allele frequencies over time (the temporal

method), or derive (small) population size from (large)

sampling errors of observed heterozygote proportions

deviated from Hardy–Weinberg proportions (the

heterozygote excess method). Schwartz et al. [63]

give a review; further developments are described in

[64–66]. The latter paper introduces the immigration

rate into the equation – a useful issue in livestock

scenarios with their common introgression of extrane-

ous germplasm. Abdallah et al. [67] also take immigra-

tion into account when analyzing 12 of the breeds of

Fig. 2. One of these was also analyzed by Amaral [58];

Fig. 4 gives Abdallah’s estimate as the end point of the

Hayes approach to Amaral’s data.
Relative Utility

Comparisons of pig lines are difficult to organize and

expensive to run: (semi)-governmental versions of

such tests have run for several decades as commercial

product evaluation in western Europe, focusing on

growth and carcass traits. Reproductive traits are some-

times included by across-farm analysis of routine field

data, with its inevitable and unpredictable bias.

Robustness traits are very rarely included, not surpris-

ingly given the demanding nature of categorical trait

analysis. Such a test was designed [68] for growth and

carcass traits to detect differences between genotypes of

0.25 trait standard deviations at 95% significance, with

a statistical power of 75%; this led to a scheme with, on

average, 67 sires per genotype, 2.6 litters per sire, and

1.8 tested pigs per litter. Subsequent tests also covered

reproduction and longevity traits; these schemes spec-

ify 65 sires, 3 litters per sire, and 2.7 tested daughters

per litter [69]. The statistical significance of breed dif-

ferences must be tested against the variation among
sires within breed, which requires inconvenient sam-

pling schemes.

Gibson et al. [70] (condensed here) discuss charac-

terization for production and robustness traits: this can

only be genetically meaningful when the production

environment is properly accounted for; environmental

factors are so complex that records from different loca-

tions or times cannot be validly compared; valid breed

comparisons are possible, first, when breeds are

recorded simultaneously at the same location under

identical management [as in the previous paragraph];

second, through meta-analyses linking records from

different locations or times through overlapping

breeds, statistically adjusting for environmental effects;

such meta-analyses are powerful, but only valid when

genotype�environment interactions are negligible (as

in controlled confinement conditions); it will remain

problematic that lifetime productivity traits are

extremely difficult to record.

These authors stress that the functionality of infor-

mation systems “must be greatly increased to allow

extraction and customized analysis of phenotype and

molecular genetic data within and between data

sources; [. . .] breed information can be linked to [. . .]

environment and production system mapping,

allowing [. . .] disease resistance and adaptation traits

to be predicted from past and current breed distribu-

tion and use.” They conclude that “these are substantial

but fully achievable functions.”

Tixier-Boichard et al. [46] emphasize characteriza-

tion for robustness: “local breeds survive in harsh envi-

ronments and this needs to be better understood;

epidemics are major threats for all animal genetic

resources across the world; climatic change is likely to

increase the spread of tropical diseases to temperate

areas. [Scientific evidence] that local breeds are adapted

and resistant [. . .] has been obtained in several

instances [. . .], well documented for parasitic diseases

[. . .], with local breeds maintaining a better perfor-

mance in the presence of parasites and/or exhibiting

lower levels of parasite infestation [tolerance]”. These

authors take a utilitarian position: “data on production

systems, phenotypes and molecular markers should be

used altogether in an integrated approach to character-

ization. [. . .] Decisions regarding conservation should

incorporate all descriptors. Conserving without

documenting would be useless.”
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In summary, a livestock breed’s direct-use utility

value should be assessed in terms of production traits

and robustness traits like disease resistance/tolerance,

adaptation to unfavorable conditions, and lifetime pro-

ductivity. This assessment must use any available phe-

notypic and molecular data (the latter element comes

back to the work of Ciobanu [33] and Iannuccelli [34],

section “Genetic Distinctiveness”). All this will require

extensive information systems, difficult to achieve but

not impossible. Without such functionality, utility-

directed breed conservation is not feasible.

Of course, phenotypic and molecular characteriza-

tion can only focus on known characteristics. The main

drawback is that the traits of true future interest (cov-

ering unexpected changes in consumer preferences, or

in options for health or climate control or nutrition)

cannot, by definition, be defined or measured. This

makes it difficult to combine the utility issue with the

insurance argument for conservation: it calls for option

values. Viral diseases (e.g., PRRS, PMWS, influenza)

are expected to break out on a wide scale every few

years [71, 72], and any breed that happens to carry

full resistance would suddenly have a very high utility

value. This would require fast and widespread testing,

and challenging logistics to distribute the relevant

alleles throughout the worldwide pig industry – which

may well become feasible with further development of

genomics and reproductive technologies. But that par-

ticular breed’s utility is likely to drop dramatically again,

as soon as the next outbreak (of a different virus) occurs.
Urgency, Importance, and Feasibility: Priority Level

of the Breed

To quote Wikipedia, Covey et al. [73] introduced “a

framework for prioritizing work that is aimed at long-

term goals, at the expense of tasks that appear to be

urgent but are in fact less important.” This is about

time management, but the same is relevant in global

genetic resource management. Sections “Genetic Dis-

tinctiveness” to “Relative Utility” describe different

features that might make a livestock breed a candidate

for conservation – but limited funding requires prior-

itization. Obviously, highest conservation priority

should be given to breeds that (1) have a great utility,

(2) are strongly distinct from other breeds with

much within-breed variation, and (3) are strongly
endangered due to inadequate population size or struc-

ture. Items (1) and (2) are about importance; item (3) is

about urgency. This requires integration of these issues,

preferably quantitatively so that priority levels can be

ranked and funding allocated. Another element to

include is then (4) the cost of conservation – introduc-

ing the issue of feasibility: “identified benefits could be

quantified so that society has some sense of how much

the conservation is worth. Society can then determine

howmuch they would want to spend on a conservation

effort” [74].

A comprehensive way to deal with the above ele-

ments [75] defines the genetic distinctiveness of a breed

(calculated with the relevant emphasis on between-

breeds and within-breed diversity) as D, its utility

value (for all relevant purposes) as U, recalls its extinc-

tion probability Pext (based on its Ne and possibly on

additional parameters) and defines the cost of reducing

it (through any relevant conservation action) by DPext
units as C. Then the priority ranking R for such

a conservation action would simply be

R ¼ ðDþ UÞ � DPext

C
ð4Þ

This would be calculated for every breed in the

conservation portfolio, assuming that all their D, U,

Pext, and C values can be directly compared – which

requires D and U to be expressed in the same unit, and

everything to be calculated using the same algorithm

and parameter definitions across breeds. Breeds with

higher R values get a higher priority for conservation –

because their conservation is more important (D, U),

more urgent (Pext), and/or more feasible (C). The

probability Pext takes values from 0 to 1, and DPext
from 0 to Pext: reducing the extinction probability by

its full value (i.e., DPext = Pext) comes down to

safeguarding the breed entirely.

These authors notice that the costs of the most

complicated in vivo, in situ conservation schemes

would likely be proportional to conservation effort,

i.e., DPext/C is roughly constant and ranking is based

on D and U. By contrast, the costs of the simplest in

vitro cryoconservation schemes might vary only little,

i.e., C is roughly constant and ranking for complete

safeguarding is based on the cryoconservation potential

(D+U)�Pext. Real-life conservation programs would

fall between these extremes.
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Simianer et al. [76] compared three forms of the

actual relationship between C and DPext, applied these

to a set of breeds characterized in terms of genetic

distances and extinction probabilities, and found that

“conservation funds should be spent on only three to

nine of the 23 breeds, depending on the model used.”

This approach was further formalized [77] into

a comparison of maximum-risk, maximum-diversity,

and maximum-utility strategies to determine the opti-

mum set of breeds to conserve, which favors the latter

strategy which combines diversity and utility –

although it obviously requires the quantification of U,

which makes it difficult to implement in practice. The

latter two approaches quantify the expected conserved

diversity or the expected conserved utility of possible sets

of breeds that may be successfully conserved at some

point in the future, and then calculate the marginal

diversity or marginal utility of each breed by differenti-

ating with respect to the breed’s Pext. These are then

multiplied by Pext to obtain the breed’s conservation

potential, similar to the term (D+U)�Pext of Eq. 4.

As argued at the end of the section on “Relative

Utility,” utility is the weakest element here: conserva-

tion aims at the future, and future utility cannot be

predicted. All the other elements can in principle be

dealt with by a complete pedigree and/or dense DNA

samples from �100 individuals. One of the options

would be to drop U from the equation and rank con-

servation priorities on D only (the maximum-diversity

option of above). This reasoning is taken to its logical

extreme by suggesting to “devote the majority of pre-

sent conservation budgets to freezing [. . .] samples

from existing breeds [. . .] concentrate on ova and

sperm from abattoir material, and somatic cells, e.g.,

ear clips (the latter in anticipation of the increasing

effectiveness of somatic cloning),” because future

“genomic tools will open up completely novel means

of exploiting genetic resources” [14]. In line with this,

the USA has “invested in the establishment of an in

vitro conservation program and a genebank [covering

18 local pig breeds and one ITB at the time of

reporting]. Collections are being built up very quickly,

in close collaboration with the industry. Breeding com-

panies use the genebank as a backup of their breeding

work. In Canada, a program for in vitro conservation

[. . .] will be implemented in the near future” [5], as

later documented by www.ushrl.saa.ars.usda.gov/
SP2UserFiles/Place/54020500/documents/update%208-

10-02.pdf and dsp-psd.pwgsc.gc.ca/collection_2008/

agr/A52-88-2008E.pdf.
Target Traits for Genetic Improvement

Livestock breed improvement requires a breeding goal

and a selection strategy best suited to the needs of the

production system and the market that it supplies –

this is one of the elements of population-level genetic

resource management. Animal breeding technology has

a long tradition in this field, but improvement of an

endangered breed may require substantially different

goals and strategies than in mainstream industry

breeding programs. FAO [5] write: “the most appro-

priate strategies for managing these breeds may involve

only limited genetic change [. . .] to maintain adapta-

tion to the local environment and disease challenges,

and [. . .] to maintain the level of a production trait

[. . .] if this is currently [near] an optimum level.” Of

course, the insurance argument for breed conservation

assumes that the breed may, at some time, support

a different production system than its original one,

because it happens to carry alleles (likely adaptive

ones) of large utility, then and there. This adaptive

utility must be balanced with production utility, which

will likely be much lower than in commercial lines. The

actual uptake of the breed as a source of adaptive alleles

will be much easier when the production-related lag is

limited. So for the insurance argument, genetic

improvement of production traits is desirable – but

not at the expense of adaptive quality: possible genetic

antagonisms between production traits and anything

else require specific attention. “The genetic basis of

population differentiation for fitness traits will be

non-additive, with different adaptive gene complexes

evolved in each breed. Genetic improvement programs

therefore should start with an adapted population,

with selection then for production traits” [78].

Another argument in favor of improvement of pro-

duction traits is that many endangered breeds are

endangered precisely because they lag behind other

breeds in terms of production traits. The common

idea that improvement of production traits inevitably

leads to a reduction of robustness is false – it just

requires a sensible breeding program, see the section

on “Robustness.”

http://www.ushrl.saa.ars.usda.gov/SP2UserFiles/Place/54020500/documents/update%208-10-02.pdf
http://www.ushrl.saa.ars.usda.gov/SP2UserFiles/Place/54020500/documents/update%208-10-02.pdf
http://www.ushrl.saa.ars.usda.gov/SP2UserFiles/Place/54020500/documents/update%208-10-02.pdf
http://dx.doi.org/10.1007/s9780387894690-010-0342-1
http://dx.doi.org/10.1007/s9780387894690-010-0342-1
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Genetic Improvement Programs

As argued above, any livestock breed with a future must

support an agricultural production system. Rege [79]

writes: “the most rational and sustainable way to con-

serve animal genetic resources is to ensure that indig-

enous breeds remain functional parts of production

systems, that is, conservation through use. This is possi-

ble only if economically important attributes of indig-

enous breeds are identified, studied and incorporated

in breed improvement programmes.” Genetic improve-

ment will always be required – unless the production

system is completely static, without any interactions

with the world around it. A useful concrete example is

from [80]: “during the past few years the Limousin pig,

endangered and neglected during the 1970s and 1980s

in favor of the better-performing large breeds, has

become popular with consumers looking for quality.

Today it is victim to its own success with supply being

lower than demand, so that it has become necessary to

develop its productivity” (translated).

This requires a breeding goal and a selection strat-

egy best suited to the needs of the production system

and the market that it supplies, as discussed in the

Section on “Target Traits for Genetic Improvement.”

A checklist of items that play a role here, from defini-

tion of the product and the market to evaluation of the

breeding program’s profitability, is in [81].

The breed also has to bemaintained – preserving as

much of its genetic variation as is feasible. And its

qualities must be exploited in an optimal way, making

efficient use of other resources.

Livestock breedmaintenance requires strategies and

tools to keep Ne sufficiently high. This comes down to

keeping inbreeding under control, usually by minimiz-

ing co-ancestry in the breeding population. There is

a possible antagonism with the previous point: selec-

tion in a population reduces Ne, so a balance will have

to be found and maintained. There are many rules-of-

thumb to delay inbreeding (e.g., keep one son from every

sire or maximize generation intervals); an example of

implementation in commercial lines is in [82]. Many of

these rules perform well on the short term but have

unexpected long-term effects, and they usually reduce

genetic improvement unpredictably, leading to uncer-

tain genetic resource management. Ne can be affected

by age at first breeding and culling policy in quite
counterintuitive ways [83], so that “the general

tendency is contrary to the expectation that [Ne]

would increase with increasing [longevity].” High

longevity increases generation length but reduces

genetic drift; the combined effect favors a short pro-

ductive lifetime, so that Ne can actually be increased by

early culling.

A better solution is to apply co-ancestry manage-

ment and mate selection based on optimum contribu-

tion theory or similar frameworks. The principles are

covered in detail in [49, 84, 85]. The latter source’smate

selection index (MSI) is an optimized criterion, based

on an objective function such as [86]:

MSI ¼ EBV� l1 x0 Ax� l2F ð5Þ

Here, (1) EBV holds estimated breeding values;

(2) x0 Ax represents average co-ancestry in the system:

A holds the additive relationships among all animals,

weighted by their contributions x (numbers of prog-

eny) to the next generation; (3) F is their average

inbreeding coefficient, calculated from A; l1 and l2
are positive weighting factors. This is a cost-benefit

equation, with element (1) representing the benefit

and (2) and (3) representing the (genetic) cost: EBV,

A, and F are known, so the system can be solved to

deliver the contributions x that give the best (genetic)

cost-benefit for particular values of l1 and l2. The
result of this is a list, based on x, with animals to select

and animals to mate to each other (the optimum selec-

tions and optimum matings that lead to optimum

contributions).

Proper genetic resource management can lift

populations much smaller than the FAO threshold of

1,000 breeding females to the “not at risk” level. Many

industrial pig lines are maintained at far less than that

population size (e.g., see Fig. 4) with a secure genetic

future. Careful immigration and admixture is regular

practice in the breeding industry, but it is often avoided

by breed societies and similar structures for chauvinis-

tic reasons.

For example, Fig. 5 shows an intensive network of

historical genetic connections among the European

black-belted and saddled pig breeds, with a genetically

useful loop with Hampshire (an ITB). Many of these

populations have a herd size far lower than 1,000 sows,

and most of those focus on the same set of



Pie noir du
Pays Basque

Jinhua

Cinta Senese

Bísaro

Cul noir
Limousin

Wessex †

Hannover-
Braunschweig †

Angler
Sattelschwein

Krško polje
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characteristics (meat quality and robustness, and of

course coat color) when describing their distinctiveness

in the associated Web sites. This would suggest a clear

case for the quantification of the various elements of

Eq. 4 above, followed by regular and careful genetic

exchange to make resource management easier.

Exploitation: A common negative term in the liter-

ature on genetic resourcemanagement is indiscriminate

crossbreeding. For example, “very often, crossbreeding

has been indiscriminate and the local breeds that

underpin the crossbreeding program have been lost

because of a lack of understanding [. . .] that these

pure breeds must be maintained to support the system”

[87]. This is clearly a management issue. On the other

hand, these authors mention systems where cross-

breeding is “used for gradual breed replacement with

[. . .] the controlled [. . .] formation of composites [. . .]

for specific production systems,” as “a rapid method of

introducing desirable traits into local well-adapted

breeds,” and “as a way out of a narrowed genetic base

in commercial breeds.” The logical way of making use

of exotic germplasm without any risk of endangering
the LBs is “structured cross-breeding systems, such as

‘terminal crossing’ where [F1] animals are slaughtered

or where specialized crossbred dam lines are used.”

Pig examples are from Germany where Angler

Sattelschwein, Schwäbisch-Hällisch, and Bunte

Bentheimer are crossed with Pietrain; and from Spain

where various Iberico strains are crossed with Duroc,

all to optimize meat quality versus meat quantity in the

terminal F1 product.

This chapter is about science and technology. But

“logistics, not science, is the underpinning of a successful

breeding policy. Without a system for handling the

details of livestock identification, classification and

movement, the science is of little avail” [88]. This cer-

tainly holds for endangered populations, typically

managed by fragmented groups of independent-

thinking people. Nimbkar et al. [87] stress the impor-

tance of “structures to organize the keepers of animals

and help motivate communal efforts [. . .] allowing

livestock keepers better access to information, [. . .]

extension services, facilitating the organization of

training, and improving [. . .] marketing. In Europe,

http://www.elbarn.org
http://www.besh.de
http://efabis.tzv.fal.de
http://dx.doi.org/10.1007/s9780387894690-010-0342-1
http://dx.doi.org/10.1007/s9780387894690-010-0342-1
http://dx.doi.org/10.1007/s9780387894690-010-0342-1
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there are strong farmer cooperatives and breeding

organizations that go back a century.” Indeed, success-

ful breeding programs were founded on equally

fragmented conditions in many European countries

and also in Canada, starting out with breeds with

similar production performance as the ones from that

same area that are now endangered or extinct. Apart

from the clear need for incentive and for institutional

backing, there are two prerequisites for such develop-

ment. First, technically: an efficient system for ensuring

genetic connections among farms, e.g., through regular

exchange of males or across-farm AI – everything else

of a technical nature will have to build upon that.

Second, organizationally [89]: employment of profes-

sional genetic expertise by the breeders’ organization –

so that the system does not have to rely on fragmented

and unstable governmental service, and can arrange for

effective feedback between breeders’ objectives and

technological options.
Pollution

FAO’s Livestock’s long shadow: environmental issues and

options report [90] gives an overview of the amount of

nitrous oxide (N2O) released from livestock manure

and urine, worldwide, in 2004. Of the total emission of

3.69 � 109 kg, 12% was due to pigs – just over half of

that from Asia. N2O is an effective greenhouse gas

(GHG), also involved in the depletion of the ozone

layer. Other nitrogen compounds that enter the envi-

ronment from livestock excreta are ammonia (NH3)

and nitrogen oxides (NO and NO2), involved in acid-

ification or, indirectly, in global warming.
Technology

The FAO report [90] devotes much text to options for

reduction of nitrogen emission, most of which involve

manure management and improved animal nutrition.

For example (p. 122): “An important mitigation

pathway lies in raising the low animal nitrogen assim-

ilation efficiency [. . .] through more balanced feeding

(i.e., by optimizing proteins or amino acids to match

the exact requirements of individual animals or animal

groups). Improved feeding practices also include [. . .]

improving the feed conversion ratio [FCR] by tailoring

feed to physiological requirements. However, even
when good management practices are used to mini-

mize nitrogen excretion, large quantities still remain in

the manure.” This is quantified in another table in the

report (p. 137) with typical values for nitrogen intake,

retention, and excretion in cattle, pigs, and poultry.

According to these numbers (which go back to [91]),

across these species, only about 19% of nitrogen

ingested in “less productive situations” is retained in

meat, eggs, and/or milk – in “highly productive situa-

tions,” this goes up to 30%. Likewise nitrogen retention

rates (Nret) of about 34% for pigs were reported for

the 1995 “highly productive situations” of France,

Denmark, and the Netherlands [92].

These retention rates are indeed low, but the differ-

ence between the above productivity levels is consider-

able, suggesting scope for increase by “improved

feeding practices”. Dourmad et al. [93] state that “the

ultimate reduction of N excretion can be reached when

multi-phase feeding is combined with a perfect balance

of essential amino acids and [. . .] optimization of the

supply of non-essential amino acids” – ideally on

a daily basis. They refer to a 1995 experiment [94]

where the use of a single diet over a growing period

from 26 to 101 kg body weight was compared to such

an optimized multiphase feeding strategy, and where

Nret values at 34% (single diet) and 50% (optimized

regime) of the ingested nitrogen were found.

Later studies in laboratory conditions have

achieved higher retention rates. De Lange et al. [95]

studied the effect of dietary amino acid levels on pro-

tein deposition rate in pigs from 39 to 77 kg liveweight,

and present results that lead to Nret = 61% at complete

amino acid availability – “at a more typical protein

digestibility, this would become 56%” (cf. de Lange,

personal communication, 2010). Similarly,

Buraczewska et al. [96] measured Nret of up to 57% in

35-kg and 45-kg pigs of a “high lean gain potential”

genotype, after optimization of the dietary amino acid

composition. In more practical conditions, Pomar et al.

[97] fed pigs from 25 to 105 kg liveweight according to

a “traditional three-phase feeding program” or with

“individually tailored diets,” obtaining Nret = 37%

and 48%, respectively.

Curiously, the FAO report [90] pays no attention to

a logical alternative to “improving [FCR] by tailoring

feed to physiological requirements,” i.e., improving it

by tailoring these physiological requirements
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themselves, through animal breeding [98]. When

nitrogen excretion data of growing (Landrace � Large

White) and (Hampshire � Duroc) pigs were adjusted

for body weight and feed intake, significantly different

values were obtained between the genotypes – which

reveals genetic variation so that “genetic selection may

be an effective method for altering nutrient utilization

and output” [98]. Heritabilities for laying-hen excre-

tion traits such as dry excreta weight, excreta humidity

rate, and the ratios of dry excreta and nitrogen excreta

to feed intake (0.25–0.46) and for dairy cow methane

production (0.12) were reported in [99, 100].

Improvement of traits like litter size, sow feed

intake, growth rate, and FCR reduces nitrogen excre-

tion (Nexcr) from sows and growing pigs [101]. The

1988–2007 genetic trends for growth rate (+8.5 g/day/

year), FCR (�0.02 kg/kg/year), and litter size (0.16

pigs/litter/year) in the UK pig sector were estimated

to cause 0.8% annual reduction of the associated global

warming potential of GHG emission [102]. In that

study, the genetic reduction of FCR explains about

70% of the reduction in N2O emission; the genetic

increase of growth rate explains about 70% of the

reduction in NH3 and methane emission. The genetic

increase of litter size (which reduces the sow herd with

its emission, for a fixed number of slaughter pigs)

explains about 20% of all three elements. The future

scope for emission reduction is underestimated in that

study, for two reasons. First: genetic trend of lean

content (which was substantial in the UK during this

period, probably about 0.5%/year) was not taken into

account. Second: future trends in all these traits may be

expected to be stronger than the historic values, due to

further development of genetic technology and of the

“uptake rate of improved genetics by the commercial

level” [102].

The reduction of Nexcr due to genetic improvement

of production traits is quantified by the simulation

results in Fig. 6, obtained with the model of [103].

The time trends of model parameters such as maxi-

mum protein deposition rate (PDmax) that were

described for six pig sire lines [104] can be used to

model Nret and Nexcr at the nucleus level throughout

the 1969–2004 period. The simulations involve these

six progressively advanced genotypes, grown from 20

to 120 kg body weight. Each of these genotypes was

fed ad libitum on each of seven three-phase (20–50,
50–80, and 80–120 kg) diet specifications, targeting

overall lean tissue growth rates (LTGR) from 275 to

425 g/day in steps of 25 g/day [105]. This involves diets

with a fixed digestible energy content (DE = 14.2MJ/kg)

and varying levels of crude protein (e.g., from 12.2% to

15.5% in phase 3) and essential amino acids (e.g., lysine

from 0.525 to 0.765% in the diet, ditto).

The older genotypes in this simulation do not have

the potential to achieve the higher LTGR targets, with

the consequence of low Nret and high Nexcr levels. Low

LTGR targets obviously lead to lowNret as well, more so

in the older genotypes. Figure 6 shows clear optimum

trajectories across genotypes and feeding strategies, for

both Nret and Nexcr. It also shows that these optimum

trajectories follow different paths for both characteris-

tics, particularly in the more advanced genotypes.

Along these optimum trajectories (i.e., when fed to

achieve maximum Nret, or minimum Nexcr, within the

limits of the three-phase feeding program) the 2004

genotype shows a proportionally 19% higher Nret or,

alternatively, a 20% lower Nexcr than the 1969 genotype.

Deviations from these optimum diet composition set-

tings have much stronger effects in the older genotypes

than in the more advanced ones.

The more advanced genotypes in this simulation

show a clear diminishing-returns pattern for Nret with

a very flat asymptote around Nret = 35%. But the

simulated PDmax levels (i.e., genetic potential for Nret)

increase progressively throughout the 1969–2004

period covered here – so the expression of that poten-

tial must be constrained by the three-phase fixed-diet

program employed here. This comes back to the real-

life results of Pomar et al. ([97]; above) who obtained

Nret = 37% with a three-phase fixed-diet program and

Nret = 48% with “individually tailored diets.” The latter

strategy involved a daily analysis of the performance-

to-date of each pig, to predict today’s individual body

weight, growth rate, nutrient requirements, and ad

libitum feed intake. Each pig was then fed a mixture

of basic rations via automated feeders to match these

predictions.

It follows that the more advanced genotypes require

more advanced feeding strategies to bring their more

sustainable performance potential to expression.

This was further explored by Morel and Wood

[106], who used simulation modeling to quantify

nitrogen flux in growing pigs of low, medium, and



N excretion
(kg/pig)

N retention (%)

36

34

32

30

28

26

6.8

6.4

6.0

5.6

5.2

4.8

4.4

4.0

425

425
400

400375
375350

350325 325Target LTGR
(g/day) Target LTGR

(g/day)2004

2004

99

99

94

94
89 8984

84
Genotype

(year)
Genotype

(year)

79

79

74

74

1969

1969
300 300

Pig Breeding for Increased Sustainability. Figure 6

Nitrogen excretion (left) and retention rate (right) in simulated growing pigs of six genotypes (representing sire lines from

1969, 1976, 1984, 1990, 1993, and 2004; From [104]). Each genotype was fed from 20 to 120 kg liveweight on three-phase

diet specifications targeting [275, 300,. . .,400, 425] g/day lean tissue growth rate (LTGR), according to [105] – the higher

LTGR targets are beyond the potential of the older genotypes, and the more advanced genotypes do not realize their

potential due to inadequate nutrient supply. The blue response surfaces are spline interpolation plots through the

6�7=42 simulated datapoints. The red and green trend lines represent minimum excretion and maximum retention,

respectively, for each genotype. Each broken trend linemirrors the solid one of the same color (with its datapoints as black

circles) in the other graph, approximately

1271Pig Breeding for Increased Sustainability
high LTGR genotypes, on a variety of dietary regimes.

Their simulated high LTGR genotype achieved

Nret = 57% when fed daily individually tailored diets

(similar to Pomar et al.’s [97] diets mentioned above)

with a strong focus on the minimization of Nexcr. By

contrast, the simulated low LTGR genotype achieved

Nret = 29% on a three-phase fixed-diet programwith all

focus on gross margin (i.e., carcass return minus feed

costs). So the various Nret results of these simulations

(see Fig. 7) span the relevant range of commercial and

high-tech conditions described above.

These authors conclude that although “a reduction

in nitrogen excretion is mainly achieved through

a reduction in nitrogen intake” (as in Fig. 6), “geno-

types with a high lean growth potential can be more

profitable [in terms of gross margin] and have

improved nitrogen excretion.” A simple ANOVA of

their results of gross margin and Nret across the simu-

lated scenarios (supplementary data from Morel PCH,
2010, personal communication) quantifies this. The

low versus high LTGR genotypes show least-square

means for simulated gross margin at 102.0 versus

150.0 CHF per pig, and for Nret at 34.1% versus

46.8%, respectively. Their “three-phase fixed-diet” ver-

sus “individually tailored” feeding regimes show least-

square means for gross margin at 116.3 versus 138.6

CHF, and for Nret at 36.7% versus 45.0%, respectively.

So Morel’s genetic scenarios [106] are more effective

(because further apart) than his feeding regimes, for

improving both gross margin and Nret. With some

generalization, this can be put into perspective as

follows.

With the 1969–2004 trend of PDmax in pig sire lines

from [104] (above), the PDmax input values of Morel’s

simulated genotypes (120, 160, and 200 g/day) can be

located in time at 1970, 1987, and 1997, respectively – so

his low and high LTGR genotypes are 27 years of sire

line genetic improvement apart. The simulated gross
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margin of those genotypes (three-phase fixed-diet, full

focus on gross margin) differs by 35.7 CHF (i.e., about

23 EUR).

Time trends of growth and carcass traits in com-

mercially available slaughter pig genotypes [107] can be

converted to gross margin trends as in Fig. 8.

The average range for a contemporary comparison

of seven genotypes (the most common configuration

in this data, and also a fair representation of

practical local availability of genotypes) is 10 EUR

per pig.

This provides an (under)estimate of the range in

gross margin among the various slaughter pig geno-

types that are commercially available at any point in

time (an underestimate, because these CPE trials do

not include all available genotypes, particularly not

the less advanced ones). This number is equivalent to

10/23 = 43% of the difference between Morel’s [106]

low and high LTGR genotypes. Combined with the

above surmise that “Morel’s genetic scenarios are
more effective [. . .] than his feeding regimes are, both

for improving gross margin and for improving Nret,” it

follows that a well-informed choice of the most appro-

priate slaughter pig genotype available at any point in

time will have almost half of the influence on Nret (and

on margin) that full implementation of individually

tailored diet optimization will have.
Strategies

The above section shows that pig breeding in general

makes a considerable contribution to the reduction of

nitrogen emission from growing pigs. Up to now, these

effects have not been incorporated into formal breed-

ing goals, so they are not under control and cannot be

credited, as such. Many governments have an increas-

ingly active policy of pollution reduction, and the

global warming potential of the excreta from livestock

production is under increasing scrutiny. This has led to

a series of economic studies into the effectiveness of

taxation of nitrogen (and other chemicals) emission on

the farm level, focusing on countries as politically (and

productively) different as Italy, Switzerland, and the

Netherlands [108–110].
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A central element in the associated econometric

approaches is the shadow price of nitrogen emission.

Paul et al. [111] describe the “shadow values for the bad

outputs” of an agricultural production system as “the

marginal amount that producers [. . .] would be willing

to pay for unrestricted use of the environment” to

dispose of those bad outputs – e.g., for the right to

increase their bad outputs in a situation where legisla-

tion attempts to reduce these.

Operationally, shadow prices are estimated as

the partial derivative of the producer’s profit equation

with respect to the bad output factor – equivalent to

marginal economic values for production traits in

animal breeding. These are demanding statistics. Key

et al. [112] studied the productivity of the USA slaugh-

ter pig sector, and note that estimating the “shadow

price of manure [. . .] with the data available would

require making a set of assumptions that would likely

introduce substantial error [. . .], an accounting of

hog farm output that includes manure is left for future

research.”

The shadow price of nitrogen emission from grow-

ing pigs, sows, and dairy cows in the Netherlands was

estimated at 2.7, 10.8, and 6.5 NLG/kg, respectively

[110, 113].

The UK government has included the shadow price

of GHGs as a structural element of its cost-benefit

evaluation of any policy that it funds or supports,

using values based on [114] where a shadow price of

CO2 is derived that can be converted to a shadow price

of nitrogen (as a component of N2O) at 9.25 GBP/kg.

Obviously, such shadow prices depend on practi-

cally every feature of the production system and its

surrounding conditions. Using again Paul et al.’s

[111] description above, the amount that producers

would be willing to pay for the right to increase their

bad outputs in a situation where legislation attempts to

reduce these, would depend on (1) how strongly this

legislation attempts to enforce the reduction, and

(2) the impact of such a reduction on the remaining

elements of the producer’s profitability. Point (1) is

largely a political factor; the UK government was crit-

icized by environmental NGOs for the supposedly arti-

ficially low value of its abovementioned shadow price

of CO2. Point (2) may well lead the producer to decide

to not reduce his bad outputs, because that is still more

profitable – as was the case in Paul’s study which
focused on pesticide usage: her shadow price estimates

were negative.

Wall et al. [115] notice the equivalence of the

shadow price of a bad output and the marginal eco-

nomic value of a production trait, in the sense that both

can be used to weight their characteristic into

a breeding goal. They refer to the EU-ETS Emissions

Trading Scheme that was set up to support the EU

to meet its commitments to the Kyoto Protocol

(ec.europa.eu/environment/climat/emission/index_en.

htm), which will effectively determine the shadow price

of GHG emission in the EU. They write “suppose [. . .]

that agriculture is forced into an [ETS] and that

farmers must hold valuable permits either through

initial allocation or by purchasing in the ETS. [This]

will immediately move GHG mitigation traits from

a public to a private breeding objective [. . .]; the

prevailing emissions price becomes the relevant eco-

nomic weight that should be incorporated in any

breeding index that includes mitigation potential.”

The demand for “breeding indexes that include miti-

gation potential” will become very concrete, once pig

producers have to deal with such a scheme – in line

with this, the total costs of 2007 environmental gov-

ernment policy in the Netherlands were estimated at

“around 0.11 EUR per kg [carcass] weight, of which

0.08 EUR was for manure disposal. In 2013, these costs

will be 0.02 EUR higher as a result of the ammonia

emission reduction policy” [116].

Figures 6 and 7 show that such a pig breeding policy

is technically feasible: Nitrogen retention rate is favor-

ably correlated with the conventional production traits

and can easily be included into breeding goals and

selection strategies.
Animal Welfare

In 1976, the member states of the European Commu-

nity ratified the European convention for the protection

of animals kept for farming purposes, regulating that

livestock must be properly housed, fed, and cared for.

In 1992, the following text was added (condensed here

for clarity): “Breeding procedures which may cause

suffering or injury to animals shall not be practiced.

No animal shall be kept unless it can be expected, on

the basis of its phenotype or genotype, that it can be

kept without detrimental effects on its health or

http://dx.doi.org/10.1007/s9780387894690-010-0342-1
http://dx.doi.org/10.1007/s9780387894690-010-0342-1
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welfare.” Five years later again, the EC’s Scientific Vet-

erinary Committee recommended that “no selection

should occur without reference to the effects of that

selection on welfare of [pigs]. The continuation of new

genetic lines in which the welfare of the animals is, on

average, worse than that of existing lines should not be

permitted” [117].

Such statements leave the impression that animal

breeding may be bad for the animals involved. This

goes back to the late 1970s when animal breeding

technology became much more powerful than before,

due to improved data recording and processing (BLUP

and, above all, computing power), and improved

reproductive technology. Simultaneously, animal pro-

duction in the western world experienced strong inten-

sification connected to a long period of low, volatile,

and unpredictable farm profitability [118]. The pro-

duction sector therefore developed a strong and

focused demand for animals with improved produc-

tion performance.

This led to a strong and effective focus on produc-

tion traits in livestock breeding in that period, with

less attention for animal robustness traits. This lack

of balance has caused fitness constraints in pigs, par-

ticularly in environmental conditions inadequate to

support the improved production potential, and par-

ticularly before this problem was being dealt with in

modern pig breeding.

Intensification of animal production has also led to

housing and management conditions that shelter the

pig from climatic, nutritional, parasitic, and predatory

challenges – but compromise much of the expression of

its instinctive behavioral repertoire. This deprivation

leads to frustration, with welfare problems for the

affected individual and for its penmates.

Fitness constraints and deprivation are among the

“criteria for determining the ethical limit for genetic

selection” [119]. A third issue is formed by the routine

invasive treatments that have been common, world-

wide, since the onset of animal domestication – in

pigs mainly tail docking and castration. These aim at

a pragmatic (but unrefined and reoccurring) reduction

of undesirable features that can also be dealt with

through animal breeding – more complicated, but per-

manent and less physically invasive.

While worldwide demand for pig meat increases, it

will become more and more relevant to resolve
problems with pig welfare in intensive production sys-

tems. It is unlikely that this increasing demand will be

met by any other production system than intensive

ones, particularly in Latin America, Russia, and Asia.

In accordance with FAWC’s [120] plea for “a greater

emphasis in breeding programs on traits associated

with good welfare,” animal breeding and genetics tech-

nology can then contribute in three areas: (1) robust-

ness, (2) deprivation, and (3) avoidance of invasive

treatments. In practice, each of these areas raises

(4) ethical arguments, sometimes intense enough to

dominate the issue – so although this chapter is about

technology, these will be addressed as well. Sections

“Robustness” to “Ethical Aspects” deal with these

areas in this order.
Robustness

When animals of high-performance genotypes are kept

in production systems that are inadequate to provide

the resources they need to express their potential, the

animals commonly show disturbed resource allocation

[121] and functional disorders of the skeletal and car-

diovascular systems, muscle physiology, the reproduc-

tive system, or immunocompetence [122]. For pigs,

obvious indicators of reduced animal welfare in this

respect are (1) increased mortality rates and reduced

sow longevity, (2) disease (morbidity), and

(3) lameness.

The issue here is one of environmental sensitivity.

There are two ways to deal with the problem: make

the environment more resource providing or make the

genotype less sensitive. There are two strategies for

the latter: (1) direct selection for robustness traits and

(2) selection against environmental sensitivity as mea-

sured through reaction norms.

Selection for Robustness Traits Livestock robust-

ness can be defined as “the ability to combine a high

production potential with resilience to stressors,

allowing for unproblematic expression of a high pro-

duction potential in a wide variety of environmental

conditions” [123]. The classical problem with this abil-

ity is in genetic antagonisms between production traits

and resilience [121] – natural selection is not powerful

enough to maintain (or improve) animal robustness

in intensive production systems; it must be supported
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by artificial selection. Genetic antagonisms can be

neutralized by using adequate selection criteria to

select for an adequate breeding goal. Earlier breeding

goals were inadequate in this respect, as they did not

include robustness traits [124]. Following Gjedrem

[125], a breeding goal should include all heritable

traits that have an impact on profitability – and

mortality, morbidity, and lameness certainly do.

Knol et al. [126] discuss this in detail and stress that

“simplicity and straightforwardness of the breeding

goal has to be weighted against completeness and

complexity.” Such traits can be included in the profit

equation for pig production [127]; this provides

marginal economic values, required for inclusion in

the breeding goal.

The various strategies for genetic improvement of

piglet vitality and survival, leg weakness and longevity,

stress sensitivity, and disease resistance are summarized

in [128]. These are hard-to-measure traits, mostly cat-

egorical with low incidences and relatively low herita-

bilities, so that large data volumes from adverse

environments are required for meaningful breeding

value estimation [129]. Their genetic improvement

has benefited considerably from BLUP and will benefit

just as much from MAS [130, 131]. Figures 9–11 show

realized genetic improvement of leg soundness and
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Simultaneous genetic trends of growth rate and leg soundne

standard deviation of its estimated breeding values; all trend

in 2000 to make the trends comparable across lines
mortality traits, coinciding with improvement of pro-

duction performance, in eight pig lines.

SVC [117] write: “The criterion for selecting ani-

mals for use in breeding has been an increase in eco-

nomic performance and this has often not coincided

with improved animal welfare. Hence the term genetic

improvement is misleading since, in some cases, the

changes are not improvements for the animal but

may make the life of the animal more difficult.” The

genetic trends of Figs. 9–11 show that this can be

overcome: antagonistic correlations do exist, but

genetic improvement can be achieved in production

traits and robustness traits simultaneously – neutraliz-

ing genetic antagonisms by adequate selection. This

effect will depend on the emphasis given to each trait

in the breeding goal of each line.
Reaction Norms When progeny of specific sires are

(1) identified as such, (2) spread across a wide envi-

ronmental range (usually through artificial insemina-

tion), and (3) recorded for a production trait, their

production performance can be regressed on

a descriptor of the environment (e.g., a herd-year-

season effect). This produces a positive slope overall:

better environments lead to better production. When
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Simultaneous genetic trends of lean tissue growth rate, feed conversion ratio, and total mortality from birth to slaughter in

eight pig lines (same formatting as in Fig. 9)
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the regression is performed separately for sire progeny

groups, and if there is genetic variation in environmen-

tal sensitivity of the trait’s production potential, regres-

sion lines are produced (“reaction norms” in

population genetics) with different intercepts and

slopes for different sires. The intercepts are equivalent

to the conventional estimated breeding values for the

trait. The slopes quantify an animal’s requirements for

environmental support of its genetic potential; they

detect robustness as defined above.

Environmental sensitivity in pigs was analyzed this

way in [132, 133]. Friggens and Van der Waaij [134]

discuss how selection for increased production levels
(i.e., for high reaction norm intercepts) will cause

a gradual increase of environmental sensitivity (i.e., of

the slopes). This was confirmed [133] in terms of

a strongly positive genetic correlation between inter-

cept and slope of their reaction norms for litter size.

The slopes have a very low heritability in that data, so

the increase of environmental sensitivity would be very

slow. This presents another example of genetic antago-

nisms, which can be neutralized by including both the

intercept and the slope of the reaction norm of each

production trait in the breeding goal and in the selec-

tion criterion. A way to calculate their marginal eco-

nomic values is in [123].
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Simultaneous genetic trends of litter size, perinatal survival rate, and preweaning survival rate in four pig damlines (same

formatting as in Fig. 9)
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These are demanding statistics. Knap and Su [133]

analyzed their data in three consecutively larger sub-

sets. The medium subset held more than 50,000 sows –

comparable to the largest litter size datasets in the

scientific literature. Still, its parameter estimates for

the reaction norm slopes differed considerably from

those from the largest dataset with more than 120,000

sows, and the accuracy of its slope estimates was too

low to be useful in practical breeding. The smallest

subset held more than 30,000 sows, but its parameter

estimates were clearly unrealistic and not significantly

different from zero. Similar issues hold for the required

environmental range in the data.
A single trait’s reaction norm is equivalent to “a

single-trait definition of robustness” and, as such, not

a simple and foolproof recipe that can be applied with-

out proper care for the system as a whole. An animal

“that maintains [. . .] production in the face of decreas-

ing [environmental support] is deemed to be robust,

but [it] must be diverting nutrients away from other

life functions. [. . .] When robustness can be under-

stood as the ability to cope with environmental chal-

lenges [. . .] an animal that maintains milk production

by suppressing its immune function is clearly less

robust than an animal that maintains milk production

by reducing growth rate” [134]. Which means that



1278 Pig Breeding for Increased Sustainability
(1) it becomes interesting how the environmental sen-

sitivity rates are correlated among traits, and (2) breed-

ing goals must be designed and monitored with care, as

argued above.

Deprivation

Intensive housing and management systems tend to

compromise the expression of instinctive behavior pat-

terns (“motivations” [135]) of the pig: foraging,

rooting, and exploring in all age classes [117], and

nest-building in sows [136] – because intensive hous-

ing environments do not provide the required space or

substrates. Something similar holds for deprivation of

social contact in individually housed sows [137], where

the “required substrate” is other pigs. For more detail

see [138]. This results in frustration, leading to appar-

ently irrationally redirected behavioral outlet func-

tions: stereotypies or apathy occur when the animal is

severely or chronically frustrated [139–141]. Mason

and Bateson [142] describe this situation as “internal

states of deprivation [. . .] leading to sustained high

motivations that the [animal] cannot reduce: it cannot
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Relationships between emotional, cognitive, and motivationa

from [145] and [139])
perform the activity that would result in negative feed-

back.” Another outlet function is wide-sense agonistic

behavior such as tail biting [143, 144]; see the section

on “Harmful Social Behavior.”

In sentient species, such frustration leads to suffer-

ing. A sentient animal has been described [145] as an

animal that has the capacity to suffer when it learns that

it is unable to cope with stress: “it may fail to cope,

either because the stress is too [intense], or because

[the animal] is constrained in such a way that it is

prevented from doing what it feels necessary to relieve

the stress.” This leads to anxiety or depression. Figure 12

illustrates the interdependence of the various

components.

Held et al. [138] write: “pigs used today for pork

production seem to have retained many of the faculties

of their wild ancestors, and may therefore be

behaviourally, cognitively and emotionally at odds

with the husbanded environment [. . .]. Understanding

the cognitive abilities, behavioural priorities and emo-

tions of commercial pigs therefore lies at the very heart

of improving their welfare.” Jensen [146] describes
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those “faculties of the wild ancestors” as “subtle

[behavioural] differences between domestic and wild

animals [. . .] attributed to modified stimulus thresh-

olds, causing some behaviour patterns to become more

common and others to be rarer during domestication.”

Such changes in pig behavior are described in detail in

[147, 148].

One of the options for resolving such cognitive and

emotional conflicts in an intensive environment would

be to further reduce those faculties of the wild boar,

further modifying those stimulus thresholds and sim-

plifying what the animal feels necessary to relieve its

stress. Kruska [149] sees changes in behavior and brain

size as “adaptations to the special ecological niche of

domestication.” “Modern housing systems [have a]

short history compared to the history of the pig as

a domestic animal, and it is likely that adaptation

has not kept pace with the intensification of pig hus-

bandry” [150]; also, of course, because most housing

systems were not designed to match behavioral needs.

Neuroendocrinology The neuroendocrinological

aspects of coping with stress (as above) are studied in

relation to human conditions such as mental depres-

sion [151]. This is a novel area for animal breeding,

with legible summaries of the state of the art from

[139, 152–154]. Chronic stress affects the hypothala-

mus-pituitary-adrenal (HPA) axis; it can cause a per-

sistent overproduction of corticosteroids, which can

disturb neurotransmitter systems by causing a chronic

downregulation and/or an imbalanced activation of the

various types of corticosteroid receptors in the brain.

Probably independent of the HPA axis (but interacting

with its corticosteroids) is the mediation of stress-

induced stereotypic behavior by the mesolimbic path-

way. Figure 13 presents a simplified model of these

systems.

The sympathetic nervous system also influences

corticosteroid production, and its interaction with the

HPA axis leads to active versus passive coping strategies.

These terms represent the extremes of a continuous

distribution of animal-intrinsic behavioral flexibility.

This has been described [154–157] as follows: active

copers rely on stable conditions, show poor adaptation

to changing conditions, and attempt to deal with any

challenge through routines and behavior patterns that

were successful previously, trying to remove the
stressor or move themselves away from it. Passive

copers show higher cognitive performance, thrive bet-

ter in changing conditions, and face challenges by

modifying their behavior to deal with a new stressor

in its own way, aiming at reduction of the emotional

impact of the stress.

This approach has been criticized as an attempt to

fit a multidimensional system (reactivity to external

factors) into a single (coping) dimension. Ramos and

Mormède [158] mention three such dimensions (activ-

ity, emotionality, and aggressiveness), and present

studies in rodents that quantify these through Principal

Components Analysis and similar techniques. Obvi-

ously, control of the system through animal breeding

would benefit from a detailed focus, so that the various

dimensions can be brought under control indepen-

dently from each other.

These traits are heritable (both coping strategies

have natural selective advantages), and rodent

populations have been successfully selected into either

direction, using various selection criteria [159–161].

Veenema [154] found a higher stress susceptibility in

passively coping than in actively coping mice. Her

surmise is that this is due to differences in (1) percep-

tion of the stressor during acute stress, and (2) coping

or habituation during chronic or repeated stress.

Under changing conditions, passively coping mice

may perform better in terms of dealing with the

stressor. But exposure to chronic psychosocial stressors

(i.e., living together with a dominant aggressive

penmate) induced long-lasting increased activity of

the HPA system in Veenema’s passively coping animals,

which may cause mood disorders like anxiety and

depression.

Karman [153] measured the effects of chronic stress

(caused by 5months of individual housing) in gilts that

had previously been scored for coping strategy. She

characterizes the two strategies in terms of differences

in the regulation by the hypothalamus of the pituitary’s

ACTH production: via CRH in passive copers, and via

vasopressin in active copers. In both cases, ACTH levels

and corticosteroid production are increased – which

comes back to the disturbed neurotransmitter systems

of above. Karman concludes that “individual housing is

detrimental for the welfare of pigs, independent of

coping strategy. Selection of coping strategy [. . .] will

therefore not benefit the welfare of the animals.”
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A simplifiedmodel of the neuroendocrine aspects of unsuccessful coping with stress inmammals. Top: the full systemwith

its negative-feedback loops that keep the levels of circulating corticosteroids under control. The flow starts with the

occurrence of a stressor (red arrow). The symbol pointing up or down represents upregulation or downregulation,

respectively, of the downstream activity. Green and pink circles represent different types of corticosteroid receptors; in the

limbic system, these can be disturbed by persistently high corticosteroid levels, obstructing the negative feedback loop.

The stressor is neutralized by coping behavior, which terminates its triggering of corticosteroid and catecholamine

production. Bottom: two options for obstruction of this system. Left: an external factor prevents the expression of the

required behavior, which leads to redirected behavior (e.g., stereotypies, agonistic behavior) as an outlet function with

uncertain consequences. Right: an external factor keeps the stressor in place in spite of coping behavior, effectively

blocking the stressor’s downregulation that would normally follow from coping. In both cases, the stressor is not

neutralized and the levels of circulating corticosteroids are out of control; this can result in a reduction of immunity,

growth, and reproduction traits, and in damage to the limbic system which brings the system further out of control
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If Karman’s findings hold, the generic effects

of chronic stress in pigs will not be resolved by

breeding for an active coping strategy, which would

seem to be the obvious approach with Veenema’s

[154] mice.
This would shift the focus upstream in Fig. 13,

aiming at a resolution, through animal breeding, of the

effects of chronic stress on the limbic system areas (amyg-

dala, hippocampus) that regulate the hypothalamus. De

Kloet [156] makes a distinction between “(1) the core of
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the HPA axis with emphasis on dysregulations in the

[hypothalamus] and (2) dysregulations in [. . .] stress

inputs to the [hypothalamus] (e.g., from medial pre-

frontal cortex, hippocampus, amygdala, and brain stem)

that are also targets for the stress hormones.”

Morris [162] notices that during chronic stress “the

hippocampus may become impeded in its role in ‘shut-

ting off ’ HPA axis stress activity. This results in

increased secretion of [corticosteroids] and, in

a positive feedback cycle with negative consequences,

ends up in damaging the hippocampus itself, thereby

further reducing [its] ability to regulate the HPA axis.

[. . .] This brain structure is both [i] centrally involved

in the neural reaction to aspects of prolonged stress and

[ii] itself a target of chronic stress.” Loijens [152]

reports such findings in tethered sows.

The significant issue here is that the limbic system

also regulates emotional and cognitive functions

(Fig. 13) – which provides the conceptual connection

to Fig. 12. “Sustained activation of [corticosteroid]

receptors in the hippocampus [. . .] may lead to an

impairment of declarative (rule-) learning during high

levels of chronic stress. [. . .] The amygdala [. . .] has

been demonstrated to [influence] hippocampal plastic-

ity and hence may be the central link between stress and

declarative learning [. . .]. In farm animals this type of

learning occurs during adaptation to [housing] facilities,

milking regimes etc.” [139].

Selection Objectives “An array of stress-responsive

genes has been identified,” including genes “related to

structural differences in hippocampus of [passively and

actively coping] mice. [. . .] These altered gene patterns

can be postulated as markers for predisposition for

stress-related disorders” [156]. Such gene patterns are

being studied in pigs as well, exploring changes of gene

expression in the hippocampus, amygdala, and/or

frontal cortex due to early weaning and/or social isola-

tion of piglets [163, 164].

“The evidence for a significant genetic contribution

to stress responsiveness in vertebrates is overwhelming.

[. . .] Given the complexity of the issues, there is no firm

consensus as to whether modification of stress respon-

siveness can benefit an animal within an intensive

rearing environment” [165].

In line with this, the main conclusion from the

section on “Deprivation” would be that
straightforward selection against specific behavior pat-

terns such as stereotypies and apathy (which would not

be difficult to record in intensively housed sows) may

be counterproductive. In terms of Fig. 13, such selec-

tion might just remove the “redirected behavior” path-

way that serves as an outlet for frustrated motivations,

and as such forms the animal’s final way to deal with

the load of the stressor. This would create a system

under stress (with its negative consequences for

homeostatis and production) without any security

valve. D’Eath et al. [166] refer to such animals as stoics

“because outward signs of suffering appear to be

reduced” while the “root cause of the stereotypy” is

not changed.

A second conclusion is that the active and passive

coping strategies do not seem to offer a useful criterion

for pig breeding.

It seems much more useful to look for the

abovementioned “adaptations to the special ecological

niche of domestication” [149] in terms of changes

of the predisposition for stress-related disorders and

of perception of the stressor, rather than a change of

coping patterns. This would have to target the limbic

system, which makes the task much more challenging.

From a very different point of view, Morris [162]

quotes Sapolsky: “the body simply has not evolved the

capacity or tendency to not secrete [corticosteroids]

during a crisis,” and adds to this “in effect, evolution

has only gotten so far.” Clearly, evolution could be

moved on (into a more convenient direction) by

a much focused targeting of the system that regulates

the HPA axis, i.e., the limbic system again.

This amounts to a strategy to modify instinctive

patterns so that the motivation for behavior that can-

not be supported by the production system is reduced.

This would “change the intensity of a behavioral

response,” which is equivalent to domestication [119];

antipredator responses would be an obvious example.

Adaptation of behavior through selection is then effec-

tively an extension of 9,000 years of pig domestication:

a process of reducing the animal’s drives for explora-

tion, aggression, etc.

Such characteristics form the ultimate example of

hard-to-measure traits in animal breeding. Genetic

improvement will therefore logically focus on marker-

assisted selection; phenotypic records will still be

required in large volume for marker effect estimation,
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but recording can be scheduled on a project basis, and

on other animals than selection candidates. As with

every trait of livestock species studied up to now, very

large numbers of genes are likely to be involved, which

makes the candidate gene approach and its search for

major genes not very promising – also because of the

currently “limited basic knowledge about psychobio-

logical dimensions underlying behavioral trait variabil-

ity, and the availability of reliable and meaningful

measures of these [. . .] free from environmental influ-

ences” [167]. The quantomics approach that was put

forward at www.quantomics.eu seems to offer more

power to bring such a system under control: it should

“provide the tools to identify rapidly the causative

DNA variation underpinning sustainability in live-

stock, and [. . .] exploit high-density genomic informa-

tion.” Essentially, making use of large numbers of

anonymous markers (as in genomic selection) to iden-

tify functional elements and their connection to the

phenotype (as in QTL studies).

Dominance Aggression Another issue of intensive

production systems is avoidance of dominance aggres-

sion, particularly when pigs are being mixed into

new groups [168, 169] – confinement does not allow

for escape from aggressors. Such behavior has signifi-

cant genetic components [170], possibly but not

very clearly connected to coping strategies. The main

factor that would complicate selection against such

behavior is the difficulty of data recording, which

makes marker-assisted selection an interesting option

again. QTL associated with such behavior are in the

process of being discovered [171, 172].

The ethical aspects of all this are considered in the

section on “Ethical Aspects.”
Avoidance of Invasive Treatments

There is much societal drive to reduce painful treat-

ments like castration and tail docking of piglets. The

relevant issues are then the genetic options to reduce

(1) boar taint and (2) tail biting – these form the

reasons why those treatments are performed.

Boar Taint Piglet castration needs to be carried out

under anesthesia in Norway and Switzerland. The Ger-

man pig production sector has been recommending
castration with analgesia since 2009, and aims at cas-

tration-free production on the longer term. The Dutch

pig sector aims at castration-free production by 2015;

leading Dutch retailers have decided to stop the sales of

meat from castrated pigs starting 2011. A logical

extrapolation is that by 2020 the European pig produc-

tion sector will leave most of its male pigs uncastrated.

While this provides progress in animal welfare (apart

from aggression among entire male penmates), and an

advance in gross profitability because entire males grow

more efficiently than castrates [173, 174], it causes

logistical and technical challenges because of boar taint.

Boar taint is an unpleasant odor of pig meat (occur-

ring in roughly 3–10% of entire males) caused by

several chemical components, most importantly

androstenone (a sex hormone) and skatole (a metabo-

lite of the gut microflora). The tissue concentrations of

both components are variable, line specific, and heri-

table [175–177], and the genes that influence them are

gradually being identified [178, 179] so that it is feasi-

ble to select pigs for reduced boar taint levels. Such

genetic improvement is a crucial element of the sus-

tainability of sector-wide non-castration: although it is

largely uncertain how consumers will react to increased

amounts of meat from entire male pigs appearing on

the market, boar taint incidence will have to be reduced

to manageably low levels to avoid situations where

consumer demand for pig meat collapses, or where

the processing industry shifts to imported meat from

castrates.

Because androstenone is a sex hormone, attempts

to reduce its circulating levels may affect similar hor-

mones such as testosterone and the estrogens, with

a negative impact on male and female fertility, respec-

tively. This must be counteracted through “balanced

breeding” [177], i.e., by simultaneous selection for the

relevant fertility traits.

Harmful Social Behavior SVC [117] write about

“tail injury caused by biting. Although the motivation

of the pig which bites the tail is likely to be investiga-

tion, manipulation and perhaps feeding rather than

aggression, the consequence for the bitten pig is seri-

ous. Bitten tails may attract further biting so that the

injury is to the abdomen at the base of the tail after the

tail itself has been bitten off.” Tail biting is a form of

“harmful social behaviour” [180] (HSB; “social”

http://www.quantomics.eu
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because it involves other pigs) in intensive animal pro-

duction [181, 182], possibly a form of redirected outlet

behavior (as in the section on “Deprivation”) in the

absence of rooting substrate such as straw [183]. Other

forms are vulva biting in group-housed sows [184],

piglet savaging by sows [185], and feather pecking in

poultry. Feather pecking and subsequent cannibalistic

actions form a major problem in poultry production

[186]. In practice, this vice is prevented by beak trim-

ming of the potential actor, whereas tail biting in pigs is

prevented by tail docking of the potential recipient;

both at a very young age. Both treatments compromise

animal welfare, but not performing them may do so

too – a circular lose–lose situation to be broken.

Su et al. [187] selected laying hens for increased or

reduced feather pecking incidence. Figure 14 shows the

genetic trends in their first five generations. The selec-

tion trait was the number of pecking bouts delivered by

a bird during 3 h, recorded by examining video footage

of 250 birds each generation. Behavioral traits are

notoriously time intensive to record and therefore

a prime candidate for marker-assisted selection (phe-

notypic records will still be required in large volume for
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Genetic trends of feather pecking incidence in divergent

laying-hen selection lines (Data from [187]). The data for

each line have been scaled by the within-line genetic

standard deviation. Vertical bars represent one standard

error each side of the mean value
marker effect estimation, but recording can be sched-

uled on a project basis and on other animals than

selection candidates). Motivated by this, “a major

dominant allele affecting the [feather pecking] behav-

ior” was identified in the eighth generation of the

high-incidence line [188]. More genes with significant

associations to feather pecking were found in similar

selection lines [189]. Likewise, Quilter et al. [190]

report on a search for QTL associated with piglet sav-

aging behavior in sows.

Social behavior traits involve a recipient and an

actor; genetic evaluation should take both into

account. Ellen et al. [191] notice that “cannibalism

[. . .] differs from conventional breeding traits because

it depends on social interactions [. . .]. Selection strat-

egies [. . .] should consider both the direct effect of an

individual on its own survival and the social effect of

the individual on the survival of its group members

(the so-called associative effect).”

In group housing, an individual’s phenotype for

any trait (growth rate, mortality, etc.) is influenced by

its own direct breeding value for the trait and the

associative breeding values of its penmates, positive or

negative. Hence, if associative effects are significant for

the trait, they should be part of the analysis in breeding

value estimation – to effectively equip the social envi-

ronment with a pedigree structure and capture it in

more statistical detail. This principle has been worked

out in detail for growth rate and feed intake in growing

pigs [192, 193]; associative effects contributed the

majority of heritable variance in these traits. Intuitively,

the same would hold for mortality rates due to canni-

balistic HSB.

Muir and Craig [194] discuss group selection in

laying hens, where “hens of each sire family were

housed as a group in a multiple-bird cage and selected

as a group” for egg production and survival rate. These

hens were housed intensively and were not subjected to

beak trimming, allowing for unconstrained expression

of HSB. After seven generations of selection, in group

housing, the group selection line showed a 20% mor-

tality rate at 58 weeks, compared to 54% in an unse-

lected control line and 89% in a related commercial line

(which was selected for egg production and survival

rate in individual housing; Muir WM, personal com-

munication, 2010). Plumage scores revealed signifi-

cantly less HSB in the group selection line. Egg
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production in group housing was highest in the

group selection line.

These authors conclude that this approach “is effec-

tive in improving [welfare] of layers in a relatively short

period of time without sacrificing productivity. The

way for commercial breeders to develop birds that do

not need beak trimming is clear.” A study of the endo-

crine and immune system traits in these lines [195]

concluded that “group selection altered the chickens’

physiological homeostasis which is reflected in the

line’s unique coping ability with intensified domestic

environments.” But the physiological effects of this

selection approach are cell-specific [196].

Gunsett [197] describes an application of group

selection in pig breeding. He mentions advantages in

terms of profitability (improved image of intensive

production, increased stocking density, reduced abat-

toir penalties for damaged carcasses) and animal wel-

fare: (1) reduced incidence of damaged carcasses, i.e., of

pigs injured due to HSB, (2) reduced mortality rates,

and (3) more docile behavior. He also mentions prac-

tical difficulties with the implementation of the

method, due to reduced selection intensity and

increased rate of inbreeding. Hence the program was

changed to a system where the direct and associative

breeding values were estimated in an extended BLUP

approach [198], which was formally worked out by

Bijma [199]. Group selection is then not required any-

more. These principles were applied to HSB and its

resulting mortality rates in laying hens, leading to the

conclusion that “including associative effects in the

model will give substantially higher heritable variation

than when using the conventional direct effects model

[. . .]; prospects for reduction of mortality using the

direct-associative effects model are good [. . .]; selec-

tion targeting both direct and associative effects is

expected to substantially reduce one of the major wel-

fare problems in egg production” [191].

The extension to tail biting in pigs is obvious:

Breuer et al. [180] estimated heritabilities of tail biting

in two populations (both with an actor incidence of

about 3%) at 0.00 and 0.05 on the observed scale, and

bravely conclude that “it would be possible to develop

a selection index to reduce [. . .] tail-biting behavior

through selective breeding” – but any statistical

method that delivers substantially higher heritable var-

iation would be very useful here.
Muir and Craig [194] conclude from their selection

results that “because group selection is shown to

improve well-being in multiple-bird cages, alternatives

such as redesigning cage environments, or housing

such as floor pens or free ranges, may not be needed.”

Likewise, Conington et al. [200] write “breeding ani-

mals to adapt to their environment, rather than focus

on changing environments to match new genotypes

(such as altering housing and cubicle design) can min-

imize the mismatch between them” [200]. Such state-

ments are under debate, following the argument that it

would be preferable to adapt the production system to

the animal, rather than vice versa, which goes back to

Faure [201]. This is in clear conflict with domestication

in general, which has always attempted to adapt ani-

mals to captivity systems, sometimes by considerable

force. The ethical aspects are dealt with in the next

section.
Ethical Aspects

Farm animals are there to produce food that people

need and want. With an increasing human population

and its worldwide purchasing power, there is an

equally increasing demand (what people want) for

animal products. One of the options of dealing

with this increasing demand is to disapprove of it,

arguing that the world’s carrying capacity does not

allow for it [202] and that everyone (particularly in

the developed world) should eat less animal products.

This raises one of the many arguments in an ethical

discussion: to what extent it can be justified to deny

people (particularly in the developing world) what they

clearly want.

Another (nonexclusive) option is to look for tech-

nological solutions. Without doubt, intensive systems

will be the norm in worldwide pig and poultry produc-

tion of the 2020s: in USA, Brazil, the Middle East,

Russia, and China – where the enforcement of extrane-

ous norms and regulations is difficult and arguably

ethically unjustified. Sections “Robustness” to “Avoid-

ance of Invasive Treatments” show that pig breeding

can produce genotypes that are better equipped to fare

well in such systems. This would also enhance profit-

ability in such systems (due to lower mortality and

morbidity rates), leading to increased worldwide sus-

tainability. The pragmatic approach would then be to
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accept this and aim at adapting the pig species to

such conditions. There is much debate about this

proposition.

Hörning [203] writes: “In general it seems ethically

dubious when behavioral problems of intensive pro-

duction must be reduced by breeding, rather than by

changing the management-related causes. On the other

hand, selection for certain behavior patterns in exten-

sive production conditions has been recommended by

some livestock ethologists: [. . .] maternal behavior of

sows in loose housing systems [. . .] or against feather

pecking in laying hens in alternative housing systems”

(translated).

In line with this, the genetic adaptation of goats,

sheep, and beef cattle to marginal (mountainous, wet-

land, arid) extensive conditions is much explored [204,

205]. Those conditions often lead to severe and persis-

tent violation of the freedom from thirst, hunger, ther-

mal discomfort, parasites, and disease – the breeding of

animals that withstand such harsh low-input condi-

tions evokes Kojak’s maxim to survive is a lousy way to

live. The justification of such adaptation strategies is

commonly phrased in terms of the economical and/or

cultural importance of livestock for such marginal

areas (see the section on “Biodiversity,” and more spe-

cifically pp. 405–419 of [5]), which entirely overlooks

animal welfare.

By contrast, animal welfare problems in intensive

production systems center around robustness

and behavioral deprivation. Strategies to reduce

deprivation problems by animal breeding (as

outlined in the section on “Deprivation”) meet with

criticism of an ethical nature, as from Hörning [203],

above.

The issue is if genetic adaptation of livestock species to

the violation of their welfare by thirst, hunger,

thermal discomfort, parasites, and disease in exten-

sive conditions (for economic and cultural reasons)

would be ethically justified, whereas genetic adap-

tation to behavioral deprivation in intensive sys-

tems (for economic reasons) would be wrong. If it

is justified to select poultry against feather pecking

in alternative housing systems, the question is valid

why such selection in battery cages would be

wrong.

There are two elements here: (1) the production

system as such and (2) the process of adapting animal
species to it through artificial selection. These are dif-

ficult to separate, because the argumentation is partly

circular.

“Since biology appears to impose few limitations on

what is possible, changing the animal to suit the envi-

ronment raises the question of the ethical acceptability

of the environment” [166]. The underlying notion here

is that the environment may be intrinsically wrong.

Nevertheless, successful adaptation of an animal species

to any production system would make that system

acceptable from the point of view of animal welfare –

for that particular species, in that particular system. For

anyone who finds such systems unacceptable a priori,

such adaptation is therefore undesirable: the circular

argument appears here. A housing system that is

deemed unacceptable a priori, without taking animal

welfare into account, can only make sense from

a human perspective.

Artificial Selection Domestication through artificial

selection is a human activity, and therefore subject to

ethics. By contrast, natural selection just happens.

Natural selection has adapted species to previously

hostile conditions: freezing (Antarctic icefish,

Dissostichus mawsoni), molten sulfur (western Pacific

tonguefish, Symphurus thermophilus), cobra venom

(mongoose, Herpestes ichneumon), high CO2 and low

oxygen levels (naked molerat, Heterocephalus glaber),

compression (sperm whale, Physeter macrocephalus),

drought (Arabian camel, Camelus dromedarius) and

crowding (Mexican free-tailed bat, Tadarida

brasiliensis), among many others. Natural selection is

also adapting Sus scrofa domesticus to intensive housing

conditions – this is happening now, but so slowly that it

is very difficult to notice. Artificial selection can do the

same, much faster.

Like natural selection, domestication used to be

a slow process – its resulting changes were hardly

noticeable with a normal human time horizon. These

changes have accelerated considerably since the 1980s,

to the extent that they are now measurable within, say,

a decade (as in Figs. 9–11) – and many people feel

uncomfortable with this. Despite education and popu-

larization of science, the notion of evolution (i.e.,

genetic change) as a process that is actually taking

place today is not widely appreciated. Judeo-Christian

culture regards species as fixed entities, which makes
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people resist a noticeable change of a species’ instinc-

tive repertoire because it is experienced as “unnatural”

(which is exactly what it is: domestication, like every

other aspect of civilization, is a deliberate move away

from nature). This resistance is toward genetic change

of the pig as we know it. Nine thousand years of domes-

tication have reduced the cephalization ratio (brain

size as a proportion of body size) of the domestic pig

by 30–40% as compared to the wild boar, the same as

the dog-wolf comparison [149, 206]; significantly, the

limbic system is most affected, see the section on

“Selection Objectives.” There is no reason to think

that this process has stopped – nor will any dog

owner argue that the current situation is wrong.

What many people resist is to notice such a process

of change actually taking place, if it would be accel-

erated by more effective artificial selection proce-

dures as in Belyaev’s famous fox selection lines

[207]. The pig as we know it represents one particular

stage of an evolutionary continuum, much of which

lies in the future. Because this stage is familiar, now, it is

experienced as the “natural” one – which it is not: by

definition there is no such thing as a natural domestic

animal. Accordingly, FAWC [120] stress the distinction

between “natural” and “normal” behavior in farm

animals.

A common argument is that such further adapta-

tions to the niche of domestication would reduce the

animal to a means to an agricultural end, to

a commodity – which “embodies an excessively instru-

mental view on living creatures” [208]; they would

violate the animal’s integrity, “making it in some way

less complete than it was previously” [181].
Integrity “Would it be right to produce [. . .] a pig

unable to feel pain and unresponsive to other pigs?

[. . .] such a pig would not be able to suffer, and its

use might lead to significant productivity gains. Some-

one arguing that [this] would be wrong, would not be

able to argue thus on the grounds of animal suffering”

[120]. Rather, such argumentation is typically phrased

in terms of integrity. It is useful to distinguish between

two integration levels here: the individual animal, and

the species as such.

One view is that violation of an individual animal’s

integrity is wrong; this is about production systems
that keep animals in persistent pain, frustration, or

fear – and [209] about breeding that predisposes ani-

mals to such conditions.

Quite another view is that it is wrong to breed

animals that experience less pain, frustration, or fear

in such production systems [210]. This is about species

integrity: although the individual pig’s integrity is less

violated, it would be less of a pig, which sounds uncom-

fortable. Conversely, it can be argued that such a pig

would be less of a wild boar (Sus scrofa scrofa) and

therefore more of a pig (Sus scrofa domesticus) on the

evolutionary continuum mentioned above. Impor-

tantly, the argument is not about animal welfare but

about human values.

Appleby and Sandøe [211] analyze the various

schools of philosophical thought on this issue “so that

scientists may be more aware of the strengths and

weaknesses of their own ideas about animal welfare.”

Thompson [212] gives an overview of the same; one

approach holds that it is important for animals to

express their instinctive behavior motivations (see the

section on “Deprivation”), as far as “they actually

have these [. . .], but whether or not a given animal

does or does not have these drives is immaterial. Or

put differently, one cannot harm an animal by frus-

trating a [motivation] that it does not have. Because

this view revolves around the [motivations] that

individual animals actually have, it does not see

anything problematic about producing animals

that have different motivations.” This goes back to

Rollin [213].

An opposing view is that such animals (1) “can be

said to have been harmed, even if there is no

corresponding adverse affect in terms of animal bodies

or animal minds”; this (2) “would regard the use of

genetic strategies to address welfare problems as mor-

ally problematic” [212]. Gavrell Ortiz [214] disagrees

with point (1) but defends point (2) on the grounds of

violated animal dignity, “even if themodificationwould

improve the animal’s welfare.”

All this reduces animal welfare to “a subset of

human welfare, the animals’ preferences and [welfare]

having relevance only to the extent that they are impor-

tant to us” [215]. This was extended by Würbel [216]:

“it is [. . .] important to distinguish between our inten-

tion to protect animals (which may be partly selfish)

and true animal protection. Animal protection is
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ethically justified by our own human values. What

animals need for their protection, however, needs to

be justified biologically by values that apply to the

animals. Only by acknowledging this distinction will

we arrive at an ethical and legal framework that satisfies

our ethical claims as well as doing justice to the ani-

mals” (our emphasis).

The conclusion from this section on “Animal Wel-

fare” is simple and uncomfortable. Intensive pig pro-

duction systems will expand considerably, particularly

in the developing world. Adapting the species to

such conditions is technically challenging but feasible;

it will improve animal welfare. Argumentation against

this serves human moral values, and not animal

welfare.
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Pig Breeding for Increased Sustainability. Figure 15

Elements of pig breeding goals (blue ovals) and their

relationships with sustainability issues. The symbols � and

☺ indicate (un-)favorable influences on the downstream

element; � indicates that solution of the upstream issue

requires the downstream element; � indicates that

a balance must be established. Dotted arrows characterize

the sustainability issue in terms of breeding goal elements
Future Directions

To repeat from the end of the Introduction: Sustain-

ability will always be a matter of more or less: it can never

be an absolute goal. This can now be made more con-

crete in terms of conflicting concerns about the various

targets of sustainable production (people, pigs, planet,

profit), as follows.

De Boer and Cornelissen [217] evaluated three lay-

ing-hen housing systems for the sustainability indica-

tors economic performance, ammonia emission,

energy use, animal welfare, farmer welfare, and egg

quality. These authors notice conflicts such as

“improvement of farmer welfare is difficult to achieve

in animal-friendly [systems], because unfavorable tho-

racic dust concentrations [. . .] are a direct result of the

presence of litter.” With equal weighting to each indi-

cator, the battery cage ranked considerably better for

overall sustainability than deep-litter and aviary

systems.

Likewise, three scenarios for enhanced sustainabil-

ity of pig production were studied [218, 219] focusing

on (1) animal welfare, (2) pollution, or (3) product

quality and safety. Among the reported conflicts are

a higher contribution to acidification, a higher green-

house gas emission, and higher production costs in

(1) the animal welfare scenario than in (2) the pollu-

tion scenario. “Ranking between the different aspects of

sustainability may [. . .] differ between different people

and over time. How to evaluate [them] is mainly

a political question, and legislation and political
decisions can easily change the ranking of the scenar-

ios.” This is about production systems, differing in

animal management, housing, and feed production

strategies. The breeding goals specified in that study

were not dramatically different among the scenarios:

(1) lean tissue growth rate (LTGR), feed intake, moth-

ering ability, and longevity; (2) LTGR and feed effi-

ciency; and (3) LTGR and meat quality – sets that

occur alongside each other in any transnational breed-

ing program, see Figs. 9–11 in the section on “Selection

for Robustness Traits,” and also Fig. 5 in [107].

However, the inclusion in breeding programs of

specific sustainability targets (biodiversity, pollution,

animal welfare) will create conflicts that need careful

prioritization, as illustrated in Fig. 15. Priorities can be

based on economic approaches such as shadow prices

(as illustrated for nitrogen excretion in the Pollution

section), or benefit functions for animal welfare traits

[220]. But the outcome must be a political compro-

mise, and as such will change over time.
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A recurring theme of this chapter is: this technology

is statistically demanding. It follows that sustainable

animal breeding equals high-tech animal breeding –

just as sustainable animal production must involve

precision farming [221] to overcome its inherent con-

flicts. Earlier breeding programs delivered at lower

sustainability levels not only because of incomplete

breeding goals (focusing on narrow-sense profitability)

but also because the required data recording and

processing methodology was not available.

Future directions will have to be set by the pro-

duction sector and the society that it is part of.

The commercial pig breeding sector does not have its

own agenda: breeding goals are set based on what the

market for breeding stock demands, and those

demands are influenced by society – e.g., through leg-

islation, or market regulation, around pollution and

animal welfare. This chapter shows that the genetic

technology to meet such demands is available, and

can be exploited.
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Tanila, Elżbieta Martyniuk, Dave McLaren, Marnie

Mellencamp, Patrick Morel, Bill Muir, Candido

Pomar, Rainer Roehe, Lotta Rydhmer, Montse

Torremorell, Simon Turner, Eldon Wilson, and

Hanno Würbel.

Bibliography

1. Gamborg C, Sandøe P (2003) Breeding and biotechnology in

farm animals: ethical issues. In: Levinson R, Reiss MJ (eds) Key

issues in bioethics: a guide for teachers. RoutledgeFalmer,

London, pp 133–141

2. Gamborg C, Sandøe P (2005) Applying the notion of

sustainability – dilemmas and the need for dialogue. In:

Gunning J, Holm S (eds) Ethics, law and society. Asghate,

Aldershot, pp 123–130

3. Elkington J (1999) Cannibals with forks – the triple bottom line

of 21st century business. Capstone, Oxford

4. Knap PW, Neeteson-Van Nieuwenhoven AM (2006) Private

and public roles in conservation. In: Options and strategies

for the conservation of farm animal genetic resources: report

of an international workshop and presented papers (CD-ROM).

CGIAR Biodiversity International, Rome, pp 62–67

5. FAO (2007) In: Rischkowsky B, Pilling D (eds) The state of the

world’s animal genetic resources for food and agriculture.
Food and Agriculture Organization, Rome. ISBN 978-92-5-

105762-9

6. Rege JEO (1999b) The state of African cattle genetic resources.

1: Classification framework and identification of threatened

and extinct breeds. Anim Genet Res Info 25:1–25

7. Rege JEO, Gibson JP (2003) Animal genetic resources and

economic development: issues in relation to economic valua-

tion. Ecol Econ 45:319–330

8. Tisdell C (2003) Socioeconomic causes of loss of animal

genetic diversity: analysis and assessment. Ecol Econ 45:

365–376

9. Gandini GC, Oldenbroek JK (2007) Strategies for moving from

conservation to utilisation. In: Oldenbroek JK (ed) Utilisation

and conservation of farm animal genetic resources.

Wageningen Academic Publishers, Wageningen, pp 29–54

10. Simianer H (2005) Decision making in livestock conservation.

Ecol Econ 53:559–572

11. Gandini GC, Villa E (2003) Analysis of the cultural value of local

livestock breeds: a methodology. J Anim Breed Genet 120:1–11

12. Ollivier L (2005) Economic relevance of animal diversity con-

servation. In: Rosati A, Tewolde A, Mosconi C (eds) Animal

production and animal science worldwide. Wageningen Aca-

demic Publishers, Wageningen, pp 271–279

13. Hill WG, Zhang XS (2009) Maintaining genetic variation in

fitness. In: Van der Werf JHJ, Graser HU, Frankham R,

Gondro C (eds) Adaptation and fitness in animal populations.

Springer, Berlin, pp 59–82

14. Nicholas FW (2009) Discussion. In: Van derWerf JHJ, Graser HU,

Frankham R, Gondro C (eds) Adaptation and fitness in animal

populations. Springer, Berlin, pp 233–234

15. Dempfle L (1990) Conservation, creation, and utilization of

genetic variation. J Dairy Sci 73:2593–2600

16. Megens HJ, Crooijmans RPMA, SanCristobal M, Hui X, Li N,

Groenen MAM (2008) Biodiversity of pig breeds from China

and Europe estimated from pooled DNA samples: differences

in microsatellite variation between two areas of domestica-

tion. Genet Sel Evol 40:103–128

17. Eding H, Bennewitz J (2007) Measuring genetic diversity in

farm animals. In: Oldenbroek JK (ed) Utilisation and conserva-

tion of farm animal genetic resources. Wageningen Academic

Publishers, Wageningen, pp 103–130

18. San Cristobal M, Chevalet C, Haley CS, Joosten R, Rattink AP,

Harlizius B, Groenen MAM, Amigues Y, Boscher M-Y, Russell G,

Law A, Davoli R, Russo V, Désautés C, Alderson L, Fimland E,

Bagga M, Delgado JV, Vega-Pla JL, Martinez AM, Ramos M,

Glodek P, Meyer JN, Gandini GC, Matassino D, Plastow GS,

Siggens KW, Laval G, Archibald AL, Milan D, Hammond K,

Cardellino R (2006a) Genetic diversity within and between

European pig breeds using microsatellite markers. Anim

Genet 37:189–198

19. SanCristobal M, Chevalet C, Peleman J, HeuvenH, Brugmans B,

Van Schriek M, Joosten B, Rattink AP, Harlizius B, Groenen

MAM, Amigues Y, Boscher MY, Russell G, Law A, Davoli R,

Russo V, Dèsautés C, Alderson L, Fimland E, Bagga M, Delgado

JV, Vega-Pla JL, Martinez AM, Ramos M, Glodek P, Meyer JN,



1289Pig Breeding for Increased Sustainability
Gandini G, Matassino D, Siggens K, Laval G, Archibald A,

Milan D, Hammond K, Cardellino R, Haley C, Plastow G

(2006b) Genetic diversity in European pigs utilizing amplified

fragment length polymorphism markers. Anim Genet

37:232–238

20. Van Zeveren A, Peelman L, Van de Weghe A, Bouquet Y (1995)

A genetic study of Belgian pig populations by means of seven

microsatellites. J Anim Breed Genet 112:191–204

21. Sollero BP, Paiva SR, Faria DA, Guimarães EF, Castro STR,
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europäischen Tierzucht. In: Hammond J, Johansson I,

Haring F (eds) Handbuch der Tierzüchtung 3-1: Rassenkunde.
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Glossary

Phenotyping The activity of measuring the physiolog-

ical, morphological, developmental, and chemical

characteristics of plants.

Trait A measurable phenotypic character or attribute,

for example, plant height.

Definition of the Subject

The next generation of crops, capable of being

productive in an increasingly variable and changing

climate, will rely on genetic interventions based

on process understanding, selection of target traits

in managed environments, and high-throughput

phenotyping and genotyping more than ever

before. This entry discusses examples from wheat and

rice, recent advances in plant breeding for high yield

potential environments, and also those where abiotic

stress is a major limitation to productivity. The
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
methodologies and lessons learnt are discussed in the

context of breeding in the face of climate change.

Introduction

The effects of climate change on agricultural production

and food security are already taking place, creating new

challenges for plant breeders to act quickly. The conse-

quences of climate change on agricultural systems

across the globe will be heterogeneous [35]. The pro-

jections for 2050 indicate that the increase in temper-

ature (1–3�C) and CO2 together with rainfall changes

may benefit crops in the mid- to high latitudes, as

temperatures will be closer to optimal for growth and

the growing season longer. Over the same period,

a decline in agricultural productivity is projected for

low-latitude agricultural systems due to detrimental

thermal conditions and more frequent extreme

weather–related events. In the longer term, if the effects

of climate change are not counteracted, productivity

could decline both in low and mid- and high latitudes,

primarily due to detrimental impacts of high tempera-

tures and water stress [35, 66]. Rising temperatures will

lower production by limiting the length of the growing

season, exerting direct negative effects on resource cap-

ture and processes underpinning growth and yield.

Another consequence of rising global temperatures

over the next few decades is likely to be the increase in

evaporation and acceleration of the global hydrological

cycle, which could potentially dry subtropical areas and

increase precipitation at higher latitudes. Ongoing

challenges to food security will result from these

changes, as most developing countries are situated at

low latitudes in regions that are alreadywarm and semi-

arid [66]. To illustrate this point, two thirds of the

undernourished people in the world live in just seven

countries (Bangladesh, China, the Democratic Repub-

lic of the Congo, Ethiopia, India, Indonesia, and Paki-

stan) and over 40% live in China and India alone [23].

While general trends are described above, changes

can already be observed. In Australia, average temper-

atures have increased 0.9�C since 1950, with significant

regional variation, while the frequency of hot days and

nights has increased and that of cold days and nights

has declined (www.climatechangeinaustralia.com.au).

In parallel, since 1950, most of Eastern and Western

Australia has experienced substantial rainfall decline,
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3

http://www.climatechangeinaustralia.com.au
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while North-West Australia has become wetter. In this

context, new crops and crop varieties represent

a technical adaptation with the potential to be instru-

mental in at least reducing climate-related vulnerability

at the farm level [33]. For Australia’s wheat crops, it has

been estimated that, in the absence of adaptive mea-

sures, a 1.5–2�C increase in temperature would cancel

out the grain yield increase derived from a CO2 dou-

bling, assuming no change in varietal adaptation ([33]

and references therein).

It is important to consider that plant breeding takes

time. The objective of a plant breeding program is to

create new genetic variation and select gene combina-

tions to create genotypes with superior performance in

the target population of environments (TPE) [16].

Combining a range of methods, from traditional plant

breeding to molecular tools, it is estimated that it takes

7–12 years to release a wheat cultivar (David Bonnett,

pers. comm.) and 5–10 years to release a rice cultivar

[9]. Increased climate variability in terms of rainfall

patterns and the trends in the evolution ofmajor weather

variables such as temperature will lead to longer-term

changes in the TPE. Under increased weather variability,

a higher genotype x environment interaction (GEI) is

expected. An increase in GEI, observed through altered

genotypic rankings,makes it harder for breeders tomake

sustained genetic gains, as already documented for

drought [65]. The paradox is that at a time when

farmers’ needs for new varieties as an adaptation tool

intensify, breeding progress may become slower.

In this context, three of the main challenges plant

breeding faces in relation to adaptation to climate

change are (1) identifying the new target population

of environments (TPE), (2) translating this knowledge

into practical selectionmethods to uncover new genetic

variation, including large mass phenotyping of poten-

tial parental lines, progeny, and wild genetic resources,

and (3) integrating complex genotypic information

with the large volume of data from high-throughput

phenotyping systems. This entry looks at some of the

recent advances in plant breeding for high yield poten-

tial environments and also those where abiotic stress is

a major limitation to productivity. The methodologies

and lessons learnt could become useful when breeding

in the face of climate change. Examples are given

for rice and wheat, because of their important contri-

bution in volume and value to the world economy [24].
Breeding in a Changing Environment

Yield is a complex trait underpinned by many different

processes and, as such, highly influenced by environ-

mental conditions. Breeding programs utilize multi-

environment trials as a way of sampling the target

population of environments (TPE). However, the con-

ditions (weather, soil, agronomy) in those trials are not

always a good representation of the TPE that the lines

will grow in during their commercial life ([13] and

references therein). This gap, between the “selection”

TPE and the “commercial life TPE” may increase as

a result of increased climate variability. Predicting

which type of environments breeders will be targeting

and their frequency of occurrence may become a key

piece of information in designing the best targeting of

selection schemes.

Some lessons can be learnt from experience in breed-

ing for drought-prone environments that could be

adopted more widely and potentially extended to

selecting for adaptation to high temperatures. In

drought-prone areas, an important proportion of the

GEI has been attributed to the timing of drought stress

with respect to the crop stage. Not surprisingly, different

outcomes in yield progress can be expected when selec-

tion takes place under different drought patterns [13].

An attempt to describe “types of environment” for

a particular region has been conducted for sorghum

[13] and wheat [15] in Northern Australia utilizing

historic weather data, soil characteristics, and current

and virtual crop characteristics (e.g., sorghum: [14])

using the crop simulation model APSIM [38]. This

could be expanded to a larger regional scale using syn-

thetic weather data (“future climates”) aiming at differ-

ent outcomes. Although climate projections have their

own uncertainty, there is consensus in some of the

predicted global trends [32]. At a large scale, describing

“types of environments” using synthetic weather data

could be a tool to identify shifts in the cultivated area

and regions that are likely to experience increased fre-

quency of events that will lead to yield loss [42], for

example, high temperature or drought during pollen

meiosis in wheat [37] or high temperatures at anthesis

in rice [36]. This information can be used to design the

layout of multi-environment trials or create managed

environment facilities that reliably “reproduce” these

conditions, for example, irrigation in the desert (such
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as CIMMYT’s Obregon facility), rain-out shelters, tem-

perature gradient tunnels, etc., that, depending on their

scale, could be used for particular stages of the breeding

program. Ultimately, this information could be used to

set selection criteria prioritizing particular traits (e.g.,

[67]) and devise the appropriate tests and technologies

to screen for them (Fig. 1).
A Combination of Breeding Approaches Needed

to Advance Yield in a Changing Climate
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must make multiple crosses to spread risk. In drier

environments subject to greater GEI, progress

for yield is usually slower than in more favorable envi-

ronments. In spite of these constraints, breeding

programs have successfully improved water-limited

yields over an extended period and new approaches

must offer tangible benefits if they are to be adopted

[46, 52, 75].

The already commonplace and increasing use of

molecular markers in wheat breeding is a good example

of the adoption of a technology that successfully sup-

plements conventional approaches. Most markers

implemented so far have been for genes of large effect

associated with disease resistance, grain quality, or,

more recently, the major genes controlling plant phe-

nology. Few if any “yield,” “drought tolerance” or “heat

tolerance” quantitative trait loci (QTL) have been used

in wheat breeding to date. Nonetheless, the major gene

markers are useful in allowing more effective selection

in earlier generations for a greater range of traits, while

still leaving sufficient variation to allow selection of

superior individuals for quantitative traits in later gen-

erations through conventional phenotypic selection

(e.g., [77]). Removal of inferior individuals and alleles

earlier in the breeding process means that fewer indi-

viduals entering the expensive later stages of yield and

quality evaluation will be discarded because they lack

some key major genes.

The identification of robust, yield-related QTL

markers should allow early generation enrichment of

the frequencies of these alleles in much the same way as

for major genes. These QTL can be identified through

a number of approaches. Initially, biparental mapping

populations were used but these have two key prob-

lems. First, the population sizes and number of test

environments required to accurately identify QTL

for yield are large, even in the absence of GEI. Usually,

suboptimal population sizes and numbers of test

environments were used, leading to some QTL not

being identified and the effects of others being

overestimated [5]. Other problems with this approach

are that only two parents are sampled per population

and identified QTL are often population- or environ-

ment-specific (e.g., [60]). Further, parents commonly

differed for major genes controlling height or phenol-

ogy and these had by far the largest effects on the

quantitative trait being measured making it difficult
to identify previously unknown sources of variation

in the face of further-reduced effective population

sizes [54].

Association mapping and whole genome prediction

models (e.g., based on full genome profiling techniques

such as DArTs [39]) have been proposed as alternative

methods to identify and combine useful variation for

a range of traits [10, 30, 31, 43]. The advantages of this

approach are that alleles from a greater range of parents

can be examined which may have greater relevance to

breeding populations if the set is appropriately formu-

lated. In the context of a breeding program aiming to

make progress for yield, the most appropriate lines are

likely to be breeding lines, and the phenotyping will

comprise the routine yield evaluation trials. A key

advantage is that the resources allocated to

phenotyping are likely to be much greater than is

available to any stand-alone QTL mapping project

and the associations identified are more likely to be

relevant to breeding populations as they were devel-

oped in breeding populations. Given the likelihood

that the effects of QTLs for complex traits will change

over time through fixation of important regions and

differing interactions with new alleles at other loci,

a continual reassessment of the value of QTLs in breed-

ing populations may be needed in parallel with their

use in selection [57]. This requires integration of good

multi-environment yield data and efficient whole

genome fingerprinting techniques that can be applied

to the large numbers of lines making up the yield trials

of commercial breeding programs. This approach

depends on large amounts of resource for phenotyping,

genotyping, and information management that

are currently not available within the public sector.

Further, association mapping approaches may not

give good clues to the underlying mechanisms respon-

sible for the yield effects of QTLs, but given that con-

ventional breeding has achieved yield gains despite

ignorance of contributory mechanism(s), this

need not be an impediment to their use. Given that

there is not a perfect correlation between any one

physiological parameter and yield and interrelation-

ships between physiological characters and their effects

on yield are often not well understood, widespread

mapping and use of QTL for physiological characters

are not likely in the public or private sectors in the near

future.
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A Niche for Indirect Selection for Yield Using

Physiological Parameters

Given that all increases in yield must have

a physiological basis, it should in theory be possible

to identify and select for this variation. “Physiological”

or “trait-based” breeding has a niche value as comple-

mentary to more conventional crossing and selection

methods [63, 73]. For selection of physiological char-

acters to be viable in a breeding program

a demonstrated genetic correlation with yield is a pre-

requisite as is development of a cheap, high-

throughput selection tool. The ultimate outcome of

selection for yield-related physiological characters

must be greater genetic gain per breeding cycle or per

unit of investment. The fact that physiological mea-

surements do not depend on knowledge of the number

and location of QTLs segregating in any given popula-

tion means they can be used across a greater number of

populations. This also means they can be used to screen

exotic germplasm, such as wild relatives, sources for

variation that may be based on novel alleles and could

be introgressed into breeding populations. High order

or composite traits evaluated in the field have been

particularly successful as targets of this approach, com-

pared to traits evaluated at the cellular level, which are

more prone to be subject to upscaling problems [72].

This is also of value given that agronomically important

complex traits have not been particularly amenable to

improvement using marker-assisted selection [31].

An analytic physiological approach is also likely to

be useful to improve candidate traits for which genetic

variation is not readily available, as could be the case in

the response to high temperatures, and a targeted

search and introduction strategy is needed. To illustrate

the possibilities, an example of the use of physiological

traits–based breeding to cope with limited water in

wheat and improve yield under favorable conditions

in rice is presented below.

Packaging Traits to Cope with Limited Water in

Wheat and Links with Breeding for High

Temperatures

A number of relationships between yield and physio-

logical parameters have been identified in wheat and
indirect selection methods for yield subsequently

implemented. A good example resulted from the dis-

covery of a positive relationship between irrigated

yields and stomatal conductance in a historical

series of CIMMYT wheats [25]. Subsequent research

showed that selection for higher stomatal conductance

could be used in indirect selection for increased yield in

irrigated conditions [17]. Selection for high stomatal

conductance using canopy temperature as a surrogate

is now a routine procedure in the rainfed wheat

program at CIMMYT (Manes, personal communica-

tion 2010).

Discovery of the relationship between C12/C13 car-

bon isotope discrimination (CID) and yield under

drought is another example that grew from postulation

of a relationship based on theoretical considerations,

subsequent identification of variation in wheat germ-

plasm, demonstrating a relationship with yield, devel-

opment of a selection tool and germplasm, and

ultimately in release of improved varieties Drysdale

and Rees [55, 56, 65].

Later genetic dissection identified QTL for CID in

several mapping populations that had not been specif-

ically developed for mapping CID and in which the

parents were mainly commercial varieties [60].

Although the parents of these populations did not

have the most extreme CID levels, the populations

showed the genetic complexity of the trait, that diver-

sity for CID alleles was present in current varieties and

that it was possible to recover transgressive segregants

for CID from these populations as extreme as any

identified in previous germplasm surveys. Therefore,

with knowledge of the relationship between CID and

yield under drought, availability of an appropriate

selection screen should allow breeders to indirectly

select for higher yield in drought-prone environments.

Although use of mass spectrometry to determine car-

bon isotope composition is a relatively expensive pro-

cedure and has not been applied routinely by

commercially focused breeding programs, it was suc-

cessfully applied in germplasm development efforts at

CSIRO that led to the release of varieties Drysdale and

Rees in collaboration with varietal breeding programs

[55, 56]. Development of cheaper techniques to screen

for the increased WUE that result in the CID
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differences may be applicable on a more routine basis

in breeding programs.

QTLmapping of water soluble carbohydrate (WSC)

contents in stem [60] and coleoptile length [59]

reveal similarly widespread and potentially useful var-

iation for these traits in elite germplasm. In cereals,

water soluble carbohydrates (WSC) stored in stems

have been acknowledged as contributing tomaintenance

of grain filling rate when photosynthesis declines due

to various stresses, for example, drought ([6, 47 81], heat

stress [7], and possibly disease [8]. Increased coleop-

tiles length can be a useful option for systems utilizing

moisture-seeking strategies, such as sowing in deep

furrows. This is likely to be a useful combination of

traits for climate change in Australia, with the projected

temperature increase and the decrease in average

annual and winter rainfall (fewer and drier sowing

opportunities) in the southern areas of the wheatbelt

toward 2030 [32]. Progress for these traits could be

made by selecting variation already present in breeders’

populations if an efficient selection screen were

available.

As mentioned before some of the traits targeted for

drought stress are potentially useful under heat stress,

which is particularly the case for those related to tran-

spirational cooling [54]. Increased root growth in a soil

profile with water available at depth can increase the

transpirational cooling of the crop, uncoupling it from

air temperature and helping keep tissues in a “safer”

temperature window. Epicuticular waxiness is another

trait with a dual function, reducing heat load and

transpiration. Waxiness can be scored visually in the

field, but, despite the theoretical impact there have

been no comprehensive studies of its impact in crops

[64]. Flowering time has been exploited under terminal

drought as a simple way of manipulating the water

balance, early flowering leaving more water available

to be used during grain filling. Early flowering can also

be used to avoid high temperatures during grain filling.

In both cases, advancing flowering can carry the pen-

alty of lower biomass at flowering and increased prob-

ability of frost damage.

Some processes are directly affected by high tem-

peratures, among them respiration, inflorescence fer-

tility, and starch composition, and hence grain quality
([2, 4, 78, 82]). Night respiration and photorespiration

are processes directly affected by temperature; however,

the lack of an easy way to phenotype large number of

lines and study its effects at the crop level makes it

inaccessible as a target for breeders at this point in

time. Susceptibility of pollen to high temperatures

and traits contributing to heat tolerance (biochemical

mechanisms) and avoidance (e.g., anther dehiscence

early in the day) is a topic much researched in rice

(see [78] and references therein). Pollen sterility

induced by drought and genetic variation for it has

been confirmed in wheat [37] and could also be poten-

tially triggered by high temperatures. This is likely to be

a trait to be screened for in controlled environment

facilities or using molecular markers, given how

unpredictable high temperatures can be at

a particular crop stage in the field. For the purpose of

marker development or QTL identification it will be

important to “detangle” the phenotype appropriately

as, for instance, reduced pollen sterility under high

temperature could occur due to lower tissue tempera-

ture in a line that has high transpirational cooling due

to higher stomatal conductance.
Physiological Traits to Raise Yield Potential in Rice:

Different Targets for Temperate Versus Tropical

Regions

As highlighted earlier, an increase in the length of the

growing season as well as improved growing seasonal

conditions are forecasted for high latitudes under cli-

mate change. This section illustrates the experience in

rice in breeding for increased yield potential. Yield

potential is defined as grain yield only limited by

incoming radiation and temperature at a given site.

Most of rice production is derived from tropical and

subtropical areas, where it is grown with irrigation

water from the monsoon [79]. The yield potential of

rice in the tropics has been stable at 9–10 t ha�1 for the

last 20 years [51]. However, the arable land for rice is

continuously decreasing as a consequence of increasing

urbanization, in parallel with the increase in the pop-

ulation of rice consumers. An increase in yield potential

of rice of 10–15% is now necessary to cope with this

raising demand [69]. Among the main limitations to
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rice yield potential in the tropics are (1) the limited

amount of incoming radiation (combination of short

days and cloudiness), (2) high relative humidity under-

lying high resistance to transpiration, and (3) a trend

toward a short crop cycle to allow the growth of two to

three crops per year. Indeed, the highest rice yield

potential today is slightly higher or similar to that of

IR64, that is, comparable to introgression lines of IR64

background [29], a benchmark inbred line which was

developed by IRRI breeders in the middle of the 1980s.

Most of the increases in rice yield in the field have been

achieved with hybrid rice [50]. In contrast, the main

gain in crop productivity in the last 20 years has been

observed undernutrient or water limitation [34]. Grain

quality has also been a great focus of the last 20 years

and has diversified significantly to meet the variable

expectations of consumers from different regions [27].

The International Rice Research Institute was

a pioneer in using physiological concepts in breeding

for an ideotype, as illustrated by the so-called “new

plant type” which reached limited success [51]. These

guiding principles are still utilized in current efforts to

improve yield potential in rice focusing in increasing

biomass and harvest index as discussed below. One

challenging option is to develop a rice plant with the

C4 photosynthesis pathway: the radiation use efficiency

would be increased considerably and so the yield

potential up to by 30–50% [44, 68, 80]. It is taking an

integrated program involving molecular biologists,

geneticists, biotechnologists, and physiologists working

together for a considerable number of years. The search

for genetic variation in different aspects of the C4

pathway, such as leaf anatomical and cellular speciali-

zation and variation in mechanisms underlying the

CO2 compensation point is already presenting

a considerable phenotyping challenge [83, 84]. Another

option, still challenging but perhaps more realistic in

a shorter timeframe, is to improve the current plant

types for high yield. In the tropics, both improved

biomass accumulation and partitioning underpin the

superiority of hybrid rice versus rice elite inbred lines,

with margins between 10% and 20% from wet to dry

seasons [11, 40, 49, 50]. It is possible to assume that

breeding programs for yield potential could gain much

by incorporating traits relevant to hybrid rice superi-

ority into improved inbred lines and lead to

a substantial yield gain [41].
Work conducted at the International Rice Research

Institute has extensively examined the basis for yield

differences between hybrid rice and elite inbred lines of

similar crop duration [11, 12, 40]. With an initial focus

in the tropics, these authors confirmed, under a range

of contrasting conditions, that superior biomass pro-

duction in the succeeding phenological phases and

improved partitioning play a significant role in the

higher yields of the hybrids. Hybrids are characterized

by (1) higher crop growth rate during each phenolog-

ical phase leading to overall higher plant biomass at

maturity, (2) earlier cessation of tiller production

(associated with earlier biomass partitioning to culm

and earlier accumulation of reserves) with similar tiller

production rate, (3) larger pool of reserves in the culm

at anthesis (estimated through a lower value of specific

culm length, SCL), (4) larger remobilization of the

accumulated reserves from the culm to the panicle

during grain filling (associated with quicker grain fill-

ing and higher SCL at maturity), and (5) lighter

unfilled spikelets indicating that grain filling was

more efficient with less partially filled spikelets (asso-

ciated with larger number of filled grains) [40, 41]. It is

clear that it is worth looking for genetic variation in

storage of soluble sugars in the stem as well as

remobilization capacity, in line with results in wheat

[81] and in view of identifying the driving force of the

dynamics of soluble sugars. Bueno et al. [12] speculated

that improved partitioning, more than source supply, is

the key component driving crop performance of high-

yielding genotypes in the tropics where variability in

biomass accumulation among genotypes is poorly

expressed due to low evaporative demand. The sink

strength index, as an improved harvest index taking

into account the culm vigor [12, 41], can be used as an

integrated trait for screening genotypes with high or

low partitioning efficiency. It cannot, however, be con-

sidered as a “foundation” trait for high yield potential,

unlike the traits cited earlier, and seems rather to be the

integrated expression at maturity, as sink size at anthe-

sis, of the cumulated higher efficiency of more simple

traits. Some other important considerations concern

remobilizing assimilates from senescing to productive

tillers, avoiding lodging and delaying root senescence

during grain filling. Maintaining functional roots

throughout grain filling, and maintaining nitrogen

uptake, should help delaying leaf senescence; however,
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leaf senescence has to be fast toward the end of grain

filling to maximize remobilization.
Identification of Variation for Physiological Traits

from Exotic Germplasm Sources

While the wheat example cited above indicates consid-

erable variation for several yield-related physiological

traits already existing in varieties and advanced breed-

ing lines adapted to drier environments, for some

traits, key genetic variation is lacking in existing breed-

ing material. An example of this problem is the diffi-

culty of recovering long coleoptile semidwarfs in

wheats carrying the semidwarf alleles Rht-B1b and

Rht-D1b [1, 76]. These alleles are virtually ubiquitous

in modern semidwarf genes but have negative pleiotro-

pic effects on coleoptile length. In order to develop

semidwarf wheats with substantially longer coleoptiles

the introduction of novel dwarfing genes that do not

affect coleoptile length is necessary [22, 58]. For other

traits such as root depth, likely to be related to yield

under drought or heat stress, variation has been found

in landraces and wild or synthetic hexaploid material

that is greater or absent in existing wheat germplasm

available to breeders [61, 62]. The introduction and

exploitation of variation from synthetic hexaploid

wheats in the CIMMYT wheat program is an example

of the potential gains that can be made from exotic

germplasm sources. These synthetic wheats were pro-

duced by re-synthesizing bread wheat from progenitor

species the tetraploid durum wheat and the diploid

wild grass Triticum tauschii [70, 71]. Derivatives of

crosses between synthetic hexaploids and bread wheat

now comprise around 30% of the breeding populations

in CIMMYTs rainfed wheat program and the best lines

have superior yield under drought stressed and more

favorable environments than the best conventional

wheats [18]. While this demonstrates the possibility

of gains from exotic germplasm sources, a more

targeted approach in which exotic sources are pre-

screened for traits related to yield under drought or

high temperatures may produce even greater gains.

A possible pathway of integration is shown in Fig. 1.

In many cases novel yield-related variation in exotic

germplasm sources would be difficult or impossible to

identify simply by screening directly for yield because it

is present in agronomically poor backgrounds. In such
instances, screening for physiological traits likely to be

related to yield may be a useful precursor to crossing to

introduce new variation [62].

A number of other approaches may allow selection

of better initial material even prior to screening for

physiological traits. Molecular diversity studies have

shown, for example, that genetic diversity of emmer

wheat is greater than that in durum wheat [19]

and studies of synthetic wheats produced by crossing

emmers with A. tauschii have shown greater yield

under drought stress in Mexico, Pakistan, and Eastern

India than synthetics produced by durum wheat x

A. tauschii crosses [71]. Given the distribution of

emmer wheats in drought-prone Mediterranean envi-

ronments the useful variation present in this material

may have been predictable. Better predictions based on

a greater array of climatic, soil, and location data as

exemplified by the focused identification of germplasm

strategy or FIGS (e.g., [20, 21]) should further improve

the quality of germplasm selected to screen for varia-

tion in phenotypic traits (Fig. 1).

Robust and time-efficient phenotyping is also crit-

ical for trait-based selection of potential parents for

crossing blocks and evaluation of the progeny, such as

needed to underpin physiological breeding [63]. Non-

invasive technologies, such as those based on spectral

reflectance and thermal sensing have a role in the

identification and selection of traits in a breeding con-

text, by allowing several crop characteristics to be sur-

veyed in a single measurement at the crop scale [45]

(Fig. 1). For example, spectral reflectance has been used

to simultaneously survey canopy cover, nitrogen, and

water status of the crop [25, 48], while canopy temper-

ature has been used as an indicator of leaf conductance

and water use [85]. Potential for continuous develop-

ments for high throughput include introducing

changes in platforms (wireless systems, unmanned

aerial vehicles, etc.) to allow more frequent data cap-

ture and greater area coverage. While glasshouse or lab-

based screens have been indicated as an option for

some traits (e.g., [28, 74]), in most cases, there is

a low correlation between this level of evaluation and

field-based rankings. The interactions involved not

only in upscaling to the crop/canopy level but with

the changing environment itself get in the way (exam-

ples in [72]). Instead, field canopy scale measurements

have more potential since selection can take place at the
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crop level, which avoids scaling up issues (e.g., [62]).

For instance, reflectance-based indices have proved

very useful as indirect selection criteria to increase the

efficiency of selection in wheat growing in a reasonably

stable environment where the terminal drought is man-

aged [3], while indicators of canopy cover and canopy

temperature were a good proxy for performance or

QTL detection in a hot environment [54].

Conclusions and Future Directions

Improved crop varieties will be a vital component of

adaptation to climate change. Plant breeding will have

to operate at a higher level of efficiency to make the

necessary genetic progress to address current and

projected food needs. In this context, the three main

challenges plant breeding faces in relation to climate

change are (1) identifying the new target population of

environments, (2) translating this knowledge into

practical selection methods to uncover new genetic

variation, including mass phenotyping of potential

parental lines, progeny, and wild genetic resources,

and (3) linking genetic and phenotypic information.

How to link and interpret the new and comprehensive

information on genotypic characteristics and the large

volume of data generated by high-throughput

phenotyping platforms will be a critical step toward

selecting the next generation of traits fit to less predict-

able environments.
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Glossary

Diafiltration Method of cross-flow filtration that sep-

arates filtrate from solids.

Industrial enzymes Proteins that are used in commer-

cial applications where very specific catalysts are

needed.

Pharmacognosy The study of medicines derived from

natural sources.

Plant molecular pharming Production of pharma-

ceuticals or industrial enzymes from genetically

engineered plants.

Sustainability Production tomeet present needs with-

out compromising the ability of future generations

to meet their own needs.

Transgenic plants Plants genetically engineered by the

introduction of foreign genes using recombinant

DNA technology.

Definition of the Subject

Plants have been domesticated since around 10,000

years ago in the fertile Babylonian crescent [1] and
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013
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husbandry and breeding techniques have been applied

to increase yield and storage and to retard spoilage [2].

Plants have been used since time immemorial for their

medicinal properties, and in ACE 78 Discorides first

described 600 medicinal plants in De Materia Medica.

Although the first synthetic drug, salicylic acid, entered

the market in 1897, plants are still used for pharma-

cognosy – the preparation of drugs from natural

sources [3]. The types of plants used for this purpose,

however, are usually distinct from those for food, feed,

or fiber. With the advent of molecular techniques, all

plants now have the potential to serve as production

vehicles for natural or engineered products that were

previously limited to other hosts [4, 5]. Plant molecular

pharming of industrial proteins refers to recombinant

proteins used in industrial processes and produced in

plants. Enormous quantities of a variety of enzymes go

into the making of products such as paper, leather,

detergents, pharmaceuticals, food, beverages,

chemicals, and fabric, to name a few, and the econom-

ical production of these industrially important

enzymes is crucial to commerce. This production

must be balanced with the need for sustainability and

environmental stewardship.

Sustainable production of industrial enzymes

requires that resources are not over-exploited and that

the environment is not polluted by wastes. The use

of plants as “green” factories can meet both criteria.

Plants are a renewable resource and thus generally are

not over-exploited and wastes are biodegradable. The

problems associated with fertilization runoff, spread of

transgenic genes to non-target plants, and crop and

land usage must be addressed to allay public concern

about the use of transgenic plants. But, combined with

modern farming and containment methods, transgenic

plants have the potential to produce large quantities of

target material safely and sustainably [6, 7].
Introduction

This article provides a review of plant-based produc-

tion of industrial enzymes as a sustainable solution to

increasing demand. The history of interest in sustain-

able development, industry and industrial enzymes will
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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set the background for a detailed analysis of how plant-

based production systems compare in terms of sustain-

ability to processes that currently exist. A compilation

of potentially useful industrial enzymes produced in

plants is given and a discussion of the economic, social,

and environmental sustainability advantages provided

by plant-based production systems is also provided.

Historical Background of Industrial Enzymes

In view of the importance of enzymes to industrial

processes, a brief overview of the events leading to

this relationship is provided below.

Development of Applications for Industrial Enzymes

Until mechanization and the industrial revolution,

most people eked out a subsistence living using

human and animal power for agriculture, production,

and transport of people and goods. The industrial

revolution eventually made possible tremendous

increases in commerce, and consequent social

upliftment through improved earnings, literacy, and

working conditions. There were costs, however, in deg-

radation of the environment through unregulated

expansion of industries and consequent pollution.

In 1956, the British Parliament enacted the world’s

first clean air act. Since then, governments have

imposed restrictions on locations of industries and

the disposal of pollutants and effluents. These measures

have helped considerably to alleviate the impact of

pollutants on the environment and health [8], but

have been costly to the industries themselves. For

example, costs imposed on the meat and meat by-

products industries, which include industrial enzymes,

are passed on to the consumer through increased prices

[9] which is often negative for commerce. Thus, the

pressure mounts to lower prices across the board.

An assessment of the true cost of product

manufacturing is provided by Life Cycle Assessments

(LCA) which measures, usually by mass loadings, the

cradle-to-grave impact of every stage from resource

procurement, inputs for manufacture, and outputs of

wastes throughout the process [10]. Although it is often

difficult to predict the LCA of a process, especially

impacts on biodiversity and environment, key param-

eters affecting LCA are renewability of the raw material

resource and energy inputs. Enzymes lower the
activation energy of chemical reactions and are sourced

from renewable resources, and thus should lower

impact. A theoretical life cycle comparison between

the production of biodiesel using inorganic and

enzyme catalysis favored the latter as having lower

environmental impact, lowered toxicity, and lowered

greenhouse gas emissions, all attributed to lower steam

heating requirements [11]. Production of large quan-

tities of enzymes therefore comprises a key consider-

ation for future industrial manufacturing processes.
Current Uses of Industrial Enzymes

Today, many industries use enzymes to manufacture

a variety of goods (see Table 1) from food to paper to

high-value pharmaceuticals. The utilization of indus-

trial enzymes has now extended to almost all industries

handling organic compounds. Enzymes are used in the

production of detergents, reagents for the analysis of

drugs or blood components, food or food additives, for

fiber processing or pulp processing in the paper indus-

try, and for environmental purification. The method of

enzyme use also varies, for example, as an enzyme

preparation, on the surface of an insoluble carrier in

a bioreactor, or a biosensor with the enzyme integrated

into an electrode. The annual world industrial enzyme

market (excluding pharmaceuticals) is in billions of

dollars and is composed largely of enzymes used as

detergent ingredients and for food processing applica-

tions [12, 13]. Thus, enzymes constitute a key lubricant

of commercial success in many fields.

Enzymes are formally classified and given an

Enzyme Classification (EC) number by the Interna-

tional Union of Biochemistry and Molecular Biology

(IUBMB) based on the reaction that they catalyze

(http://www.chem.qmul.ac.uk/iubmb/). Each major

category is further divided into subclasses and sub-

subclasses. Several enzymes with different trivial or

common names may share the same EC number

based on the type of reaction that they catalyze (see

Table 2). For example, lipases and amylases share the

same major category, hydrolases, because they catalyze

the breakdown of substrate by hydrolysis. However,

enzymes of industrial importance are generally referred

to by their trivial name, and trivial names will be used

in this review. The source of industrial enzymes can be

fungal, bacterial, animal, or plant and with the advent

http://www.chem.qmul.ac.uk/iubmb/


Plant Molecular Pharming, Industrial Enzymes. Table 1 Enzymes used in various industrial segments and their

applications (Reprinted from [13]. With permission from Elsevier)

Industry Industrial enzyme Industrial effect/application

Detergent laundry
and dish wash

Protease Protein stain removal

Amylase Starch stain removal

Lipase Lipid stain removal

Cellulase Cleaning, color clarification, anti-redeposition (cotton)

Mannanase Mannanan stain removal (reappearing stains)

Starch and fuel Amylase, Starch liquefication and saccharification

Amyloglucosidase Saccharification

Pullulanase Saccharification

Glucose isomerase Glucose to fructose conversion

Cyclodextrin-
glycosyltransferase

Cyclodextrin production

Xylanase Viscosity reduction (fuel and starch)

Protease Protease (yeast nutrition-fuel)

Food including dairy Protease Milk clotting, infant formulas (low allergenic), flavor

Lipase Cheese flavor

Lactase Lactose removal (milk)

Pectin methyl esterase Firming fruit-based products

Pectinase Fruit-based products

Transglutaminase Modify visco-elastic properties

Baking Amylase Bread softness and volume, flour adjustment

Xylanase Dough conditioning

Lipase Dough stability and conditioning (in situ emulsifier)

Phospholipase Dough stability and conditioning (in situ emulsifier)

Glucose oxidase Dough strengthening

Lipoxygenase Dough strengthening, bread whitening

Protease Biscuits, cookies

Transglutaminase Laminated dough strengths

Animal feed Phytase Phytate digestability-phosphorus release

Xylanase Digestibility

b-glucanase Digestibility

Beverage Pectinase De-pectinization, mashing

Amylase Juice treatment, low calorie beer

b-glucanase Mashing

Acetolactate decarboxylase Maturation (beer)

Laccase Clarification (juice), flavor (beer), cork stopper treatment
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Industry Industrial enzyme Industrial effect/application

Textile Cellulase Denim finishing, cotton softening

Amylase De-sizing

Pectate lyase Scouring

Catalase Bleach termination

Laccase Bleaching

Peroxidase Excess dye removal

Pulp and paper Lipase Pitch control, contaminant control

Protease Biofilm removal

Amylase Starch coating, de-inking, drainage improvement

Xylanase Bleach boosting

Cellulase De-inking, drainage improvement, fiber modification

Fats and oil Lipase, Transestrefication

Phospholipase De-gumming, lyso-lecithin production

Organic synthesis Lipase Resolution of chial alcohol and amides

Acylase Synthesis of semisynthetic penicillin

Nitrilase Synthesis of enantiopure carboxlic acids

Leather Protease Unhearing, bating

Lipase De-pickling

Personal care Amyloglucosidase Antimicrobial (combined with glucose oxidase)

Glucose oxidase Bleaching, antimicrobial

Peroxidase Antimicrobial
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of molecular techniques, many of the genes for these

enzymes have been cloned and transformed into organ-

isms that are easy and convenient to grow in an indus-

trial setting. Optimizing gene expression and culture

conditions can increase quantities of enzymes pro-

duced and consequently lower costs.

In medicine, the prohibitive cost of insulin isolated

from human cadavers created a market for porcine

insulin despite the negative side effects. Eli Lilly intro-

duced recombinant insulin in 1982, which decreased

the cost to a more manageable level through the use of

higher-affinity analogs [14], thereby saving innumera-

ble lives. This price decrease is attributed to the use of

transgenic bacteria, improved production methods,

and also to lower costs of high-purity protease used

to cleave the insulin molecule to active form [15].
Another prominent example today is the use of

enzymes in the bioconversion of grain to ethanol

[16]. In this case the enzymes very efficiently break

down starch to fermentable sugars that can then be

used to make ethanol. In the near future the hope is

that enzymes will also be used to convert cellulosic

material into fermentable sugars as well.

The global industrial enzyme market increased

from US $1 billion in 1995 to $1.5 billion in the

5-year period to 2000 with growth rates ranging from

2% to 25% annually [13]. The value of the market

created by enzyme technology is much higher, at

around $80–130 billion. In case studies by the Organi-

zation of Economic Cooperation and Development

(OECD), the application of biotechnology has gener-

ally benefited by improved costs and sustainability, and



Plant Molecular Pharming, Industrial Enzymes. Table 2 Summary of classes of enzymatic reactions and industrial uses

Enzyme class Reaction catalyzed Example of industrial enzyme/use

Oxidoreductases Oxidation or reduction of substrate Biocatalysis/fine chemical synthesis

Transferases Transfer of a group from one molecule to another
molecule

Transglutaminases/fine chemical
synthesis

Hydrolases Bond cleavage while water is added Proteases, esterases/food, beverage and
paper pulp

Lyases Non-hydrolytic cleavage of bond and remove group from
their substrate

Pectate lyases/food, beverage

Isomerases Conversion of one isomer to another Glucose isomerase/food, beverage

Ligases Joining of two molecules at the expense of chemical
energy

Synthetases/fine chemical synthesis
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operational costs lowered by between 9% and 90%

[12]. It is projected that the enzyme-based biotechno-

logical industries will continue to grow, fuelled by

trends including the demand for chiral chemicals,

cost savings, emerging technologies, and sustainable

industrial development [12, 17]. Novel enzymatic

activities can also be generated without prior knowl-

edge of detailed mechanisms [18], providing further

impetus for enzyme-based industries.

Enzyme-based industries have certain advantages

compared to traditional chemical manufacturing

industries. For example, the production of many spe-

cialty chemical compounds, especially pharmaceuti-

cals, relies on the use of chirality, or handedness, since

many bioactive compounds and receptors show chiral-

ity. Chemical processes generally generate a mixture of

compounds that are right-handed and left-handed, and

separating them is problematic. Enzymes can be ratio-

nally designed to produce specific chiral molecules

[19–21]. The worldwide market for single enantiomer

drugs exceeds $100 billion [22], making this search

a worthwhile investment. In addition, enzymes being

proteins are biodegradable and not harmful to the

environment or difficult to dispose, unlike traditional

chemicals which persist in the environment and

are sometimes poisonous or bioaccumulate. For exam-

ple, paper pulp was traditionally whitened using chlo-

rine-based bleaches which are strongly oxidizing. New

whiteners incorporate xylanases which are much less

harmful than chlorine in the environment [23], and

increase chlorine penetration, allowing less chlorine to
be used [24, 25]. Many chemicals used in traditional

industrial processes are strongly acidic or basic which

may skew the pH of the effluents or cause damage to

containers. Some enzymes do require extreme pH or

temperatures for activity (e.g., some proteases and

enzymes from thermophiles) but most industrial

enzymes have moderate pH and temperature require-

ments, overcoming these problems.
Production of Industrial Enzymes

As the source of industrial enzymes varies, so do pro-

duction procedures. Enzymes sourced from microbes,

as well as transgenic enzymes produced in microbes,

are usually grown in fermenters and can be extracted

from the microbial cells. A preferred method is to

secrete the enzyme into the culture media making

extraction and purificationmuch easier [26].Microbial

production utilizes microorganisms that have been

modified and evaluated for safety and efficient produc-

tion. Many have been used since historical times in the

manufacture of fermented foods such as beer, cheese,

soy sauce, and yogurt [13]. The first US patent granted

for a transgenic microorganism with an industrial

application was US Patent 4,259,444 following

a Supreme Court ruling to Ananda Chakrabarty from

General Electric Corporation for developing Pseudo-

monas strains harboring plasmids that could degrade

aromatic hydrocarbons [27], and subsequently for

mixed culture of Arthrobacter and Pseudomonas suit-

able “in the biological treatment of a contaminated
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material including many persistent compounds of

diverse chemical constitution” [28]. The ease of trans-

formation of bacteria with plasmids and protection by

patent law catalyzed the development of an industry of

selected organisms producing proteins for various

purposes.

Methods to optimize gene expression and enhance

protein accumulation and purification continue to be

developed. The industrial strains used to produce

enzymes today are mostly proprietary and are selected

for high production and accumulation levels. However,

a disadvantage of bacteria is that proteins are not mod-

ified post-translationally and are often insoluble and

accumulate into inclusion bodies. This can affect activ-

ity, especially when the protein is of eukaryotic origin,

and methods to recover active proteins from this inac-

tive conglomeration are often tedious [29].

Yeast is often the microbe of choice to express

eukaryotic proteins, but hyperglycosylation of trans-

genic proteins has been observed. Fungal systems are

relatively robust, but they have different metabolic

pathways, post-translational processing, codon usage,

and may form inclusion bodies [30, 31].

Following selection of an efficient microbial pro-

ducer, the organism is grown in optimized conditions

on media which may be solid or liquid. Most industrial

enzymes are generally produced in 50–500 m3 stirred

fermenters. A major challenge with fermenters such as

these is to maintain sterility, as contamination can

cause loss of the entire batch. The integrity of the

high producer must also be monitored to ensure that

a lower-producing mutant does not outcompete the

high-producing strain. But besides operational costs,

capital costs can also be high, which makes this system

quite expensive [32].

The same considerations apply to cultures of insect

and mammalian cell cultures used to overcome the

problems of eukaryotic protein expression seen in

microorganisms such as glycosylation, folding, subunit

association, g-carboxylation, and cleavage [33]. For cell
cultures, each production scale has to be optimized to

the product and may vary from high-value, low-

demand products being made in small multiple-unit

reactors (flasks or roller bottles) and bulk products in

large 10,000 L single-unit batch reactors to be cost-

effective [34]. In fermenters, cultured mammalian

cells are affected by shear forces and are also sensitive
to growth conditions such as pH and temperature,

metabolites, and dissolved oxygen, which may affect

product quantity and quality [5]. Such variation does

not permit streamlining or standardization, and makes

animal cultures more expensive to operate.

Enzymes such as catalase from liver and rennet

from stomach can also be isolated directly from animal

tissues, often as byproducts of the meat industry.

Transgenic animal sources have the advantages of

appropriate modifications of proteins [33], but prob-

lems of scale and costs of production, maintenance,

and waste disposal. A serious concern with the use of

animals is the risk of contamination of end products,

especially when they may be used for human therapeu-

tics or consumption, with animal pathogens such as

viruses, mycoplasmas, and prions. More recently,

Bovine Spongiform Encephalopathy (BSE) or mad

cow disease was shown to be transmitted by contami-

nation by small amounts of infective prions in blood

and other animal tissues [35]. This had led to fears of

contracting this disease by using protein products

derived from animals.

Although plants were one of the first sources to be

used to produce industrial enzymes such as papain

from papaya and b-amylase from barley, only recently

have they been developed as recombinant protein pro-

duction systems [5, 36]. There are several theoretical

reasons why plants may be one of the best sources for

the long-term supply of exogenous enzymes including:

(1) plants represent the least expensive method to pro-

duce proteins in general, (2) they do not require the

large amount of capital for production compared to

microbial fermenters, (3) production can be scaled up

or down without major changes in infrastructure,

(4) almost any plant in theory can function as

a production system, (5) proteins can be targeted to

specific compartments allowing for increased accumu-

lation in the desired tissue with little interference in

other tissues to reduce potential toxicity to the cell,

(6) plants have convenient storage, transport, and

processing of component materials; and (7) plants

have the potential to combine lines with different

enzymes through crossing [37–39].

There are other advantages. Many pharmaceuticals

targeted for use in animals are toxic to animal cells.

Plants do not share the same receptors and are capable

of accumulating such proteins. Since plants do not



1314 Plant Molecular Pharming, Industrial Enzymes
form inclusion bodies, the proteins stay soluble and can

be purified more easily. Plants can further be

engineered to produce protein in specific tissue,

allowing the other parts of the plant to be processed

to offset the cost of production. Further, the protein is

thereby precluded from interfering with metabolism in

other parts of the plant. Proteins can also be targeted to

subcellular compartments, further reducing the risk of

toxicity, as well as increasing production levels. This

potential to express different proteins in different loca-

tions allows flexibility in storage and purification

options [5, 40–42], and will be discussed in more detail

below.

One obvious advantage is that plant-produced bio-

logics are free of animal source tissue, thereby elimi-

nating the fear of transmitting animal pathogens. The

lower trophic levels plants occupy as producers is

advantageous because it indicates that the energy

input into plant growth is lower, and therefore the

LCA impact is lower compared with microbes and cell

lines grown in fermenters and animals on farms. Plants

grown in fields require little more than air, rain, soil,

and nutrients. Microbes and animals utilize plant

material for growth, and unless they can utilize plant

resources at 100% efficiency, they can never be as

energy proficient as plants themselves. The low cost of

production, ability to post-translationally modify pro-

teins and clear growing, handling, and processing

knowhow make plants valuable for industrial enzyme

production.

In addition to the advantages of plants listed above,

plant systems are particularly well suited to inexpen-

sively yield large amounts of a desired product in

a relatively small area. For instance, the cost of trans-

genic seed for extraction of b-glucuronidase in 1998

was estimated to be only $0.20/kg [43], which was

considerably less than bacterial cultures [44]. More-

over, because some plant tissues such as seeds can

store proteins for years without loss of activity under

ambient conditions, a ready supply of material can be

manufactured into final form on an as-needed basis

[45]. Propagation from stored seed, rapid scale-up,

large volumes, and long-term storage are particularly

advantageous for industrial enzymes. Low cost com-

bined with the ability to use the raw material directly

for industrial processes encourage development in this

direction. These advantages have led to a recent
increase in use of this technology for the production

of new biologics.

While it seems unlikely that one production system

could meet all potential needs for the diversity of prod-

ucts, plants do offer some clear theoretical advantages

over other systems. A summary of characteristics of

different production systems is shown in Table 3.
Production of Recombinant Proteins in Plants

There are a plethora of plants to choose from for

heterologous protein production. The choice of the

best plant type depends on how the characteristics of

the final product complement the characteristics of the

plant. Key factors include the ability of certain tissues to

accumulate proteins, detrimental compounds such as

toxins that may be produced in certain tissues that can

co-purify with the protein products, the potential for

the industrial crop to inadvertently mix with other

food crops or weeds, the ease of purification of the

protein from the plant tissue, and the potential to use

the plant tissue directly eliminating the need to purify

or extract the protein product. Table 4 lists some of the

characteristics of different plant systems that can be

used for protein production. While most plant systems

can be used in theory, the associated cost can make

this unsustainable for many industrial proteins. For

high volume, the most cost-efficient system is with

commodity grains. Grains provide the advantages of

high protein content, feasibility for long-term storage,

and the ease of downstream processing which give

them great potential for future industrial protein

production.

While plants are the least expensive source of bio-

mass, they have not been developed to the extent of

their microbial counterparts to accumulate proteins.

The cost of producing the proteins is inversely related

to the amount accumulated in the biomass so this has

a direct bearing on the economics. In the past decades,

most of the research on plants has focused on improv-

ing traditional uses of plants so there has not been

much incentive to look at protein accumulation for

use as a production vehicle for protein products. Cur-

rently high level of expression in plants is usually rec-

ognized at levels of 0.1% of the dry weight of the plant

tissue. This leaves much room for improvement in the

future.
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Production system Bacterial Fungal Animal cell lines
Transgenic
animals Plant

Speed of creating transgenic
plants

Rapid Rapid Rapid Slow Moderate

Capital cost to produce raw
ingredients (fermenters,
chambers)

High High Very high Low to
moderate

Low to
moderate

Consumables (media and
resources)

Moderate Moderate High Moderate Low

Processing cost Moderate Low Moderate Moderate Low

Production issues Contamination,
maintenance of high
producers

Contamination Contamination,
animal
pathogens

Animal
pathogens

Plant Molecular Pharming, Industrial Enzymes. Table 4 Characteristics of plant systems for the production of trans-

genic plants (Reprinted from [39]. With permission from Elsevier)

Crop Advantages Disadvantages

Wild species Clearly distinguishable from crops Low yield

Outcross to native plants

Little known about safety

Domesticated species High yields Potential to intermix with crops used
for other purposes

Infrastructure and experience exist

Food High margin of safety for human health
products

Greater potential to intermix with
food supply

Non-food Less potential to intermix with food
supply

Greater potential for toxic,
antinutritional, or allergenic agents

Fresh tissue Abundant biomass Harvest/Transport/Storage

Seed or dry tissue Harvest/Transport/Storage

High protein content

Hydroponics, cell cultures Limited exposure to environment High cost

Limited knowledge of product safety

Field grown Low cost Higher potential to intermix

Infrastructure in place

Modified food/feed grain designed
for industrial applications

Clearly distinguished by color/shape Not yet developed

Non-transferable genetics

Low cost

Infrastructure and experience
transferable from commodity crop

1315Plant Molecular Pharming, Industrial Enzymes
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Commodity plants currently used as a food, feed, or

fiber source are being investigated as a production vehi-

cle for industrial proteins. There has been public con-

cern that use of food plants to produce industrial

enzymes or pharmaceuticals may lead to inadvertent

exposure to these products and cause safety concerns.

Production of industrial or pharmaceutical compounds

in organisms used in the food chain is far from new. In

addition to the many native products isolated from

animals, recombinant food organisms such as yeast or

eggs play a major role in the production of pharmaceu-

ticals and industrial proteins. There is also precedent in

plants for species that produce both food and industrial

products. Rapeseed is used primarily for the production

of an industrial oil crop while canola seed which was

derived from rapeseed, with subtle genetic differences, is

used predominantly as a food crop. The key is to keep

food and production streams separate [6] and failure to

do so can create problems whether the organism is

a traditional food or non-food source.

Current government regulations put plants on par

with other production systems to prevent inadvertent

products entering the food chain or harming the envi-

ronment. While many of the industrial enzymes in use

today are already in the food chain, these added pre-

cautions are necessary to limit exposure or can be used

to protect against protein products that may not be in

the food chain or have not undergone the rigorous or

long-term testing needed to give confidence that there

are no detrimental effects.

One concern often voiced by the public is that

transgenic plants have the potential for dissemination

of the transgene through pollenwhen grown in an open

environment. The pollen may be ingested by non-

target species, or hybridize with other plants. This

situation has been recognized by regulatory agencies

and there are strict controls on containment of trans-

genic plants and pollen. These include physical isola-

tion and temporal delays as well as molecular

containment strategies such as pollen and seed sterility

and RNA interference have also been adopted to

restrict dissemination [46–48]. These measures can

lead to increased costs, but are necessary for safety

and to allay public unease about transgenic crops.

The types of industrial proteins can include non-

enzyme proteins and enzymes that have industrial use

for food, feed, or pharmaceutical applications. This
also includes proteins used in the making of pharma-

ceuticals [49], including plantibodies [50–52] and

edible vaccines [53, 54]. This may also include phar-

maceuticals such as therapeutics and vaccines but these

will not be discussed in this contribution.

Like pharmaceutical products, some industrial pro-

teins may require appropriate post-translational mod-

ification and folding to be active. Most higher plants

can accommodate this in a manner very similar to that

which occurs with animal cells with minor modifica-

tions. Since plants do not form inclusion bodies, and

since many proteins normally harmful to animal cells

do not affect plant cells, plants are increasingly and

successfully being used for their production.

One of the main limitations in using plants today to

produce industrial proteins is the demand that cost

must be extremely low compared to pharmaceuticals.

This requires that the expression level be high. There

are various options in terms of plant type, tissue, and

intracellular location, allowing for great potential.

However, this versatility also causes uncertainty in the

early stages of developing a plant expression system. In

addition, the plant’s ability to accumulate a particular

hydrolytic or oxidative enzyme has the potential for

interference with the plant’s metabolism and cause

damage to the plant long before protein accumulates.

While this has been seen in a number of cases, there

have also been various ways to overcome this problem

by tissue and subcellular targeting. In addition the use

of thermophilic [55] and pro-enzymes [56] or the

requirement for cofactors lacking in the plant have all

been used to increase protein accumulation [57–59].

A list of enzymes from various sources (bacterial, fun-

gal, animal, and synthetic) produced in plants is given

in Table 5. This table provides a snapshot of the accu-

mulation levels of specific proteins in selected tissues

and the problems that investigators may have encoun-

tered by expressing the protein in the tissue.
Options for Plant Transformation

The transformation technology used to express indus-

trial enzymes can have a major impact on the accumu-

lation of the recombinant protein. Therefore, it is

important to select the type of transformation protocol

that will best fit the application of the enzyme applica-

tion. As the transformation process is discussed in
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detail elsewhere, only a brief synopsis of how it impacts

industrial enzymes is summarized here.

Both stably transformed and transiently expressing

plants have been used to express proteins [131]. In

stable transformation, the foreign DNA can be targeted

to the cytoplasm or a number of different intracellular

locations such as the nucleus [132] or into plastid

genomes, usually the chloroplast [133]. Mitochondrial

targeting is not as well established and has not been

pursued in this context. Organelle transformation pro-

vides the advantages of high copy number and the

transgenes are not passed on by the pollen [6]. This

method however is not yet applicable to many types of

plants. Stably transformed plants are time consuming

to characterize and generate, but once produced, they

can be stored as seed. This allows for a ready source

upon demand. Transiently expressing foreign DNA can

be inserted into somatic tissue with the purpose of

short-term expression using viral vectors delivered

using Agrobacterium or biolistics [134–136]. Transient

expression is useful when a protein needs to be

expressed at short notice.
Selection of Plant Species for Transformation

One consideration for industrial protein production is

the type of plant used as the production vehicle. The

options include: plants grown for their vegetative tissue

for large volumes of biomass; plants harvested for grain

for their enriched protein and facile storage character-

istics; well-established cultivated crops where much is

known about growing and processing; wild species that

have little use today, making them distinct; food crops

that have Generally Regarded as Safe (GRAS) status and

pose no safety threat to the crop itself or host protein

but have the potential for intermixing with food crops;

or a non-food crop with decreased concerns about

intermixing with food crops but with greater potential

to have compounds that are detrimental or untested

with regard to human safety (see Table 3).

Food crops are known to be safe when consumed

and they have well-established procedures for growth,

harvest, and storage. In cases where the final product

may include some or all of the plant tissue as well as the

recombinant protein, this has a significant advantage

and direct applicability in the case of many industrial

enzymes that are used in the food and feed industry.
For example, maize (Zea mays; corn) is well

accepted as a safe product (GRAS), and is widely used

in food, feed, and industrial applications today [137].

The production cost of maize is very low, and the

infrastructure can handle large or small acreages for

industrial or pharmaceutical products. Storage and

transport of seed, and protein purification from flour

are compatible and flexible with current practices with-

out special handling. There are no known agents in

maize that generally interfere with protein purification.

Finally, the grain can be processed with little or no heat

inactivation steps without affecting the protein’s prop-

erties [4, 138, 139].

In addition, maize has an added advantage in that

the kernels can be mechanically separated to yield

a germ fraction with enriched protein and an endo-

sperm fraction with enriched carbohydrate [137]. This

facilitates use of the carbohydrate fraction for indus-

trial applications such as ethanol production [140]

or feed. In this way not only is the cost of the raw

material reduced but the waste products are conve-

niently handled as well.

A disadvantage of maize is the fear of inadvertent

mixing with the food supply. Intermixing potential can

be handled by management practices but will need to

gain the public’s confidence. While there may be claims

that no food source can ever be used to produce phar-

maceutical products, it is common knowledge that

both eggs and yeast are used to make pharmaceuticals.

Not only is there no public outcry of intermixing in

these instances, but their perception is that these pro-

duction systems are distinct from the systems used to

make food. This is the perception that food crops must

earn as well. Maize as well as other plant systems must

build an infrastructure dedicated to industrial protein

production, which is as distinct from food production

as edible eggs are from vaccine production. Further-

more, this must also be perceived by the public to

reduce fears.

One advantage of non-food crops for industrial

protein production is that they are less likely to be

mistaken for food crops and therefore unlikely to be

inadvertently mixed with the food supply. The disad-

vantage is that non-food crops must be assessed for

toxins, allergens, or anti-nutritional agents that may

accompany the recombinant protein. For industrial

proteins where little purification is performed to keep
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the cost down this can be a considerable problem if the

protein precuts are to be used in food or feed

applications.

Another question that is relevant to selecting a crop

for recombinant industrial protein production is

whether a cultivated species or wild species is preferred.

Cultivated species show “domestication syndrome”

and have several advantages for humans than that

their wild relatives exhibit through husbandry and

selection over thousands of years [141]. Although

non-cultivated species have not undergone selection

for higher yields or been subject to agronomic practices

in past centuries, there may be yield advantages in

crossing domesticated plants with wild relatives, with

increase in yields of up to 50% in tomato fruit [142].

Finally, the impact of relatively unknown wild species

on product safety is unknown. Determination of the

degree of this impact would undoubtedly require

extensive effort and time, whichmay be limiting factors

for industry.

A further choice is whether to use an open-

pollinated or a self-pollinating plant. Self-pollinating

plants have the advantage of a lowered risk that pollen

will unintentionally transfer onto other plants of

the same species. Controlled pollen shed of open-

pollinated crops can be used to help alleviate this

concern by either physical or genetic means to prevent

out-crossing onto weedy species or related food or feed

crops [46–48]. The likelihood of gene transfer from

engineered to wild plants depends on sexual compati-

bility, flowering time, and pollen transfer distance

between the engineered and wild varieties [143]. This

choice is made based on the growing location and the

product required.

With a variety of species to select from and the wide

variety of products that are possible, it is highly unlikely

that any one system will work best for each of these

steps and therefore, it is important to select the plant

system that best suits the product. Since it is impracti-

cal to have thousands of different production systems,

it is preferable to adapt a given system to the needs of

various products.

Fortunately, some common features exist that will

apply to most products enabling a few systems to

accommodate most products. The key features include

a potential for low cost of goods, maintenance of pro-

tein integrity, flexibility with regard to time and
temperature for harvest, and maintenance of product

safety and environmental safety [144, 145]. Production

systems are discussed below as to how they relate to the

overall efficiency of the system as well as to the regula-

tory aspects.
Selection of Plant Growth System

Transgenic plants can be grown in the traditional man-

ner in an open field or in a contained chamber such as

a greenhouse [146]. Row-grown transgenic crops are

subject to USDA regulations on buffer zones to limit

pollen spread and minimize the risk of the intermixing

of food crops with “pharma” crops. If the protein

source is green tissue, the plants may be harvested

before flowering to limit pollen spread. This is also

the case when transient transfection is used to express

proteins in leaf and other green tissue.When row plants

are required to flower and set seed for protein produc-

tion, such as is the case for grain-targeted proteins,

adequate precautions must be taken to avoid pollen

transfer. Row plants are capable of higher product

accumulation since they are capable of growth to

higher biomass [38].

There are strict regulations and permit require-

ments imposed by APHIS, the branch of USDA with

responsibility for animal- and plant-related services

(www.aphis.usda.gov). A practical solution proposed

for field growth is to dedicate areas to growth of trans-

genic plants, or to grow transgenic plants in locations

within processing areas, such as cellulose-producing

plants in a bioethanol production area [140]. This

way the material is grown where it is utilized, cutting

transportation costs. Alternatively, the transgenic plant

can be isolated in greenhouses in soil or in liquid

media. This solution is more expensive, but has the

advantage of physical isolation of the transgenic plant

from the environment.

The potential for inadvertent transfer of the trans-

gene to non-target plants is considerably reduced by

containment in a chamber, but production is necessar-

ily limited by cost considerations. Within a chamber,

plants can be grown in soil or in liquid growth media

where exudates containing the protein of interest may

be continuously produced and has similar advantages

to plant cell cultures where proteins are secreted into

the culture medium [147]. Scalability may also be an

http://www.aphis.usda.gov
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issue. Exudates from roots also facilitate production

when secreted into fluid growth medium [40], but

chambers for contained growth in liquid medium can

be capital intensive and require sterility and media-

related expenses. On the other hand, secretion of trans-

genic proteins into guttation fluid provides

a convenient, but labor-intensive method of recovery

of secreted proteins. Proof-of-concept was shown with

three transgenic proteins in tobacco, [42]. Using this

“phyllosecretion” technology, Komaryntsky and col-

leagues engineered three proteins from different

genetic backgrounds (bacterial xylanase, jellyfish

green fluorescent protein and human alkaline phos-

phatase) into N. tabacum. The proteins were fused to

endoplasmic reticulum signal peptides targeted to leaf

apoplast and released into guttation fluid in plants

maintained in high humidity conditions. Guttation

fluid has lower overall protein content than apoplast

fluid, and is also released throughout the plant’s life. In

addition to continuous production, the process is non-

destructive of plants. Levels of up to 1.1 mg/g of leaf dry
weight per day, comprising up to 3% TSP, were recov-

ered from the guttation fluid using simplified down-

stream processing. Although tobacco is not an ideal

plant for guttation fluid production, other plants

such as tomato and some grasses are highly susceptible

to the production of large quantities of guttation fluid

andmay provide alternative targets for phyllosecretion.
Optimization of Heterologous Protein Production

Because industrial enzymes require a very low cost of

production the most critical factor determining the

system of choice is the level of accumulation that

occurs in the selected tissue. The optimization of

expression of heterologous proteins in plants has been

studied for various purposes: to improve nutritional

value, insect resistance, salt and drought tolerance, and

product quality. These other applications however are

not nearly as demanding for the level of expression

required as for industrial enzymes. Key steps to increase

heterologous protein expression are the choice of plant,

tissue location, various manipulations of the promoter,

codon usage, and compartmentalization of the protein.

After selecting the type of plant, a determination

has to be made about which target tissue is best to

express the protein. Location of expression is guided
by many factors such as the nature of the protein,

whether the protein is to be used directly or purified,

and accumulation levels desired. Often, strong consti-

tutive promoters such as the CMV 35S promoter are

used, and promoter analysis by site-specific mutations

has allowed delineation of sequences that modulate

expression in tissue-specific locations of this promoter

[148]. Cis-acting elements in a green-tissue-specific

rice promoter PD540 acting as activators or suppressors

of activity were identified, thereby facilitating control

of protein expression in different tissues [149]. Manip-

ulations such as the use of the embryo-specific maize

globulin-1 promoter also allow accumulation of pro-

teins in specific locations within tissues [150]. Expres-

sion of the heterologous protein can also be controlled

by the use of inducible promoters, and a search of

patents reveals a plethora of such inducible promoters.

A list of promoters in cereals is compared in [151].

Other promoter permutations including the use of

inducible promoters, stacking transcriptional units,

synthetic bi-directional promoters, global regulatory

sequences to recruit transcription factors, and other

such approaches have been studied to enhance tran-

scription and are reviewed elsewhere [152].

Further, heterologous gene sequences should be

optimized for the plant type and location. For example,

chloroplast codonusage is similar to that of prokaryotes,

whereas nuclear codon usage varies from plant to plant.

Also, RNA silencing is a feature of many plants, and

some viruses produce suppressors of silencing, and het-

erologous protein sequences are often not expressed at

high levels because of RNA silencing [49]. This silencing

can be turned off by the expression of the heterologous

gene together with a suppressor of silencing [153, 154].

In addition to the choice of tissue location, highest

expression levels can be obtained when the protein is

directed to specific subcellular compartments and

especially so if the protein is an enzyme that would

interfere with normal cellular activities [38, 41, 152,

155]. Subcellular targeting is critical for accumulation

and protein integrity of hydrolytic enzymes. Cell

wall targeting allowed expression of full-length manga-

nese peroxidases, but cytoplasmic targeting resulted in

truncation of the peptide [41, 59]. In addition, a seed-

preferred promoter allowed high accumulation with-

out negative effects on plant health [59]. Interestingly,

targeting xylanase to two subcellular locations – the
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chloroplast and the peroxisome – accumulated 240%

more enzyme than the chloroplast and 160% more

than the peroxisome alone. Highest levels also accumu-

lated during flowering time [126]. These are empirical

observations, and such permutations may benefit stud-

ies of high-level expression of heterologous proteins.

Medrano et al. have developed a transient expression

system using Nicotiana to assess construct efficiency

[156], which may be helpful.

Finally, decisions on the expression of a heterolo-

gous protein as a fusion or as a free protein depend

upon target location and levels of expression desired.

For example, fusions to oleosins accumulate in oil

bodies in Brassica napus seeds [157], and fusions to

proteins previously shown to stably accumulate in

plant cells may have the effect of stabilizing heterolo-

gous proteins as well [158]. Fusions to the C-terminus

of ubiquitin also have a stabilizing effect resulting in

10-fold increased levels [159]. Proteins accumulated at

high levels may be subjected to cellular protease activ-

ity, thus using cell lines with lower protease levels may

help stabilize the heterologous protein. The expression

of some proteins, such as hydrolytic enzymes, can be

detrimental to the cell. The strategy for the protease

trypsin was to express it as a zymogen, allowing suffi-

ciently high levels for commercial production,

marketed as TrypZean [56].
Product Recovery from Transgenic Plants

The single most important consideration for recovery

is whether the protein produced in plants can be used

in crude form in the plant extract, or has to be purified

prior to use. Obviously, crude extracts are considerably

less demanding to make, but the end use of the protein

determines the level of purity required. Purification of

transgenic proteins is an expensive prospect, regardless

of the system, accounting for about 94% of the pro-

duction cost in the case of maize [44]. Decisions on

recovery should form an integral part of assessing pro-

duction options based on levels of expression, costs,

and sustainability. These decisions are based on the

nature of protein to be expressed, and include transient

or stable expression, type of plant, targeting, and mod-

ifications required.

A variety of elegant solutions have been used to

overcome the problems of purification, but vary in
costs and efficiency. For example, roots have been

used to secrete proteins into the growth medium, and

guttation liquid produced by plants also provide

a useful medium for secretion-based isolation of the

transgenic protein, as the growth or secreted liquid can

be recovered and filtered for protein recovery [42, 49].

However, they are considerably more labor and energy

intensive due to growth in liquid medium as discussed

above, and recovery varies based on loss due to dilution

factor and protein stability in an extracellular environ-

ment [160].

When whole plants are used as production systems,

the recovery process depends on the tissue being used

for expression. Transient expression in roots or leaves

generally requires processing of fresh wet tissue. If

stable expression is used, the material may be wet or

relatively dry depending on the tissue used. Proteins

extracted in fresh tissue are generally unstable and have

to be recovered immediately, whereas seed-expressed

proteins have shelf-life as long as 3 years [45]. Grain can

be subjected to either wet or dry milling followed by

separation steps. These include fractionation to obtain

enrichment of germ or endosperm in the case of seed,

or subcellular compartments targeted for protein accu-

mulation, protein precipitation, adsorption, chroma-

tography, and diafiltration [44]. Methods have been

developed to simplify recovery such as post-harvest

protein expression using stress-inducible promoters

[45, 161] and oleosin-partitioned proteins that can be

recovered easily following oil-water separations [124,

162, 163]. A detailed comparison of the economics,

processing, and regulatory constraints associated

with the most common plant production systems is

provided in [145].

In the ideal case, commodity plants that are used

for industrial applications would also express the trans-

genic protein. These transgenic proteins can then be

used directly in the industrial process without purifi-

cation assuming the protein can survive the processing

steps. In this best-case scenario, no other inputs are

needed to produce, purify, or process the protein lead-

ing to lower cost and less detrimental impact on the

environment.

Case Study: Economics of Cellulases Produced from

Transgenic Plants With the current state of technol-

ogy for biomass conversion, the overwhelming enzyme
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requirement is for cellulases: endo-cellulase, exo-

cellulase, and glucosidase [164]. The specific activity

of most cellulases is quite low [155, 165] and much

effort has focused on increasing their activity levels.

However, even with improved enzymes and improved

methods of production, the amount of cellulase

required to deconstruct the volumes of biomass neces-

sary for 30% replacement of gasoline are in the millions

of tons. It has been estimated that 36 billion gallons can

require as much as 3.6 million metric tons of cellulase

per year [166]. This is an unprecedented challenge in

terms of the amount of enzymes and the extreme low

cost that is required.

The bioprocessing challenge for ethanol is how to

deliver these extremely large volumes to a saccharifica-

tion facility at an unprecedented low cost. This repre-

sents potentially the single greatest application of

industrial enzymes.

Currently, cellulases are produced by fungal and

bacterial systems, and are a costly component of etha-

nol production [167]. Plants offer the potential for

a production system that can meet the low cost and

high volumes required. To do this however, the level of

expression needs to be extremely high and the choice of

tissue needs careful consideration. There have been

many attempts to express cellulase in many types of

plants and these have been reviewed elsewhere [37].

Protein and tissue stability, tissue fractionation, protein

extraction and formulation, storage, as well as trans-

portation add to this cost and must be considered.

To achieve targeted production cost targets for bio-

mass enzymes the following considerations must be

employed: (1) eliminate transportation cost by inte-

grating enzyme processing into biomass conversion

facility; (2) minimize fractionation/extraction cost of

transgenic material; and (3) reduce the contribution of

transgenic plant material to enzyme production cost by

capturing plant biomass value through byproduct

credits or cellulose. It has been suggested [166] that in

order to keep the enzyme cost down, plant production

systems that accumulate cellulase in the normally

unused or low-value portion of the plants can be com-

petitive when the other parts of the plant are harvested

for their traditional use. The obvious example is when

the leaves of crops are used to produce the cellulase and

the grain is used for food, feed, or other industrial

applications. Using the grain for industrial applications
is less of a regulatory burden than if the grain is to be

used for food or feed. However, according to the US

Food and Drug Administration Statement of Policy

(http://www.fda.gov/Food/GuidanceComplianceRegu-

latoryInformation/GuidanceDocuments/Biotechnology/

ucm096095.htm) this is still an option, “If plants (or

materials derived from plants) used to make nonfood

chemicals are also intended to be used for food,

producers should consult with FDA to determine

whether the non-food chemical would be a food addi-

tive requiring an authorizing regulation prior to mar-

keting for food use.” These guidelines may change and

may vary between countries; therefore, current regula-

tory practices must be consulted and followed in

each case.

A case has been proposed for a fully integrated

and synergistic system of ethanol production using

maize. Maize grain today is the major source of ethanol

production in the USA [168]. Using the stover to

make cellulosic ethanol has been proposed as a conve-

nient, economical, and sustainable way to make

cellulosic ethanol alongside grain ethanol allowing for

lower transportation costs and synergy in the ethanol

facilities [170].

Taking this approach one step further, it has been

suggested that the leaves themselves can be used to

generate the required enzymes [155]. This has great

potential if the enzymes can survive in the processing

steps and can reach the target levels.

Another option has been proposed using the germ

fraction of the grain [140]. In this case the enzymes

could be made in the germwhich is separated in the dry

milling prior to using the endosperm for grain ethanol.

The acreage required to grow crops to produce this

amount of enzymes has been modeled previously con-

sidering the proximity limitations of the lignocellulose

biomass to the ethanol facility to avoid large transpor-

tation cost. This study demonstrated that if cellulase

levels were 0.1% of the dry weight of the seed (1% of

germ dry weight), this was more than sufficient to keep

the acreage of the cellulase crop less than the acreage

needed to supply the lignocellulose biomass. Addi-

tional models suggest that when expression levels

reach 4% of the dry weight of tissue (0.4% weight of

the grain) it may be possible to add the germ tissue

without any fractionation [166]. Direct delivery of

plant tissue can be the system of choice by eliminating

http://www.fda.gov/Food/GuidanceComplianceRegulatoryInformation/GuidanceDocuments/Biotechnology/ucm096095.htm
http://www.fda.gov/Food/GuidanceComplianceRegulatoryInformation/GuidanceDocuments/Biotechnology/ucm096095.htm
http://www.fda.gov/Food/GuidanceComplianceRegulatoryInformation/GuidanceDocuments/Biotechnology/ucm096095.htm
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extraction and purification costs. In addition to the

cost of production, this approach allows the entire

plant to better utilized without additional acreage or

input for growing the plants. There is also no addi-

tional stress on the environment due to making or

processing the enzymes and this has the potential to

meet the current volumes of cellulase projected at a cost

below current targets.

The main reason why this is not in use today is that

cellulase has not enjoyed the levels of expression

required for the models above. However, there is

every reason to believe that expression levels will con-

tinue to improve in plants as it is a relatively young

science compared to microbial production. In maize

specifically it has been reported that levels as high as

16% of the total soluble protein were observed [41] and

more recently levels of >1% of dry weight in the germ

fraction has been achieved [169].

Regulation of Growth and Use of Transgenic

Plants

Assuming that one can create plants having industrial

enzymes with the characteristics and cost benefits that

are desirable, there is still the need to grow these on

a commercial scale. The process of growing transgenic

plants is highly regulated including those grown for

research purposes. However, for research purposes,

cost is not a primary concern and the environmental

impact is usually minimal due to the small acreage.

However, this changes dramatically during scale-up

for commercialization. Assuming a yield of 1–10 kg

industrial enzyme per acre would require 100–1,000

acres for a relatively low volume of industrial enzymes

but this can increase 10- to 1,000-fold for larger volume

enzymes. Therefore, the potential for certain individual

enzymes to be greater than 100,000 acres creates regu-

latory scenarios that are much more complex than

those addressed in a research environment.

Regulatory systems are a social issue and vary in

different countries but they all address human and

animal safety as well as environmental implications.

They must also address perhaps the most controversial

issue, public acceptance. The technical aspects of regu-

latory concerns are discussed below with the under-

standing that every country will have its own

interpretation and standards for what is acceptable.
Product Safety

The first concern for any product is the inherent safety

of the active ingredient. Having a production system

different from the native host does not usually change

the inherent properties of the enzyme itself. Factors

such as exposure to humans, dosage, toxicity, allerge-

nicity, and whether or not the proteins are already

a part of the food chain are considered. It is not the

intent of this entry to review the regulatory process in

detail but rather to point out the difference when using

plants as the production vehicle as opposed to other

sources. Therefore, the focus is not on the inherent

safety of the enzyme but what safety factors arise

when produced in plants and what additional chal-

lenges are presented with plant production.

For products that have already undergone regula-

tory approval, it is critical to show, utilizing empirical

data, that there is equivalency with the plant-produced

process. In many cases plants can produce functionally

and chemically equivalent proteins to those made in

the native hosts. However, there may be exceptions

which in turn can lead to difference in protein structure

or function. These differences may be subtle such as

a small signal peptide intended to target the protein to

the vacuole that is not cleaved and instead retained in

the final protein sequence, or carbohydrate structures

could be added where none existed before. These types

of changes may have no impact on function andmay be

acceptable in commercial products.

In contrast to that above, some changes may result

in proteins that have altered functions or altered safety

profiles. As an example, many industrial enzymes are

bacterial in origin and therefore are not normally

glycosylated proteins. If these bacterial proteins happen

to have a glycosylation site that a eukaryote can recog-

nize then that can create a challenge. The possibility

exists that the enzyme will be glycosylated when

expressed in eukaryotes and potentially lead to

a change in function. Fortunately there is little evidence

to suggest that glycosylation itself will change enzyme

function unless the carbohydrate is added to a

key amino acid either in the binding site or catalytic

site. An example of this is the bacterial enzyme

b-glucuronidase (GUS). GUS protein loses activity

due to secretion-specific N-glycosylation of a key

amino acid in the protein [171]. Contrary to this
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observation, other proteins can be glycosylated such

as the bacterial protein organophosphate hydrolase

with no significant effect on its biochemical activity

[57].

Glycosylation patterns in plants can also be differ-

ent from those observed in other eukaryotes. Plant

glycoproteins contain the same mannose backbone

structure found in animal glycoproteins but the addi-

tional sugars added to the backbone are usually less

complex in plants than animals. Another difference is

in b�1-4 linkage versus b�1-6 linkage and the appear-

ance of xylose. In one case the animal protein trypsin

was produced in plants and showed evidence of

O-glycosylation whereas it is not detected from the

native porcine or bovine source [56]. Despite these

changes no functional difference in catalytic activity

has been observed.

In addition to catalytic activity, there is also the

concern that the enzyme may be altered in a way that

affects its activity in the desired application. There is

little evidence of this for industrial enzymes but there

are examples for where carbohydrate structures on pro-

teins can affect their pharmacological properties. In the

case of certain pharmaceutical proteins, sialic acid is

a terminal sugar on the glycoprotein and leads to

a longer half-life in the blood [172]. Since plants do

not add sialic acid this leads to an alteration in clear-

ance time in the blood [173]. On the other hand, the

plant carbohydrate sequence for antibodies is also crit-

ical in vivo but the altered plant sequence appears to

work as well as the animal carbohydrate sequence

[174]. This demonstrates the need to test the industrial

enzymes in the desired application when the composi-

tion of matter is different than the native source.

Demonstrating functional equivalency is still not

enough from a regulatory standpoint. The addition of

carbohydrates has been implicated in a number of

studies for allergenicity. This raises the theoretical

question of whether plant glycosylation can lead to

allergenicity. On the surface this seems highly unlikely

since plant proteins are eaten routinely, and plant gly-

coproteins would seem inherently safe. Therefore, just

adding a plant carbohydrate does not make the protein

allergenic. On the other hand, there have been reports

showing that the carbohydrate sequence of pollen gly-

coproteins [175] is responsible for an allergenic reac-

tion. Therefore, while generalizing that plant
carbohydrates are allergenic is misleading, it is impor-

tant not only to check whether there is glycosylation

but aslo to find out how this may differ from the native

source. While there are no current examples where the

addition of a plant-specific glycosylation to a trans-

genic protein has lead to an increase in allergenicity

there is still a theoretical concern.

Safety of Host Proteins

While inherent activity is a functionality concern, the

addition of extraneous host material is also a regulatory

issue. Since most industrial enzymes cannot be purified

because of cost restraints, the host material must also

be shown to be safe in the final product. For this reason

production in plants that already have a proven history

of safe use is a great advantage. Certain crops that are

known to produce toxins, allergens, antinutritionals, or

carcinogens present additional difficulties as hosts.

Crops already known to have GRAS (generally

regarded as safe) status will be at an advantage because

of inherent safety of the crop. In the best case a GRAS

enzyme can be produced in a GRAS host greatly reduc-

ing the regulatory burden [176].

Environmental Safety

The environmental impact of protein production from

a regulatory standpoint can be a concern based on the

additional acreage. The consequence of additional

inputs, displacement of food crops, and the lack of

containment leading to inadvertent exposure to ani-

mals and humans must be addressed [177].

Dedicated cropland for the sole purpose of

producing industrial enzymes will in most cases be

insignificant compared to the acreage already under

development for current uses, if produced in tandem

with commodity crops. Since expression levels must be

high to keep costs low for industrial products, this

translates into only a very small percentage (�1%) of

the acreage for even large-volume products. The excep-

tion to this scenario is if the by products can be utilized

for other, value-added purposes, such as for biomass or

feed. In such cases, there is no additional impact either

in acreage or inputs.

Of greater concern is the issue of containment and

inadvertent exposure. Regulations to evaluate contain-

ment of transgenic plants are similar in concept to
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those for other hosts, but specifics are very different.

One of the areas historically concerning the production

process of industrial enzymes is the occurrence of aller-

genic reactions developed by workers in the production

facility. This has led the industry to safer forms of

controlling small-particle exposure during microbial

production. The concern for plant is that pollen from

production fields can act as a carrier of the protein and

lead to exposure similar to that observed for microbial

production. For this reason, it is suggested that expres-

sion of the protein be specific to tissues other than

pollen, thereby eliminating this concern.

Field production has the potential to affect wildlife

where the crop is grown. Unlike many applied pesti-

cides, transgenic plants are generally non-toxic to wild-

life. This may reduce the environmental threat as

opposed to many chemicals. The specific protein pro-

duced still may have some unwanted effects on wildlife

and this aspect needs to be addressed, particularly for

endangered species that may be present in the produc-

tion field. Products that require larger acreage will

create more concerns.

The final evaluation and perhaps the most contro-

versial is the potential impact for the industrial enzyme

for inadvertent exposure into the food chain. This may

occur for several theoretical reasons, including

mislabeling of seed, spills during transport, or pollen

dissemination into food crops or wild relatives. Pollen

dispersion has received the most attention as the other

possibilities of inadvertent exposure most likely

because the other potential sources are similar to that

of other host production systems. To control the flowof

pollen several different methods can be employed.

These range from male sterility systems and physical

isolation of the crops from compatible agricultural

crops or weeds. In addition, systems have been pro-

posed for growing transgenic crops within an industrial

crop zone thereby further reducing the possibility of

inadvertent mixing [140].

The underlying assumption for the production of

transgenic proteins produced in plants is that they

must be kept at all times isolated from food crops.

This is essential for proteins that have the potential

for detrimental effects on the population. However,

many industrial proteins are used in food processing

or derived from material already in the food chain. In

these cases the transgenic proteins have the potential to
be deregulated. After demonstrating that there is no

danger to human safety the strictest of containment

conditions may be dropped although some contain-

ment may still be desirable, either from a regulatory

standpoint or from a commercial necessity.
Plants as Sustainable Sources of Industrial

Enzymes

Plants have the potential to provide a sustainable

source of industrial enzymes. Most plants can be

transformed stably or used to express transiently het-

erologous proteins at levels that can be used for indus-

trial production. The key sustainable feature of plants is

that they are a renewable resource. They do not require

intensive efforts for growth and maintenance of steril-

ity, although some may require containment. Even so,

the infrastructure and capital investment for growing

plants is considerably less than that for fermentation of

microbes. In addition, plant waste can be disposed of

without intensive treatment, unlike effluents from fer-

menters. Energy resources for plant growth are also

lower than those for maintenance of temperature and

sterility of fermenters. In addition, formulations of

large volumes of media for culture represent a large

input of water, often a limiting resource. Cooling of

large fermentation chambers is also energy intensive.

These considerations are less severe with plants.

Although plants do need regular and sustained

watering, they can be grown in traditionally non-

irrigated areas or in irrigated land where the input

can be spread out using efficient drip hoses and

watering procedures over a long period of time, allevi-

ating the need for vast quantities of sterile water at

short notice. The water does not need to be sterile,

which reduces the energy burden and thereby the LCA.

The projection of 2–25% annual growth of enzyme

requirement indicates a massive increase in enzyme

production if supply is to keep pace with demand.

Large volumes of enzymes imply that a number of

fermenters have to be constructed to produce micro-

bial- or cell-culture-based enzymes, or a shift of para-

digms to a more efficient supply. Plants can provide the

large volumes of enzymes needed with relatively low

capital investment, and may represent the only really

low-cost option for providing the immense require-

ments of industrial enzymes anticipated with projected
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growth. Depending on the level of purification

required, the enzymes can either be used without

purification (such as for the production of biofuels)

or undergo processing (such as for pharmaceuticals).

This decreased processing obviously lowers

environmental impact of the procedure. Tissue from

plants that are not target for protein accumulation can

be processed or disposed of such as to provide

a financial buffer to the industrial enzyme production

aspect.

The key to using plants for the production of indus-

trial proteins is the increasing expression of transgenic

proteins to levels commensurate with economic recov-

ery of protein. A search of the Sigma Aldrich Chemical

Company for transgenic-plant-derived products

showed that proteins expressed in rice (avidin,

lactoferrin, lysozyme), corn (avidin, trypsin), and

tobacco (tissue factor proteinase inhibitor II, bovine

aprotinin) are commercially marketed. Cell Sciences

(www.cellsciences.com) produces over 25 cytokines

and growth factors from barley endosperm, especially

marketable as they are animal, bacterial, and viral-free.

These are fine chemicals produced with high purity, but

evidently are also commercially viable, providing

a proof of potential. Increasing accumulation levels in

plant tissue is an important issue for commercial

success.

Storage of enzymes is also energy consuming when

produced from microbial fermentation. The protein is

usually lyophilized for storage; an energy-intensive

process requiring freezing and desiccation simulta-

neously. Green tissues from plants have to be processed

immediately, frozen or dried for protein stability. How-

ever, proteins expressed in seeds have been shown to

maintain stability, even at room temperature, for at

least 3 years without noticeable degradation [45].

This decreases the LCA and increases sustainability, as

well as facilitating rapid response to spikes of increased

demand.

Plant-based production also results in less waste.

The unused portions of the plant body can be funneled

into other uses, such as ethanol from biomass, and

there is little waste from the recovery process compared

to effluents from fermenters, lower waste disposal

requirements, and lower net production of greenhouse

gases, which is better for environmental sustainability

and society.
Future Directions

Plants have historically contributed to industrial pro-

cesses from dyes and tannins for fabric and leather to

drugs for healthcare and pharmaceuticals. The first

generation of plant-derived recombinant proteins is

now commercially available and the prospects of

more products is in the pipeline with many groups

working on expressing high levels of laccases, cellulases,

plantibodies, and pharmaceutically important pro-

teins. In some cases, enzymes can be directly delivered

in the plants, such as cellulolytic enzymes expressed in

plants to improve their degradation for production of

bioethanol. Alternatively, enzymes can be expressed at

high levels and isolated for industrial processes. In

order to sustain either process, plants should accumu-

late proteins in sufficient quantities. Protein targeting

to improve expression levels is a topic of major interest

and additional studies on inducible expression are

being pursued to enhance utility.

Currently, there is a major push to find and utilize

renewable energy more efficiently. Plant starch and

sugars are major sources of bioethanol, but their pro-

duction from otherwise discarded lignocellulosic mate-

rial hold out great promise for fuel production,

enabling the real possibility of national fuel self-suffi-

ciency. Plants are a renewable resource, and lower the

LCA of processes since energy input into their produc-

tion is substantially lower than other production sys-

tems. In addition, most products of plants can find use

elsewhere for feed, silage, or biomass for renewable fuel

production. The benefits of large-scale increases with

little effort, lower costs, and potential to offset costs

with downstream use of waste solely accrue to plants,

making this a technology worth investing in.
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Glossary

Agrobacterium tumefaciens Gram negative phyto-

pathogenic soil bacterium belonging to the family

Rhizobiaceae. A. tumefaciens naturally infects

a variety of dicotyledonous plant species and

induces the formation of tumors (galls) by trans-

ferring genes located within the T-DNA.

Biopharmaceuticals Drugs, produced using modern

biotechnological methods such as recombinant

DNA technology, comprising proteins and/or

nucleic acids for therapeutic or in vivo diagnostic

purposes.

Epigenetic effects Changes caused in gene expression

patterns that are not due to changes in the nucleo-

tide sequence of the DNA but due to nucleotide

modifications by methylation or RNA-directed

mechanisms.

Glycosylation The co- or posttranslational addition of

carbohydrate moieties to polypeptides. The carbo-

hydrates may be either N-linked (at asparagine or

arginine side chains) or O-linked (at serine, threo-

nine, tyrosine, hydroxylysine, or hydroxyproline

side chains).
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Immunoglobulin (Ig) Major component of the adap-

tive immune system with specific antibody activity.

Immunoglobulins are produced by lymphocytes

and consist of four polypeptide chains: two identi-

cal heavy and two identical light chains. Immuno-

globulin G (IgG) is the principal immunoglobulin

of the plasma with a molecular weight of 150 kDa.

Immunoglobulin A (IgA) is a dimeric 400 kDa

molecule secreted by mucosal surfaces. Beside the

heavy and the light chains an IgAmolecule contains

a joining chain and the secretory component.

ImmunoglobulinM (IgM) is produced early during

the immune response. Secreted IgMmolecules have

a star-shaped pentameric structure.

Molecular farming (also pharming) The production

of pharmaceutical or technical proteins in plants or

animals.

Monoclonal antibody An immunoglobulin secreted

by a single clone of antibody producing cells.

Plastid Plant organelle bound by a double membrane

containing its own circular genome. Several types

of plastids are known that originate from a

common precursor the proplastid. The most prom-

inent form is the chloroplast found in the green

tissues.

Posttranslational modification Any modification that

occurs once a polypeptide has been synthesized, for

example, proteolytic processing, glycosylation,

methylation, phosphorylation, and prenylation.

Suspension culture Technique for the cultivation of

plant cells or tissues in liquid culture medium

under aseptic conditions using shake flasks or fer-

mentation vessels.

T-DNA Transfer DNA. Natural T-DNA is located on

large tumor inducing (Ti) or hairy root inducing

(Ri) plasmids, although for gene transfer to plants it

has been moved onto a smaller, more convenient

vector. The T-DNA is transferred to the plant cell

with the help of a range of virulence factors, and

once in the nucleus it may be stably integrated into

the plant genome.

Transformation Transfer of genetic information into

a cell by biological (A. tumefaciens) or physical

means (e.g., gene gun).

Transgene A segment of DNA that is introduced into

the genome of a host cell by transformation, and
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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which integrates into the genome so that it is

inherited like any other gene.

Transient expression The temporary expression of

a transgene within a host cell without stable inte-

gration into the host genome.

Vaccine Preparation of immunogenic material that

stimulates active immunity in the recipient without

causing disease. Vaccines can be based on killed or

attenuatedmicroorganisms or isolated components

of the disease causing agent (subunit vaccines).

Viral vector Genetic elements derived from viral

genomes for the transient expression of transgenes

in a host cell. Viral vectors have the ability to rep-

licate autonomously in the host cell and might be

able to infect distant cells (depending on the degree

of engineering).

Zinc-finger nucleases Chimeric proteins consisting of

a zinc-finger domain conferring sequence specific

DNA binding and a nuclease domain for the intro-

duction of a double-strand break at the target site.
Definition of the Subject and Its Importance

The demand for therapeutic proteins has increased in

recent years and modern biotechnological methods

have, until recently, ensured the production of safe

and effective biopharmaceuticals to meet this demand.

Various production platforms are currently used in the

pharmaceutical industry, most based on the fermenta-

tion of engineered pro- and eukaryotic microorgan-

isms, insect cells, or mammalian cells. However, the

growth of the market for biopharmaceuticals is

predicted to outpace production capacity using these

platforms in the next decade, so alternatives are neces-

sary. Intact plants and plant cell cultures are suitable

production systems for a wide range of therapeutic

proteins and could help to fulfill the need for increased

production capacity. The production of pharmaceuti-

cal proteins in plants began with a monoclonal anti-

body expressed in transgenic tobacco plants more than

20 years ago. Since then many different plant species

have been genetically engineered to produce valuable

pharmaceutical proteins using a variety of transforma-

tion methods. Major progress has been achieved in

transformation and expression technology, the down-

stream processing of transgenic plant material and the

adaptation of regulatory procedures to encompass the
new production platforms, allowing the first plant-

made pharmaceuticals to begin clinical trials.

Introduction

Plant cells synthesize a vast array of secondary metab-

olites, many of which are already used as pharmaceuti-

cals. Recombinant DNA technology combined with

techniques for plant transformation and the regenera-

tion of transgenic plants have allowed the pharmaceu-

tical exploitation of plants to be extended to include the

production of biopharmaceuticals such as subunit vac-

cines, antibodies, growth factors, cytokines, enzymes,

and blood factors. In many cases, these products need

to be purified from plant material and formulated in

the same way as conventional biopharmaceuticals.

However, many plants are “generally regarded as safe”

for both topical and oral administration, so they are

particularly suitable for the production of vaccines that

can be delivered via the oral route or antibodies applied

as topical microbicides, especially where such products

are required on a large scale. This reflects the fact that

plants can be grown inexpensively on an agricultural

scale and that plant-derived pharmaceuticals for topi-

cal/oral administration would require only minimal

processing. This could potentially bring the costs of

production and distribution down to levels suitable

for deployment in developing countries with limited

financial resources and a poor medical infrastructure.

This contribution describes the technologies that facil-

itate biopharmaceutical production in plants and plant

cell cultures either through transient expression or

stable transformation. It also discusses issues relating

to posttranslational modification, extraction and puri-

fication, and regulatory compliance, focusing on those

plant-derived pharmaceutical products that have

advanced the furthest in the clinic. A compilation of

selected technical achievements in plant molecular

farming is provided in Table 1.

Plant Transformation

Pharmaceutical proteins can be produced in plants or

plant cells either through transient expression or stable

transformation. In the first case, the DNA encoding the

protein is delivered into plant cells by Agrobacterium

tumefaciens or a viral vector (or a combination of the

two) but there is no integration of this DNA into the
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plant molecular farming between 1989 and 2008

Year Achievement Reference

1989 Full-size antibody (mouse IgG) expression in tobacco [1]

1990 First human protein (HSA) produced in tobacco and potato [2]

1992 First vaccine candidate (HBsAg) expressed in tobacco [3]

1995 First secretory antibody (sIgA) produced in tobacco [4]

1995 Plant seed oilbodies as vehicles for protein production and purification [5]

1996 Expression of a protein-based polymer in tobacco [6]

1998 First clinical trial with a vaccine candidate produced in transgenic potato [7]

1999 Transient expression of an antibody by Agrobacterium vacuum infiltration [8]

1999 N-glycan analysis of a plant-produced antibody [9]

2000 Human growth hormone produced in tobacco chloroplasts [10]

2001 N-glycan modification by expression of a human b-1,4 galactosyltransferase [11]

2004 Knockout mutants of moss lacking plant-specific glycosylation [12]

2004 Generation of Arabidopsis plants lacking plant-specific glycosylation [13]

2005 Agrobacterium-mediated delivery of viral replicons [14]

2006 Approval of a plant-made vaccine for veterinary medicine [15]

2007 Production of glucocerebrosidase with terminal mannose residues [16]

2008 Clinical phase I trial with plant-produced anti-idiotype vaccines [17]

2008 Engineering of a CMP-sialic acid pathway in plants [18]

2008 Phase III clinical trial with plant-made glucocerebrosidase [19]
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plant genome and the protein is synthesized for a few

hours or days. In the second case, DNA delivered either

by A. tumefaciens or a physical process such as particle

bombardment integrates into the plant genome and

becomes a permanent locus, allowing long-term pro-

duction of the recombinant protein and the transmis-

sion of the trait to subsequent generations.

Each method has advantages and disadvantages that

need to be evaluated on a case by case basis for each

pharmaceutical protein, depending on its intended use

and the production scale. The production of an immu-

noglobulin via stable integration into the nuclear genome

was first reported in 1989 when Hiatt and colleagues

produced a monoclonal IgG-class antibody in tobacco

leaves [1]. They introduced the coding sequences for

the gamma heavy chain and kappa light chain of the

immunoglobulin into independent tobacco lines and
then crossed plants from each line to stack the

transgenes in a single plant, which was able to produce

the full antibody. The same strategy was used to pro-

duce a chimeric secretory (sIgA/G) antibody, although

in this case four transgenes were required (encoding the

kappa light chain, the chimeric alpha/gamma heavy

chain, the joining chain, and the secretory component)

and four lines were bred over two generations to gen-

erate the final production crop [4]. Later on the assem-

bly of a chimeric secretory sIgA/G antibody could be

achieved by simultaneous transformation of all four

components in rice plants [20]. These examples clearly

show how plant cells can produce even the most com-

plex proteins and modify and assemble them into

functional oligomeric structures (two different cell

types are required in mammals to produce secretory

IgA antibodies). Stable transformation of the nuclear
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genome enables the combination of several indepen-

dent expression cassettes into a single transgenic line

and also allows the introduction of a transgene from

a laboratory cultivar into other varieties of the same

species, to yield a germplasm that is particularly suited

for a certain purpose. The latter strategy has been used

to breed dent and sweet corn varieties that produce the

HIV-specific antibody 2G12. The expression cassettes

were initially introduced into a laboratory maize culti-

var with little agronomic value and low yield [21].

Using conventional breeding transgenes can be trans-

ferred to a germplasm that is either inaccessible for

direct transformation or that is particularly suited for

the cultivation under certain climate conditions.

A drawback of stable nuclear transformation is the

time needed to identify and establish a germplasm with

the desired properties. A large number of primary

transformants often need to be screened to identify

plants showing high-level transgene expression. These

lines then need to be analyzed at the molecular level to

determine the number and arrangement of the

transgenes. For breeding purposes single-copy integra-

tion events or multicopy single locus events with

a regular transgene arrangement are preferred [22]. In

contrast, multiple transgene copies with a complex inte-

gration pattern are likely to suffer from both transcrip-

tional gene silencing (TGS) and posttranscriptional

gene silencing (PTGS) [23]. The transgenic plants

must also be analyzed for unwanted pleiotropic effects

that could be caused by the transgene itself or by the

changes that are brought about by its integration, since

transgene integration following both Agrobacterium-

mediated transformation and particle bombardment

is a random process. Precise transgene integration at

a predefined locus can be achieved by homologous

recombination (gene targeting) but this has not

been possible for most plant species in the past due

to its very low efficiency. A notable exception is

the moss Physcomitrella patens, where transformation

by homologous recombination is a straightforward

and robust process [24]. In higher plants, efficient

homologous recombination has become possible

only recently with the use of zinc-finger endonucleases.

These are engineered endonucleases containing

zinc-finger motifs that bind precise DNA sequences

and introduce double-strand breaks at the

target site. This in turn stimulates DNA repair in
the host, thereby facilitating homologous recombina-

tion. This has enabled the precise engineering of trans-

genic plants, although there have been no reports

thus far concerning applications in molecular farming

[25–28].

Another disadvantage of nuclear transgenic plants

is that the target protein often accumulates at low

levels, making them commercially unfeasible. This has

been addressed by the use of plastid transformation,

where the transgene is integrated in the circular chlo-

roplast or chromoplast genome, typically by particle

bombardment. Unlike nuclear transformation, homol-

ogous recombination is an efficient method for trans-

gene integration into the plastid genome, allowing

precise gene targeting. Every plastid contains several

copies of the genome, and each plant cell contains

many plastids [29]; therefore, it is possible in principle

to generate plant cells containing several thousand

transgene copies (and these are not subject to silencing

because the TGS and PTGSmechanisms are not present

in the plastid). To ensure the transgene is present in

every copy of the plastid genome (the homoplasmic

state), the primary transformants must undergo mul-

tiple rounds of selection and regeneration. This is gen-

erally achieved using the marker gene aminoglycoside

300-adenylyltransferase, which confers resistance to the

antibiotic spectinomycin [30]. The high transgene copy

number and absence of silencing allows the accumula-

tion of some target proteins to levels exceeding 10% of

the total soluble protein (TSP) in the cell. Furthermore,

since plastids are evolutionarily derived from bacteria,

it is possible to express multiple genes as operons,

producing polycistronic mRNA [31].

Many biopharmaceuticals are complex molecules

that require several posttranslational processing steps

to achieve a functional state. Plastids are equipped to

form disulfide bridges, as demonstrated for the pro-

duction of the human growth hormone somatotropin

[10], and they can also assemble oligomers as demon-

strated for the production of cholera toxin B-subunit

(CTB), which assembled into functional GM1 gangli-

oside-binding pentamers [32]. Human serum albumin,

which requires posttranslational removal of the

N-terminal methionine residue, has also been

produced successfully in plastids [33]. The enzyme

methionine aminopeptidase cleaves off the initiating

N-formylmethionine in plastids depending on the
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subsequent amino acid sequence context, and this must

be considered when dealing with proteins that need to

have intact N-termini. Another elegant approach for

the production of proteins with a defined N-terminus

is the expression of the target protein as an N-terminal

ubiquitin fusion protein. Endogenous ubiquitin-

specific proteases then remove the ubiquitin moiety

precisely, a strategy that has enabled the production

of native somatotropin that carries an N-terminal phe-

nylalanine residue [10].

Plastid transformation technique was limited to

tobacco for many years but has recently expanded to

incorporate certain crop species such as lettuce and

tomato [34, 35]. Plastid transformation in crop plants

opens new possibilities in the area of oral vaccines,

where antigens are produced in the edible parts of

plants and delivered via the oral route. A further advan-

tage of plastid transformation is the biosafety aspect,

since chloroplasts are inherited maternally in most

species and are therefore not present in pollen [36].

However, there are also some limitations. Many

biopharmaceuticals need to undergo co- and post-

translational glycosylation in order to fold properly or

in order to remain functional and stable, but this pro-

cess does not occur in plastids. Certain target proteins

also appear to be unstable or toxic when expressed in

plastids, for example, the rotavirus coat protein VP6

and HIV p24 antigen undergo rapid degradation in the

chloroplasts of older tobacco leaves, with significant

accumulation only possible in the youngest leaves.

A codon-optimized HIV p24 construct allowed

homogenous expression but all the leaves turned yel-

low, and rearrangements were observed within the

plastid DNA [37].

Transient expression allows more rapid production

than stable transformation (nuclear or plastid). DNA

encoding the pharmaceutical proteins is either

included within a T-DNA cassette carried by an A.

tumefaciens strain delivered into leaf tissue by vacuum

infiltration [38, 39], or inserted into a viral vector that

is used to infect the plant [40, 41]. Transient expression

can be used for the rapid testing of expression con-

structs for subsequent stable transformation proce-

dures or can be scaled up for use as production

system in its own right. Most of the viral vectors

are based on RNA viruses such as Tobacco mosaic

virus (TMV), Potato virus X (PVX), and Cowpea
mosaic virus (CPMV). These vectors have been used

both to produce intact proteins and to produce chime-

ric virus particles that display peptide antigens on their

surface. In such peptide display vectors, the target

peptide is fused to the coat protein, and because each

particle has many copies of the coat protein (and hence

the antigen), the particles are strongly immunogenic

and can be used without additional adjuvants to pro-

voke an immune response. The versatility of this

approach has been demonstrated with an experimental

rabies vaccine that induced a protective immune

response in mice. Furthermore human volunteers

who ingested spinach leaves infected with the recom-

binant virus mounted a humoral immune response

[42]. Conventional viral vectors have a limited capac-

ity, and larger transgenes tend to be truncated or elim-

inated altogether as the virus spreads. This has been

addressed by developing a series of deconstructed viral

vectors in which the coat protein gene is deleted to

provide space for the transgene. In order to deliver

these vectors to a maximum number of plant cells the

entire recombinant virus genome is incorporated as

a DNA copy into a T-DNA cassette and delivered by

A. tumefaciens via vacuum infiltration [43]. Two simi-

lar systems have been developed, one described as the

launch vector system [44] and the other as the

magnifection system [14]. They both exploit the ability

of A. tumefaciens to infect a large range of plants,

thereby extending the host range of the natural virus

and using the efficient viral replication system to

amplify the coding sequence of the target protein. In

a proof of concept experiment, the accumulation of

green fluorescent protein (GFP) peaked at 4 g kg�1

fresh weight in Nicotiana benthamiana plants

transformed by magnifection [14]. The platform has

been refined for the production of oligomeric proteins

such as antibodies. Full-size IgG1 immunoglobulins

have been produced successfully at levels of up to

0.5 g kg�1 fresh weight, by introducing the light and

heavy chain coding sequences into two independent

noninterfering vectors based on TMVand PVX, respec-

tively [45].

Posttranslational Modification

Approximately 30% of all approved biopharmaceuticals

contain N-linked glycans, so N-glycosylation is the most

important posttranslationalmodification that needs to be
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taken into account when manufacturing recombinant

biopharmaceuticals in plants. The mechanism of

N-glycosylation is conserved between plants and mam-

mals, beginning in the endoplasmic reticulum (ER) with

the transfer of an oligosaccharide precursor molecule

onto asparagine residues within the sequence motif

N-X-S/T (where X is any amino acid except proline).

The precursor molecule is subsequently trimmed to

yield a structure known as a high-mannose type glycan.

The protein then passes into the Golgi apparatus where

additional glycan modifications take place.

The final complex type glycan structures differ

between plants and mammals (Fig. 1), in that plant

glycoproteins contain core b1,2-xylose and a1,3-fucose
residues whereas mammalian glycoproteins contain

b1,4-galactose and terminal N-acetyl-neuraminic acid

(sialic acid) residues [46]. Plant-specific glycosylation

patterns have been found to induce an immune

response upon injection in some mammalian species

[47–49]. To prevent these immune responses several

strategies have been explored to avoid the addition of

plant-specific sugar residues to the glycan structure.

One approach is the attachment of a C-terminal

H/KDEL amino acid sequencemotif to retain the target

protein within the ER, thereby preventing exposure to

the Golgi apparatus and the attachment of b1,2-xylose
and a1,3-fucose residues [50]. This strategy has been

applied successfully in the production of a chimeric
NX

a b
X S/T NX
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Prototypes of protein N-glycosylation patterns frommammalia

(Fraunhofer IME, Aachen, Germany) for the preparation of the
mouse/human IgG1 antibody against human chorionic

gonadotropin [51]. An alternative strategy is the

knockout or knockdown of the endogenous plant

b1,2-xylosyltransferase and a1,3-fucosyltransferase
genes, which has been achieved in the moss P. patens

by homologous recombination [12]. The double

knockout mutant was used to express human erythro-

poietin devoid of plant-specific glycan structures [52].

In the model plant Arabidopsis thaliana, the

b1,2-xylosyltransferase and a1,3-fucosyltransferase
genes have been knocked out by T-DNA insertional

mutagenesis [13]. This plant line has been used to

produce the anti-HIV antibody 2G12 with

a humanized glycan structure [53]. In the duckweed

Lemna minor, the human anti-CD30 antibody

MDX-060 was produced without plant glycans by

co-introducing inverted repeat transgenes matching

the sequences of the b1,2-xylosyltransferase and

a1,3-fucosyltransferase genes, so that theywere silenced
by RNA interference (RNAi) [54]. This antibody also

demonstrated stronger antibody-dependent cell-

mediated cytotoxicity (ADCC) compared to its

counterpart produced in Chinese hamster ovary

(CHO) cells, reflecting the tenfold higher affinity of

the plant-derived antibody for the human Fcg receptor
[54]. The same phenomenon has been demonstrated

for other antibodies produced in the duckweed and

moss systems [55, 56].
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To further humanize the glycan structure of

biopharmaceuticals produced in plants, the coding

sequence for human b1,4-galactosyltransferase has

been introduced into tobacco [57, 58] and alfalfa plants

[59]. The recombinant antibodies produced in these

modified host plants not only possessed glycans with

terminal galactose residues but they also contained

fewer core b1,2-xylose and a1,3-fucose residues.

Many human glycoproteins possess terminal sialic

acid residues that play a pivotal role in serum stability.

For example, erythropoietin usually has a half-life of

5 h in rat serum, but enzymatically trimming off the

terminal sialic acid residues reduces the half-life to

<2 min [60]. There is consequently an ongoing effort

to introduce the CMP-sialic acid biosynthesis pathway

into plants and thus far four of the enzymes (a2,6-
sialyltransferase, UDP-N-acetylglucosamine 2-epimer-

ase/N-acetylmannosamine kinase, N-acetylneuraminic

acid phosphate synthase and CMP-N-acetylneuraminic

acid synthetase) have been expressed successfully in A.

thaliana [18, 61]. Recently, the components of the

complete pathway have been transiently expressed in

N. benthamiana and the co-expressed 2G12 mAb has

been shown to become sialylated [62].

There is much less information available about the

significance of O-glycosylation in pharmaceutical pro-

teins produced in plants. Endogenous plant proteins

tend to undergo O-glycosylation at clustered proline

residues that are first converted into hydroxyproline,

for example, those found in the extension family of

hydroxyproline-rich glycoproteins (HRGPs). Such

proline clusters are also present in the hinge region of

IgA1 antibodies, so a recombinant IgA1 antibody

expressed in maize similarly underwent hydroxylation

followed by O-glycosylation [63]. An artificial

O-glycosylation motif consisting of 20 tandem repeats

of the dipeptide serine/proline has been fused to the

C-terminus of human interferon a2b (IFNa2-(SO)20)

expressed in tobacco suspension cells. The fusion pro-

tein accumulated in the culture supernatant at levels

two orders of magnitude higher than native IFNa2b,
reflecting its more efficient secretion and its greater

resistance toward proteolysis [64]. The antiviral activ-

ity of the fusion protein was comparable to that of

native interferon but its higher molecular weight

(75 kDa vs. 19.2 kDa) delayed renal clearance therefore

increasing its serum half-life in mice by 13-fold [64].
The unwanted processing of recombinant proteins

by endogenous plant proteases is a major obstacle in the

field of molecular farming because the overall yield of the

recombinant protein is reduced and the resulting protein

fragments need to be removed during downstream

processing. Proteolytic degradation has been observed

irrespective of the subcellular localization of the target

protein but the extracellular compartments (apoplast and

culture medium) appear to be particularly rich in pro-

teolytic enzymes [65–68]. This has been addressed using

a number of strategies, including the co-expression of

protease inhibitors [69–71] and the co-secretion of

unrelated proteins that might act as bait for the proteases

[72]. Although the proteases responsible for recombi-

nant protein degradation have yet to be identified,

there are indications that certain classes of proteases

are involved (e.g., aspartic proteases, metalloproteases,

and serine proteases) [66, 68]. Once the proteases

responsible for recombinant protein degradation are

known, knockout and knockdown strategies can be

employed to reduce their abundance. However, pro-

teases play a significant role in many aspects of plant

development, stress responses, and pathogen defense,

so their elimination may only be suitable for cell and

tissue cultures that are grown under sterile and con-

trolled conditions in the absence of pathogens.
Downstream Processing

Most biopharmaceuticals are formulated as a purified

product so the majority of biopharmaceuticals pro-

duced in plants must be extracted from plant tissue

and then purified and formulated in the same way as

conventional biopharmaceutical products. Regardless

of the upstream production platform, downstream

processing can account for up to 80% of the total

manufacturing costs for a biopharmaceutical protein

[73], but the first downstream processing steps are

largely determined by the specific production host

[74]. If the target protein is produced in plant suspension

cells and secreted into the culture medium, the purifica-

tion process can begin directly after the cells have been

removed by filtration or centrifugation. If the protein is

produced in an intact plant and/or if it accumulates inside

the plant cell, it must be released by mechanical disrup-

tion in the presence of an appropriate extraction buffer

and the extract must be clarified by filtration and/or
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centrifugation to remove debris, fibers, and other partic-

ulates. Aqueous two-phase partition is a useful initial

purification step to remove polyphenols and cell debris

from crude plant extracts [75, 76]. The removal of poly-

phenols is critical to prevent fouling of the chromatog-

raphy media used in subsequent purification steps

[74, 77]. After clarification, the product may be cap-

tured from the feed if a suitable affinity chromatogra-

phy resin is available, allowing a high level of

purification in a single step. A wide range of natural

affinity ligands and an increasing number of synthetic

ligands (e.g., mercaptoethylpyridine, MEP

HyperCel™) are available, particularly for the capture

of antibodies [78]. After capture, polishing is usually

achieved by the application of two or more orthogonal

separation methods to achieve maximal purity and

contaminant removal, for example, ion exchange,

hydrophobic interaction, hydroxyapatite, and size

exclusion chromatography [79]. If a capture step is

not possible, these chromatography methods may be

used for intermediate purification prior to polishing.

Purification can be facilitated by engineering the phys-

icochemical properties of the target protein through

genetic fusions, although the fusion tag must be

removed after purification to yield the authentic pro-

tein as a final product (a protease cleavage site adjacent

to the tag can be used to achieve separation). A fusion

with the hydrophobic plant protein oleosin enables

enrichment of the target protein by floating centrifu-

gation [80]. Alternatively, fusing the target protein to

elastin-like polypeptides (ELPs) allows the target pro-

tein to be isolated by thermal phase transition [81].

Potential contaminants include macromolecules such

as host cell proteins and nucleic acids, as well as small

molecules such as secondary metabolites (e.g., nicotine).

The removal of contaminants derived from plant-

associated microbes must also be demonstrated, espe-

cially endotoxins from A. tumefaciens that can cause

inflammatory responses in humans. The successful

removal of these substances has recently been demon-

strated for a monoclonal antibody that has been pro-

duced in N. benthamiana by magnifection [82].

Biopharmaceuticals produced for human clinical

trials must achieve certain quality criteria that are

defined by current good manufacturing practice

(cGMP). The regulations for biopharmaceutical man-

ufacture are defined by the Food and Drug
Administration (FDA) in the USA and by the European

Medicines Agency (EMEA) in the European Union.

The production of pharmaceuticals using plant sus-

pension cells is very similar in concept to conventional

systems based on mammalian cells, but intact plants

cultivated in the greenhouse or in the open field are

very different in concept and in practice. The FDA and

EMEA have published guidance documents covering

the production of pharmaceuticals in plants, and these

might be refined further in the future [83]. Recently the

Fraunhofer Institute for Molecular Biology and

Applied Ecology in Aachen, Germany, obtained the

first GMP license for the production of a plant-made

pharmaceutical protein for clinical phase I trials in

Europe. Based on this process the anti-HIV antibody

2G12 was produced in transgenic tobacco plants in the

greenhouse.
Plant-Derived Vaccines

Plants have been proposed as an alternative production

platform for subunit vaccines, with the added advantage

that storage tissues such as cereal grains and potato tubers

may be used to keep the vaccine stable without the need

for a cold chain and could even be used to administer oral

vaccines without processing, thus reducing costs.

Antigens embedded in the plant cell matrix are

protected against the acidic conditions in the stomach

and are released gradually, allowing the induction of

a mucosal immune response. Many antigens that could

be used as vaccines in humans or farm animals have

been produced in plants including the hepatitis B virus

surface antigen [3, 84, 85], the Norwalk virus capsid

protein [86–88], the Escherichia coli heat labile toxin

[89–91], and the rabies glycoprotein [42, 92].

Phase I clinical trials in humans have been

conducted for some oral vaccines. The coding sequence

for the B-chain of the heat labile toxin from entero-

toxigenic E. coli (LT-B) has been expressed in transgenic

potato and maize. Human volunteers who ingested three

50-g or 100-g doses of peeled raw potato slices containing

0.5–1mg of LT-B developed anti LTserum IgG antibodies

(91%) and half of the vaccinees also produced secretory

IgA antibodies in their stools [7]. Similarly human vol-

unteers who ingested 2 g of defatted corn germ meal

containing 1 mg of LT-B developed anti LT serum IgG

and IgA and sIgA in their stools [93].
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Transgenic potato tubers producing the major cap-

sid protein of the Norwalk virus (which causes gastro-

enteritis) were fed to human volunteers in two or three

150-g doses containing �500 mg of the protein. Higher

levels of IgA antibody-secreting cells were observed in

more than 90% of the vaccinees, 20% produced serum

IgG or IgM responses, and 30% produced anti-NVCP

antibodies in their stools [88].

Two phase I clinical trials with plant-derived hepa-

titis B surface antigen (HBsAg) have been reported. In

the first trial, transgenic lettuce (Lactuca sativa) was

orally administered to seven seronegative individuals in

three 200-g doses containing 0.5–1 mg of HBsAg within

5 weeks. After the third dose, all subjects developed

serum anti-HB antibodies of up to 6.3 mIU/ml serum

[94]. In the second trial, transgenic potato tubers were

fed to individuals who had previously been vaccinated

against hepatitis B. The vaccinees received two or three

100-g doses of raw peeled potatoes each containing

�800 mg HBsAg. Higher serum anti-HB titers were

observed in 60% of the vaccinee group whereas there

was no increase in the control group [95].

Recently, H1N1 and H5N1 influenza virus hemag-

glutinin (HA) have been transiently expressed in

N. benthamiana [96]. Both proteins assembled into

virus-like particles (VLPs) that budded from the plant

plasmamembrane, a desirable outcome because VLPs are

polyvalent and therefore much more immunogenic than

soluble subunit vaccines. Mice parenterally immunized

with low doses (0.5 mg) of the VLPs were protected

against a lethal challenge with influenza virus [96].

A phase I dose escalation study to assess the safety of

a plant-derived H5 VLP in healthy volunteers was ini-

tiated in 2010 (www.clinicaltrials.gov; NCT00984945).

Although most vaccines are intended to induce an

immune response against pathogens, their use is not

limited to the prevention of infectious diseases. More

recently, vaccines have been developed for the prevention

or the treatment of certain types of cancer. A plant-

derived vaccine for the treatment of non-Hodgkin’s lym-

phoma (NHL) based on idiotype antibodies has been

evaluated in a phase I trial [97]. NHL is a clonal disease

of the B-cell lineage and themalignant cells carry specific

immunoglobulins (idiotypes) on their surface. These

idiotypes can be used to trigger a specific immune

response. Because the idiotypes are different in each

patient the vaccine has to bemanufactured individually
for each treated person. Currently the patient’s tumor

cells are expanded from a biopsy as human/mouse

heteromyelomas. The monoclonal idiotype antibody

is purified and coupled to an immunogenic carrier

protein like keyhole limpet hemocyanin (KLH)

and injected into the patient usually together with

granulocyte-macrophage colony stimulating factor

(GM-CSF) as an adjuvant [98]. To shorten the time

needed to manufacture the patient-specific vaccine

a plant-based production system has been developed

in which the coding sequences for the variable domains

of the idiotype antibody are cloned from the patient’s

biopsy and inserted into a viral vector for the expres-

sion of a single chain antibody (scFv). N. benthamiana

plants have been infected with such viruses allowing the

scFv to be purified from leaves [99, 100]. Sixteen NHL

patients who had previously received chemotherapy

were treated with two different doses of the tobacco-

derived idiotype vaccine either with or without a

GM-CSF adjuvant [17]. Most of the treated patients

developed a cellular immune response although only

three patients developed a humoral immune response.

Recently, the Bayer Group announced another phase

I clinical trial with idiotype vaccines for NHL using the

transient magnifection technology developed by their

subsidiary Icon Genetics. The ongoing study will enroll

30 patients with progressive or relapsing NHL. The

patients will receive 12 injections over 16 months,

each consisting of 1.0 mg of the personalized vaccine.

The study is designed as a safety study to evaluate

potential toxicity associated with the therapy but will

also analyze the relevant immunological parameters of

the patients. The final results of the study are expected

in 2012 (www.clinicaltrials.gov; NCT01022255).
Plant-Made Pharmaceuticals in Advanced

Development

The most advanced plant-derived pharmaceutical in

terms of clinical development is glucocerebrosidase

manufactured in transgenic carrot suspension cells

(prGCD, taliglucerase alpha, Uplyso™). Patients suffer-

ing from Gaucher disease, an inherited lysosomal

storage disorder, cannot produce active glucocereb-

rosidase and need enzyme replacement therapy with

recombinant glucocerebrosidase, which is currently pro-

duced in CHO cells (imiglucerase, Cerezyme™) [101].

http://www.clinicaltrials.gov
http://www.clinicaltrials.gov
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This is currently one of the most expensive biopharma-

ceuticals, with an annual treatment cost of USD

200,000 per patient [102]. The purified recombinant

imiglucerase needs to be processed enzymatically to

expose terminal mannose residues that are required

for the efficient uptake of the enzyme into macro-

phages. The plant-derived counterpart, taliglucerase

alpha, does not require these additional processing

steps because it is targeted to the cell vacuole where

the complex type N-glycans are trimmed to the

paucimannose form exposing terminal mannose resi-

dues [16]. A phase III clinical trial with taliglucerase

alpha was completed successfully in 2009 (www.

clinicaltrials.gov, NCT00376168) and the substance

currently awaits market approval from the FDA. Mean-

while patients can get access to taliglucerase alpha

under an expanded access protocol [101].

Another plant-derived protein currently in clinical

development is alpha-interferon (IFN-a2b) for the

treatment of chronic hepatitis C infections. IFN-a2b
has a low molecular weight (19 kDa, no glycan chains)

and is therefore eliminated rapidly by renal filtration.

Special formulations are required to increase its serum

half-life, and this is achieved in the current formulation

produced in E. coli (peginterferone alpha-2b;

PEGIntron™), by attachment to polyethylene glycol.

The plant-derived protein (Locteron™) is produced in

duckweed and formulated in poly(ether-ester) micro-

spheres to achieve controlled release over a defined

period [103]. The plant-derived version has been tested

successfully in a clinical phase I/II study (www.

clinicaltrials.gov, NCT00593151) to establish its safety,

tolerability, and efficacy compared to PEGIntron™.

Currently two phase IIb clinical trials are underway to

determine the optimal dose for the treatment of hepa-

titis C patients and its efficacy in combination with the

antiviral compound ribavirin (www.clinicaltrials.gov,

NCT00863239, NCT00953589).

The first recombinant biopharmaceutical on the

market was insulin, which received regulatory approval

in 1982. A large number of diabetes patients depend on

insulin therapy so current demand for the protein

exceeds 8 metric tons per year. This demand is cur-

rently met by production in E. coli and Saccharomyces

cerevisiae [104, 105]. The successful production of active

recombinant human insulin has also been demonstrated

in oilseeds, where oleosin fusion can be used to facilitate
purification. As stated above, oleosin is a hydrophobic

protein component of the seed oilbodies and fusion pro-

teins become concentrated in the oilbodies allowing their

purification by floating centrifugation, enzymatic cleav-

age, and then standard polishing chromatography

methods [106]. For large-scale insulin production, the

Canadian company SemBioSys Genetics Inc. uses saf-

flower (Carthamus tinctorius) plants [107]. The com-

pany recently announced the successful completion of

a phase I/II clinical trial with healthy volunteers

demonstrating that the safflower-derived insulin

(SBS-1000) is equivalent to the recombinant

insulin currently on the market [108].
Future Directions

Many biopharmaceutical proteins have been produced

successfully in plants and plant cell cultures, clearly

demonstrating the utility of plant-based production

platforms. The demand for biopharmaceuticals is

predicted to rise in the future based on the large num-

ber of ongoing clinical trials that involve recombinant

pharmaceutical proteins, but current fermenter-based

production platforms are already struggling tomeet the

demand. The enormous flexibility offered by different

plant production systems and their specific advantages

in terms of cost, safety, and scalability, means that

plants could provide an alternative source for recom-

binant biopharmaceuticals when the capacity of

current platforms is exhausted.

To become more competitive with the currently

established protein production platforms an increase

in productivity for the plant cell factories is mandatory.

Therefore future research will aim to boost the protein

accumulation levels in plant cells. To achieve this goal

different strategies are pursued including, among

others, gene amplification, high throughput screening

for elite events, targeting the protein of interest to

suited storage organelles or even to create them artifi-

cially, and to shield the target protein against proteo-

lytic degradation. Systems biology approaches will help

to identify cellular targets that can be subsequently

engineered to further improve the plant cell as

a protein production host. The engineering process

itself will be more precise in the future by employing

the newly developed techniques to facilitate homolo-

gous recombination within the nuclear genome.

http://www.clinicaltrials.gov
http://www.clinicaltrials.gov
http://www.clinicaltrials.gov
http://www.clinicaltrials.gov
http://www.clinicaltrials.gov
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Beside the quantity also the quality of the final

product will be a major focus of future research and

development. Especially the engineering of the glyco-

sylation pattern bears a great potential to optimize the

stability and efficacy of the biopharmaceutical product.

A critical point with respect to the glycosylation pattern

will be the detailed understanding of plant-produced

glycoproteins with the mammalian immune system.

This will be an important prerequisite for tailoring

plant-produced subunit vaccines and to avoid

unintended side effects. With respect to oral vaccines

reliable formulation and administration protocols have

to be defined to ensure the anticipated outcome is

achieved.

Further optimization of transient plant expression

systems will help to address future needs for the deliv-

ery of vaccine, personalized medicine, and biopharma-

ceuticals for the treatment of orphan diseases. The

rapid production cycle will also enable a timely reac-

tion to emerging diseases, pandemics, or biohazards.

However, unlike stable transgenic plant production

systems, there are currently no specific regulatory

guidelines for transient technologies, which are becom-

ing a perceived barrier to their widespread use and

commercialization. Therefore, the establishment and

harmonization of international regulations for tran-

sient expression systems are needed to enable the com-

mercial application of this promising technology.
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Glossary

Companion animal Animal kept for companionship

and enjoyment (household animal).

Edible vaccines Antigenic proteins, which are pro-

duced in organs of transgenic plants (e.g., fruits,

tubers) and can be directly administered to humans

or animals without any purification procedure.

ELP Elastin-like polypeptide containing the hydro-

phobic amino acids valine, proline, glycine, and

guest residues, which shows temperature-depen-

dent, reversible self-aggregation.

ELPylation Genetic C- or N-terminal target protein

fusion to elastin-like polypeptides.

Homoplasmy Presence of the transgene in all copies of

chloroplast DNA.

Livestock animal Domesticated animal raised in an

agricultural setting to produce, e.g., food and fiber.

Molecular pharming The large-scale production and

purification of pharmaceutical proteins in plants.

Plant-based expression Process by which information

from a transgene is used in the synthesis of

a functional protein in planta. Different plant-
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
based expression systems are suitable (e.g., trans-

genic plants, transient expression, and plant cell

cultures).

Plantibodies Antibody or antibody derivative pro-

duced in genetically engineered plants.

Transgenic plants Genetically engineered plants gen-

erated by the biolistic method (particle gun) or by

Agrobacterium tumefaciens mediated transforma-

tion. The introduced transgene, which does not

occur naturally in the plant, is transferred to the

offspring.

Transient expression Expression of transgenes for

a short period of time. In the context of plant-

based expression infiltration of recombinant

Agrobacteria (Agro-infiltration) or the use of

plant viral vectors are the methods of choice to

produce a desired protein in planta.

Transplastomic plants Introduced transgene is

targeted to the chloroplast genome using particle

bombardment or other physical DNA delivery

techniques.

Zoonotic diseases Infectious disease that can be

transmitted from wild and domestic animals to

humans.
Definition of the Subject

“Molecular Pharming” refers to the large-scale produc-

tion and purification of pharmaceutical proteins in

plants or plant-based expression systems. Since the

successful expression of complete antibodies in trans-

genic plants in 1989 and the first report of plant-based

vaccine production in 1992, a large number of different

vaccines, antibodies, as well as antibody fragments have

been produced in plants for medical or veterinary pur-

poses. However, only two plant-produced vaccine-

related products have gone all the way through the

production and regulatory hurdles, and only one,

a plant-made single-chain variable fragment (scFv), is

used in the production of a recombinant Hepatitis

B Virus (HBV) vaccine in Cuba. Edible vaccines and

novel methods of downstream processing such as

“ELPylation” have been developed over the past years

to facilitate the development of recombinant protein-

based therapeutics.
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3



1359Plant Molecular Pharming, Veterinary Applications
Introduction

Plant-based expression systems possess advantages

over conventional eukaryotic expression systems

(yeast, insect cells, and mammalian cells), e.g., the

ability to obtain complex, correctly folded, and

posttranslationally modified proteins [50]. They com-

pete favorably with mammalian cells for the produc-

tion of vaccines and antibodies because of distinct

advantages over conventional systems including cost,

safety, and scalability [57]. However, the cost of down-

stream processing (protein extraction, protein recov-

ery, and protein purification) for recombinant

expression systems in general are approximately the

same and can represent over 80% of the overall

processing costs [30] with the majority of such costs

attributed to chromatography and associated mate-

rials, labor, and capital equipment [57]. Savings in

the upstream components (no need for expensive

fermenters, special culture media, and skilled

workers) are some of the major benefits for the pro-

duction of pharmaceutical proteins in plants. Costs of

goods sold (COGS) from mammalian cell culture are

estimated to be $300 per gram therapeutic protein,

whereas the raw material costs for 1 g recombinant

protein from plants are in the order of $0.10–$1

(depending on the expression level; [33]). The main

technical bottleneck limiting the commercial produc-

tion of pharmaceuticals in plants is the high cost and

inefficiency of downstream processing including puri-

fication [34].

One-third of the approved biopharmaceuticals

are glycoproteins [56] and the activity of antibodies,

blood factors, and interferons is dependent on their

glycosylation pattern. Accordingly, biopharmaceuticals

are often produced in heterologous expression systems

with glycosylation capabilities. Plant-specific glycosyla-

tion differs from mammalian glycosylation (for review

see [26]) and this aspect explains the major limitation for

the use of plant-made pharmaceuticals in therapy.

Recently, progress toward the humanization of protein

N-glycosylation in plant cells has been made, which

focused on the targeted expressionof therapeutic proteins,

the knock-out of plant-specific N-glycan-processing

genes, and/or the introduction of the enzymatic machin-

ery catalyzing the synthesis, transport, and addition of

mammalian sugar residues (for review see [27]).
With the development of “edible” vaccines, which

can be orally administered in the form of a transgenic

fruit or vegetable expressing the appropriate antigen

without any prior processing, low-cost production sys-

tems and effective delivery systems are expected [40].

One of the easiest ways to get vaccinated against a

disease might be eating a bite of banana, full of the

virus proteins, as it was contemplated by researchers at

the Boyce Thompson Institute for Plant Research

at Cornell University in 1997 [25]. In reality, this antic-

ipated development did not occur. Major problems

of this technology are low yields, weak antigenicity

of plant-produced vaccines and the lack of buy-in

by governments and pharmaceutical companies [43].

In this chapter, the historical development of

plant-produced vaccines and antibodies, so-called

plantibodies, and the development of different stable

plant production systems including down-stream

processing with a specific focus on the progress of

animal therapeutics will be discussed.

Plant-Based Expression Systems

Since the first report of plant-based antibody produc-

tion [32], different formats have been generated rang-

ing from single variable heavy-chain domain (VHH)

antibodies [4] and single-chain molecules (scFvs;

[3, 23]) to Fab fragments [10], and complete immuno-

globulins [35]. Despite substantial progress in the pro-

duction of antibodies in plants for human health (for

review see [9]), their application to the veterinary field

is rather limited (for review see [18]). The development

of passive immunization commenced in 1890 with the

identification of serum therapy by Emil Behring and

Shibasaburo Kitasato. They identified substances in the

blood they called antibodies which were responsible

for the immunity against diphtheria and tetanus

toxins. Furthermore, the researchers were able to trans-

fer immunity to immunologically naϊve animals by

injecting serum of animals treated with nonlethal

doses of a crude toxin preparation [2]. At the same

time, Paul Ehrlich discovered that antibodies can act as

so-called magic bullets for the targeting of cancer cells

[12]. A century later, the structures of antibodies and

the sequences coding for the immunoglobulin chains

were elucidated and mouse hybridomas provided

highly specific monoclonal antibodies for therapeutic
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applications [36]. The development of innovative

recombinant DNA technologies greatly enhanced the

clinical efficiency and safety of mouse-derived mono-

clonal antibodies. The ability to generate large antibody

libraries, and the simplified antibody backbone of

a single-chain antibody made antibody phage display

a powerful tool for the development of new therapeutic

agents (for reviews see [3]).

Production shortfalls and high costs are major

incentives for further development of alternative anti-

body production technologies with a focus on active

immunization (vaccination). The defining event for

the development of “vaccinology” (from the Latin

“vacca,” meaning cow) dates back more than 200

years. At that time the smallpox vaccine was discovered

by Edward Jenner. He inoculated humans with a less

virulent, but antigenic related, Cowpox Virus to confer

protection against the related human Smallpox Virus.

Criteria for the development of veterinary vaccines are

different depending on the particular target animals

(for review see [38]). Health and welfare of the indi-

vidual animal are the primary concerns for companion

animal vaccines and thus are comparable to those for

humans. In contrast, livestock animal vaccines should

be inexpensive, prevent, and control infectious diseases

of animals used as food to reduce or eliminate health

risks to consumers. In some cases, these vaccines are

further used to improve the productivity of livestock.

To combat zoonotic diseases which are transmittable to

humans, e.g., rabies, vaccination of wildlife animals is

the method of choice. Furthermore, veterinary vaccines

have a significant impact on public health due to the

reduction in the administration of veterinary pharma-

ceuticals such as hormones.

The pioneering work for the expression of vaccines

in plants was described in a patent by Curtiss and

Cardineau in 1990. They reported the production of

the Streptococcus mutans surface protein antigen

A (SpaA) in transgenic tobacco plants [6]. Subse-

quently, Mason and co-workers succeeded in

expressing the hepatitis B surface antigen in tobacco

[37]. In 1993, Usha and co-workers expressed a peptide

representing an epitope of the VP1 envelope protein of

the Foot-and-Mouth-Disease Virus (FMDV) on the

surface of a plant virus particle [55]. This study was

the first report of a plant-derived veterinary vaccine.

Following this pioneering work, various veterinary
candidate vaccines have been produced in a variety of

plant species using different expression systems, and

they have proven to elicit humoral and mucosal

immune responses against toxins, viruses, bacteria,

and parasitic pathogens (for reviews see [18, 29, 44,

52, 57]). There are still no plant-derived veterinary

vaccines on the market; however, one major step was

made at the beginning of 2006 by Dow AgroSciences

(DAS, Indianapolis, USA). Their plant cell–expressed

vaccine against the Newcastle Disease Virus (NDV), pro-

duced in a suspension-cultured tobacco cell line, has

gained regulatory approval by the US Department of

Agriculture (USDA) Center for Veterinary Biologics –

the final authority for veterinary vaccines in the USA

[48]. Regrettably, this vaccine has not been introduced

to the market. Dow AgroSciences apparently wished to

demonstrate that their ConcertTM Plant-Cell-Produced

system was useful for the production of safe and effec-

tive vaccines, fulfilling the approval requirements of the

regulatory system [43]. A year prior to the approval of

the DAS vaccine, a plant-made scFv, used in the pro-

duction of a recombinant Hepatitis B Virus (HBV)

vaccine in Cuba [41], progressed through the regula-

tory system and was commercialized. These are the two

plant-produced vaccine-related products which have

gone through the production and regulatory hurdles,

despite nearly 20 years of plant-derived vaccines [43].

Four plant-based expression systems have been

developed thus far (Fig. 1):

● Expression in stably transformed transgenic plants

including tissue-specific expression (e.g., in seeds or

tubers)

● Expression in transplastomic plants

● Transient expression in tobacco leaves (Nicotiana

tabacum, N. benthamiana) using either plant

viruses, Agrobacterium tumefaciens, or both to facil-

itate high accumulation of vaccines and/or

antibodies

● Expression in cultured plant cells and tissues, and

lower plants including duck weed and mosses

The first plant virus system used was a recombinant

Tobacco Mosaic Virus (TMV) where the capsid protein

was fused to a malarial epitope [53] followed by

others (for review see [43, 57]). “Agro-infection” has

been developed as a versatile tool for a rapid produc-

tion of vaccines and antibodies in transiently
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Plant-based expression systems for pharmaceutical proteins. (a) Transgenic plants derived by stable transformation, either

using Agrobacterium-mediated gene transfer [54] or biolistic transformation [1], represent a stable and cheap source for

the large-scale production of recombinant proteins. The transgene is genetically fixed and transferred into the next

generation. However, the development as well as the selection of a stable transgenic line can take many months.

Recombinant proteins may be expressed in the cytoplasm or be localized in other cellular compartments (nucleus,

mitochondria, chloroplasts, vacuole, endoplasmic reticulum, or apoplast), or can be produced in different plant tissues

(leaves, seeds). (b) Transplastomic plants obtained by using particle bombardment often have high yields of the

recombinant proteins. However, the system is often not suitable for glycosylated or secreted proteins but this barrier may

be overcome soon [27]. (c) Agrobacterium tumefaciens–mediated transient expression is the standard method for

determining if a transgene is expressed in planta. Here, a suspension of bacteria is directly injected into the intercellular

space of plant leaves either by using a syringe or vacuum. (d) Viral vectors can be used for the expression of foreign

proteins or of chimeric coat proteins in plants. Two different methods can be used for the delivery of the viral genomes

into the plant, either engineered plant viruses (e.g., Tobacco Mosaic Virus) or recombinant Agrobacteria. (e) The

application of plant cell culture for the production of recombinant proteins is focused on a small number of cell lines, e.g.,

the tobacco line Bright Yellow-2 (BY-2). Furthermore, transgenic cell lines can be established either from a transgenic plant

or by the transformation of cell suspensions either by Agrobacteria or particle bombardment. After selection of stable,

high-performance cell lines, the recombinant proteins can be produced in bioreactors under “good manufacturing

practice” (GMP)
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expressing plant tissues, especially tobacco leaves

[15, 16]. Simultaneously, a large number of expression

constructs could be tested. This method can easily be

scaled up by using vacuum-mediated “Agro-infiltration.”

Lomonossoff and co-workers positioned a gene of inter-

est (GOI) between the 5’ leader sequence and 3’

untranslated region (UTR) of RNA-2, thereby emulating

a presumably stable mRNA for efficient translation.

High-level expression could also be achieved in the

absence of RNA-1-derived replication functions using

Agrobacterium-mediated transient expression. Dele-

tion of an in-frame start codon upstream of the main

translation initiation site led to a massive increase in

foreign protein accumulation (10–20% of total extract-

able protein; [47]). The magnICON® system

(MagniFection) developed by Icon Genetics (Halle,

Germany; now a part of Bayer Innovation GmbH,

Düsseldorf, Germany) combined significant mRNA

expression enhancement by a TMV-based transient

expression vector with systemic delivery based on

“Agro-infiltration” [24]. A recent press release

announced that Bayer started clinical Phase I study

with personalized vaccines from tobacco plants, pro-

duced with the magnICON® system, for treatment of

non-Hodgkin’s lymphoma (http://www.icongenetics.

com/html/5954.htm). Stable transformants have been

widely used to express antibodies (for review see [9])

and vaccines (for review see [52]) in transgenic plants.

The expression of recombinant proteins in storage

organs such as seeds [13] resulted in functional and

stable products that could be stored at room tempera-

ture for extended times without significant loss in

amount and activity [51]. Stable expression in dicoty-

ledonous seeds could be significantly boosted by spe-

cific regulatory sequences as demonstrated for scFvs

[8]. Seed tissues therefore represent a very attractive

target for production and extraction of pharmaceutical

proteins commercially.

In addition to the expression of recombinant pro-

teins in cultured Nicotiana cells (for reviews see

[14, 31]), expression in duck weed (Lemna minor)

and in moss bioreactors are alternative interesting sys-

tems providing containment during production. The

duck weed system [5] and the moss bioreactors (for

review see [11]) provide the possibility of glycan optimi-

zation as well. Transgenes could also be targeted to the

chloroplast, ensuring that they are embedded in
a chloroplast DNA homology region. The number of

transgene copies after establishment of homoplasmy was

shown to be very high leading to increased expression

levels [7]. Epigenetic phenomena (e.g., transgene silenc-

ing) are apparently absent in chloroplasts, therefore these

plant organelles offer ideal prerequisites for the produc-

tion of functional vaccine antigens.Moreover, chloroplast

DNA is absent in pollen, and thus limits the potential for

outcrossing. Unfortunately, chloroplasts lack major post-

translational modification machineries such as glycosyla-

tion (for review see [57]), and accordingly their utility is

limited to molecules which do not require

glycosylation.
Edible Vaccines and Purification

The basic idea of edible vaccines was to feed animals

with genetically engineered grain directly bypassing

purification and complicated and expensive down-

stream processing.

However, this simple approach has been replaced by

plant-derived vaccines because of two main reasons.

Firstly, the expression level of the antigen in harvestable

parts from the same plant can vary substantially.

Secondly, a complete segregation of plants for pharma-

ceutical or veterinary applications from those meant

for human or animal consumption is required [52].

However, another interesting approach making use

of high-level expression of recombinant antibodies in

legume seeds, e.g., peas [45], was the feeding of neu-

tralizing recombinant antibodies against enterotoxic

Escherichia coli strains to piglets. These antibodies

were sufficiently active in the intestine of the fed ani-

mals [28, 46]. A similar approach has been applied for

recombinant antibodies against gastrointestinal para-

sites of chickens, which were expressed in peas [58].

Oral administration is not always the major route for

all plant-derived vaccines. In some cases purified antigens

are required for injection necessitating the development

of specific purification procedures for each product. Two

main challenges have to be overcome when purifying

proteins from plant material: (1) impurities (proteins,

carbohydrates, oils, phenolic compounds, phytic acids,

nucleic acids, and other trace products) associated with

each plant system must be removed, and (2) low concen-

trations of the target protein following initial extraction

into an aqueous medium have to be avoided. Therefore,

http://www.icongenetics.com/html/5954.htm
http://www.icongenetics.com/html/5954.htm
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special downstream separation units are required to han-

dle large volumes [39]. Specific methods have to be

developed to achieve high amounts of vaccines and/or

antibodies in a correctly folded and functional form.

The successful development of such methods is also

dependent on rather high and stable accumulation of

the transgenic proteins in planta. Here, fusion to elas-

tin-like polypeptides (ELPs) allows both easy and scal-

able purification as well as enhancement of the

accumulation of the recombinant ELP fusion protein.

Elastin-like polypeptides are highly biocompatible pro-

teins. They exhibit the useful property of a thermally

responsive reversible phase transition. These character-

istics improve the efficiency with which recombinant

proteins can be purified. ELP fusion proteins also

exhibit reversible phase transition property. This new

technology, named “ELPylation,” has recently been

extended to plant cells and several plant-based expres-

sion systems have been evaluated for the production of

ELPylated proteins (for review see [22]). The approach

has been applied to vaccines [19], complete immuno-

globulins [17, 20, 21], and antibody derivatives, scFv

[49], as well as VHH [4]. For veterinary purposes,

where economical features such as low price and easy-

to-handle products are major factors of commercial

viability, “ELPylation” is a useful component of enrich-

ment and purification strategies.
Future Directions

Over the past years, plant-based production of recombi-

nant proteins has been developed and 11 plant-derived

non-pharmaceutical proteins (avidin, trypsin, b-glucu-
ronidase, aprotinin, lactoferrin, lysozyme, thyroid-

stimulating hormone receptor, Hantaan and Puumala

viral antigens, peroxidase, laccase, and cellulase) have

been brought to the market [52] indicating a huge capa-

bility of these expression technologies for the production

of diagnostic and therapeutic proteins for both human

and veterinary medicine. Six years after the commercial-

ization of the first plant-derived recombinant protein,

TrypZean, from corn (ProdiGene, USA), only two

plant-derived compounds are in late-stage clinical trials:

Interferon a-2b made in aquaculture (Lemna expression

system, LEX system) for the treatment of hepatitis

C infections (Biolex Therapeutics, Pittsboro, USA) and

taligurase alfa, a form of the enzyme glucocerebrosidase
known as prGCD in development for treatment of

Gaucher’s disease from Protalix Biotherapeutics

(Carmiel, Israel). Recently, Pfizer acquired rights to

prGCD produced in carrot cells and became the first big

pharma company to commit itself to take to the market

a biologic plant-produced drug [42].

In view of the new influenza A H1N1 pandemic,

plant-based expression systems represent the fastest pro-

duction for any influenza vaccine as it was demonstrated

by two research groups – at Medicago Inc. (Québec,

Canada) and at the Fraunhofer Institute (Plymouth,

USA) – via the transient expression of the H1HA protein

in tobacco plants [43]. These results underline the

advantages of plant-based expression technologies

over traditional expression technologies for the pro-

duction of antigens. This should be essentially true for

veterinary purposes, where costs should be generally

lower fitting into economical parameters of animal-

based food production. Here, the “old” concept of

edible vaccines could be verified much easier, because

seeds could be used as a source that is an essential and

common component of the feed, which do not need to

be treated at harsh conditions as baking or cooking.

Farm animals grown in high numbers in confined

conditions are a suitable target for future attempts to

produce veterinary pharmaceuticals using plant-based

expression systems. Nevertheless, further improvement

of expression levels and development of easy and

cheap downstream processes are still needed before

decisions about economic viability of transgenic

plant-based pharmaceuticals for animal health could

be made.
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Glossary

Benthos Organisms that live on or in the sediments in

aquatic environments.

Niche A habitat that provides for the needs to support

the life or an organism.

Plankton The community of plants and animals

suspended in the water column that drift with the

currents. They have limited or no swimming ability

but may be able to move vertically.

Phytoplankton The plant component of the plankton

community.

Zooplankton The animal component of the plankton

community.

Definition of Polyculture

Polyculture is the production of two or more cultured

species in the same physical space at the same time,

often with the objective of producing multiple prod-

ucts that have economic value. They may be

a combination of animals, plants and animals, aquatic

species only, or aquatic and terrestrial species.

Introduction

Aquaculture has its roots in China, perhaps as long as

4,000 years ago [1]. Interestingly, polyculture was a part

of that early history. The Chinese often stocked multi-

ple species of carp together in ponds to take advantage

of all the types of food available. The pond would be
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
fertilized, often with terrestrial animal manure, to pro-

mote the growth of the food organisms. In addition,

terrestrial vegetation might be added. Thus, each of the

species stocked occupied its own ecological niche.

Another form of polyculture that has a long history

is rice–fish culture. By modifying rice ponds to provide

a refuge for fish when a rice paddy is dewatered (usually

a trench down one side or in the middle of the

paddy), the rice farmer can obtain two types of crops.

The most common fishes employed in rice–fish farm-

ing are common carp (Cyprinus carpio) and tilapia

(Oreochromis sp.).

Today, polyculture employs a much wider variety of

species than those that have been used for millennia in

China, and there have been nuances developed in the

polyculture approach. In most cases, the species used in

polyculture systems need to be compatible, that is, they

need to grow well without interfering with one another.

One example is culturing freshwater shrimp

(Macrobrachium rosenbergii) with tilapia [2]. Excep-

tions do occur. For example, a predatory species may

be stocked to prey on unwanted offspring of the pri-

mary culture species. A good example is tilapia culture,

where stocked fingerlings may become reproductively

active well in advance of reaching desirable market size.

A fish predator, such as the snakehead (Channa sp.),

can be stocked at a size too small to consume the tilapia

that are in the system for growout, but large enough to

prey upon unwanted tilapia fry.

In marine cage culture, fouling by such organisms as

bryozoans and barnacles is often a serious problem.

Netting may become so fouled that circulation through

the cage is reduced to the point that dissolved oxygen

depletions can occur. Depending upon the location of

the cage culture operation, such fouling can occur

within several days to a few weeks, so frequent cleaning

is required. If an animal that will consume the fouling

organisms can be found and stocked in the cages, it may

be possible to extend the time between manual

cleanings. There have also been instances where fish

have been stocked in marine cages to consume parasites.

One example is the stocking of wrasse (family Labridae)

to control sea lice in Atlantic salmon cages in Norway

[3]. Another is stocking sea cucumbers (class

Holothuroidea) in salmon net pens to feed on fish

feces, fouling organisms, and unconsumed feed [4].
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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Polyculture is primarily used to enhance total pro-

duction within an aquaculture facility while

maintaining and, in many cases, enhancing water qual-

ity. Mussels grown in the vicinity of salmon net pens,

for example, remove phytoplankton that take up nutri-

ents associated with the degradation of fish feces and

unconsumed feed. Adding a seaweed, such as kelp

(order Laminariales), to the system can further reduce

the levels of dissolved nitrogen and phosphorus in the

water. Polyculture of fish, shellfish, and algae together is

an example of integrated multitrophic aquaculture [5].

While Atlantic salmon (Salmo salar) is the most com-

mon fish cultured using the technique, it has also been

used with rabbitfish (Siganus sp.) [6].

Another specialized case of polyculture is hydro-

ponics (sometimes called aquaponics), wherein terres-

trial plants are grown in a nutrient solution rather than

being planted in soil. Hydroponics is usually conducted

in greenhouses. The water for the terrestrial plants,

which are often a combination of vegetables and/or

herbs, is fertilized to provide all the proper nutrients

for rapid growth and, of course, provided with suffi-

cient natural or artificial light for photosynthesis. In

many cases, one or more aquatic species (fish or shell-

fish) are incorporated into the system.

Many nations culture fish in ponds that receive

avian, livestock, or even human waste as fertilizer. The

practice is particularly common in developing countries

where inorganic fertilizer is expensive and often difficult

to obtain. Common carp and tilapia are often grown in

ponds that receive the waste from the terrestrial animals.

Key Principles

Polyculture is a Technique that Produces Two or

More Compatible Species Within the Same Culture

System

Not every species in a polyculture system needs to be

aquatic in nature. Combinations of terrestrial and

aquatic species are common. One or more of the spe-

cies in a polyculture system may be a terrestrial or an

aquatic plant.

Polyculture Systems can Increase the Profitability of

a Culture System

By culturing two or more marketable species together

in the same culture system or in close proximity to one
another, it is often possible to increase the amount of

income generated by a producer. While it may not be

economically possible to rear one of the species profit-

ably alone, by polyculturing it with a high-value

species, total revenue can be increased. An example is

culturing seaweed that is a good source of agar

or carrageenan and that could add value to a culture

facility if grown in the vicinity of a higher value crop

like salmon [7].

Polyculture Systems can Reduce the Environmental

Impacts from Aquaculture Systems

Nutrients released from cultured fish and shellfish-

culture facilities can be effectively removed from the

water by culturing plants such as seaweeds in close

proximity to the animals [7]. An alternative approach

would involve the nutrients from such species as fish or

shrimp to support phytoplankton that could, in turn,

provide a food source for filter feeding Mollusca, such

as oysters, scallops, and mussels [5].

Polyculture Successes

As mentioned, polyculture was developed 1000s of

years ago [1] and must be considered successful with-

out question since it is still being employed, not only in

China, but also in many other countries. The objective

of the Chinese system is to stock species that take

advantage of the various available food sources in

culture ponds. Silver carp (Hypophthalmichthys

molitrix) consume phytoplankton, bighead carp

(Hypophthalmichthys nobilis) graze on zooplankton,

mud carp (Cirrhinus molitorella) feed primarily on

detritus, black carp (Mylopharyngodon piceus) are mol-

lusc eaters, while grass carp (Ctenopharyngodon idella)

consume higher vegetation. Grass carp will eat some

species of aquatic macrophytes and will also consume

various types of terrestrial plants that may be added to

the culture pond. Other species that are used in carp

polyculture systems are common carp (Cyprinus

carpio) and tilapia (Oreochromis spp.). There are

a wide variety of fish, shellfish, and plants that are

used in polyculture around the world. In many cases,

they are local species, though introduced species are

also commonly found – in many cases those were

introduced decades ago, such as is the case with tilapia

in Asia and the Americas.
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Integrated multi-trophic aquaculture systems

have a relatively short history, but appear to be highly

effective and are a modern approach to polyculture

that is being increasingly adopted. Thus, that

approach can also be considered a success. The approach

typically involves the co-culture of carnivorous species,

such as finfish or shrimp, with a filter feeder and

a primary producer, typically some kind of algae [8, 9].

Hydroponics can be considered a success, in that

the approach can be used to produce a variety of

vegetables and other types of plants. While capital

intensive, hydroponic systems can be profitable. Vari-

ous species of aquatic animals have been grown in such

systems to provide nutrients that the plants can use and

also to produce an additional marketable product. The

aquatic animals cannot be counted upon as the only or

even the primary nutrient source for the plants, how-

ever. The nutrient levels in the aquatic-animal waste

products are insufficient in volume and composition,

so a nutrient broth needs to be provided.

Future Directions

Biofloc aquaculture is an approach that has been

around since the 1970s, but has as yet to be widely

adopted. In biofloc systems, the development of high

levels of nonpathogenic bacteria in the water is encour-

aged. Heavy aeration is required to maintain the

dissolved oxygen level for the culture species, which is

most commonly shrimp, though such systems have

also been used in conjunction with tilapia and

other fishes. As more experience and research has

occurred over the years, the methods for developing

and controlling water quality in such systems have

advanced. In 2009, one research group was able to

produce shrimp at a final density of 9.75 kg/m3,

which is as much as ten times higher than what is

typical [10]. It is likely that the approach will be more

widely adopted in the future.

Open-ocean aquaculture is expanding rapidly

around much of the globe. In the USA, marine aqua-

culture is largely confined to production of molluscs in

coastal waters and salmon cage and net pen culture in

protected waters. Once a regulatory framework for the

United States Exclusive Economic Zone has been pro-

mulgated, there is a likelihood that offshore aquacul-

ture facilities will be developed. It seems reasonable to

assume that a polyculture approach similar to the one
that is commonly seen with respect to salmon culture,

particularly in Chile, will be employed in conjunction

with offshore aquaculture as a means of helping pre-

vent water-quality degradation and increasing profit-

ability. Offshore polyculture may involve rearing

molluscs suspended from platforms used as support

facilities for sea-cage culture operations. Such support

structures may provide housing for the culturists, feed,

and equipment storage, and may also be used as hatch-

eries (oil and gas platforms being appropriate once they

are out of production and which have been of interest

to some prospective aquaculturists). Seaweeds could

also be produced, so an offshore operation might

employ the multitrophic approach to culture.
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Glossary

Breeding value The deviation of trait value of an indi-

vidual from the overall population mean that is due

to genetic factors and hence can be transmitted to

the progeny.

Breeding nuclei The closed and pedigreed flocks at

the top of the breeding pyramid within which selec-

tion is practiced and from which genetic gains are

disseminated to the commercial populations.

Feed conversion ratio The weight of food in kg

required to produce 1 kg of body weight to market.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Fitness The ability of the animal to reproduce and

survive.

Functional traits Traits that contribute to fitness, e.g.,

reproductive performance, resistance to pathogens

and toxins.

Genetic variation Variation in trait expression that

is due to variation in structure of the genetic

material.

Heritability The proportion of total variation in trait

expression that is due to genetic variation.

Index selection Selection based on combination of

estimated breeding value of an individual for

a number of production and functional traits

weighted according to economic importance and

genetic correlations to other traits.

Mass selection Selection based on the performance of

the individual itself, without consideration of per-

formance of close relatives.

Metabolic heat and water Heat and water produced as

a by-product of body metabolism.

Pleiotropic effects Effects of an individual genetic

locus on multiple traits.

Primary breeders The commercial organizations that

maintain and improve breeding nuclei.

Production traits Traits that contribute directly to

production of the animal product that reaches the

consumer, e.g., JWfA, FCR, and PBM.

Secondary effect An unintended effect of selection for

one trait on some other trait.

Definition of the Subject

Animal breeding today stands on the verge of

a methodological revolution that may greatly increase

the rate of genetic improvement in production traits.

This will modify the physiology of the animals and the

genetic architecture of the population at an unprece-

dented rate. What will be the broader consequences of

such extreme modification? What pitfalls and dangers

may be encountered as this process unfolds? Beginning

about 60 years ago, the broiler chicken has been subject

to intense and effective selection for juvenile growth

rate (60 generations), feed conversion ratio (40 gener-

ations), and body composition (20 generations). This

entry describes the ways in which the production and

functional traits of the individual bird and
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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accompanying management practices have responded

to this unremitting selection, with the objective of

suggesting what the future might hold for other agri-

cultural animal species as they enter this new stage of

intense and highly effective selection for production

traits.
Introduction: Animal Breeding in Transition

Animal breeding today stands in the midst of

a methodological revolution based on the availability

of microarrays that are capable of genotyping tens and

hundreds of thousands of polymorphic markers in

a single run, and of low-cost whole genome sequencing

that will enable the leading animals in the population

to be fully sequenced [1–3]. This has enabled develop-

ment of deoxyribonucleic acid (DNA)-level diagnostic

procedures for highly accurate evaluation of breeding

values for production and functional traits. Since DNA

can be obtained readily from all animals from birth

(and even before) these procedures allow highly effec-

tive and intense selection to be implemented at an early

age with very high accuracy, and with equal efficiency

in males and females; encompassing sex, age, or phe-

notype-limited characters such as milk and egg pro-

duction, longevity, and disease resistance. The result

will be a quantum leap in the rate of genetic improve-

ment in production traits with consequent far-reaching

modification of body development and physiology.

What will be the effects of such intense and effective

selection applied to production traits on overall animal

performance and capacities? How will management

practices and requirements adapt to these changes?

The modern broiler chicken, under selection for pro-

duction traits for over 60 chicken-generations [4] pro-

vides an intimation of what to expect [5–9]. The main

broiler production traits such as juvenile growth rate, feed

conversion ratio, and body composition come to expres-

sion in the juvenile bird, are expressed equally in males

and females, and have moderate heritabilities, thus

enabling highly effective mass selection based on individ-

ual phenotype. Introduction of advanced biometrical

methods of selection such as Best Linear Unbiased Pre-

dictor (BLUP) and Individual Animal Model has made

this phenotype-based selection even more effective.

Because of the high fecundity of the female chicken,

selection for broiler production traits has been intense,
and the response to selection has been enormous,

converting the broiler chicken from an expensive luxury

to a low-costmajormeat supplier for the growing human

population worldwide [10]. The historical response of

the broiler chicken and its management to this selec-

tion, models what can be expected from the application

of intense and highly effective selection for production

traits to other populations of agricultural animals.
Brief History of Broiler Breeding and Broiler

Production

The First Commercial Incubator

Keeping a small number of chickens was always a part

of the family farm and rural urban household. These

were raised primarily for home egg consumption and

minor income from sale of surplus eggs andmeat. Until

the invention of the first commercial incubator in 1875,

replacement chicks had to be hatched by the hens, so

that each farm reared its own replacements. With the

availability of commercial incubators, specialized

breeding farms and hatcheries came into being to sup-

ply high-quality chicks to the family farms. Prior to the

development of vent sexing by the Japanese in the 1930s,

and of sex-linked feather sexing in the 1960s, it was not

possible to distinguishmale and female chicks by gender

until they were a few weeks of age. Consequently, when

rearing chicks for egg production, all chicks had to be

reared to the age of a month or more when cockerels

could be recognized. Having invested this much in the

cockerels, it was economically rewarding to rear them to

market weight. Thus, each year with the renewal of layer

flocks by chicks hatched in the early spring, cockerels for

sale provided an important secondary income stream.

At this time, therefore, chicken meat was a rather rare

and costly commodity generally available only in the

spring coincident with layer flock renewal. However,

recognizing the potential for additional economic

return, some farms began raising an extra hatch of

chicks in the summer months for sale as meat birds.

Salmonella pullorum Free Flocks, Vitamin D

Large flocks dedicated to poultry meat production as

a main source of farm income do not seem to have

become widespread until the 1920s, primarily because

of high chick mortality due to Salmonella pullorum
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when large numbers of chicks were reared together. In

the early 1920s, a test was developed to identify birds

carrying the pathogen, enabling breeders to develop

S. pullorum free flocks that supplied S. pullorum-free

chicks. Also about this time (1926), it was found that

adding vitamin D to the chick diet in the form of cod

liver oil could prevent the development of Rickets in

winter broilers. Until then, lack of sunshine had

prevented rearing of winter broilers in the Northern

states. These two developments made it possible to

establish a year round broiler industry [11].
Cornish Breed Males, the “Chicken of Tomorrow

Contests,” Chick “Sexing”

Growth of the broiler industry was rather slow, and

chicken meat remained an expensive specialty item

because of the necessity for hand plucking of the feathers.

In 1940 thefirst commercial feather pluckerwas invented,

enabling plucking, evisceration, and packing of broiler

carcasses on the same production line. This opened the

way to development of a dedicated broiler industry.

The use of Cornish breed males to cross with dual-

purpose females to produce broiler chicks with higher

proportion of breast meat (PBM) was introduced in the

1930s, and by 1942 almost all commercial broiler chicks

were crossbreds of “Cornish” males to females of one of

the dual-purpose breeds (White Rock, New Hampshire

or Barred Rock). In the 1940s, some of the leadingWhite

Rock breeders began to develop a bird with high

juvenile growth rate specifically for broiler production,

while the colored stocks were still bred for the dual-

purpose market. From 1946 to 1951, the A&P supermar-

ket chain sponsored a series of “Chicken of Tomorrow”

contests [12] in which chicks of leading breeders were

reared to 12 weeks of age and compared. By the third of

these contests it was clear that the White Rock female,

specifically bred for broiler production crossed to Cor-

nish type male was the leading broiler chicken, widely

preferred to crosses to dual-purpose colored females. In

addition to superior growth rate, theWhite Rock crosses

also gave a clean attractive plucked carcass, in contrast to

the unsightly dark-colored pinfeathers remaining on the

plucked carcass of the dark-feathered birds.

Thus, by 1952 all the components of the modern

broiler chicken were in place. In this year for the first

time, specially bred broilers surpassed surplus farm
cockerels of the layer flocks as themain source of chicken

meat in the USA. With the advent of specialized broiler

lines, it was no longer economical to rear layer strain

cockerels for meat, as the cockerel of the layer lines, even

of dual-purpose breeds, could not achieve the economic

returns of the specialized broiler lines. Vent and later

feather sexing enabled the male chicks of the layer flocks

to be identified at hatch, so that there was no economic

incentive to rear these chicks. As a direct consequence,

the poultry breeding industry was able to separate into

the distinct and completely independent layer and

broiler components found today, and intensive broiler

breeding focused on the traits of importance for low-

cost broiler production commenced in earnest.
Roadmap of the Entry

Broiler breeding experienced three stages with respect

to the production traits that were the primary selection

objectives. In the first stage, the primary production

objective was rapid juvenile growth rate, with some

attention to breast conformation. In the second stage,

increasing attention was paid to feed conversion ratio

in addition to juvenile growth rate [13]. In the third

stage, continuing to the present time, increasing the

proportion of breast meat in the carcass was added as

a third major production goal. At all stages except the

very first, good reproductive performance of the female

line and fertility of the male line were strong secondary

selection objectives. The need to maintain female

reproductive performance led in the 1970s to the intro-

duction of crosses between independent White Rock

female lines to provide a heterotic lift to performance.

Thus, the typical commercial broiler chick today is the

product of a three-way cross: A pair of purebred

“female lines, of dual-purpose White Rock origin,” is

crossed to produce the female parent, and this in turn is

crossed to males of a purebred “male line of Cornish

breed origin” to produce the commercial chick. With

the passage of time, selection for health and welfare

traits that were negatively affected by the intense selec-

tion for production traits has become an increasingly

important component of the broiler selection

programs.

Each of these three major stages in genetic develop-

ment of the modern broiler will be considered in turn,

describing first the achievements in terms of the
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primary production goals, followed by a description of

the associated secondary genetic effects on reproduc-

tive performance (hatchability and egg numbers) and

health (with emphasis on leg and metabolic disorders),

and of the management modifications needed to

accommodate both the primary genetic effects and

their secondary consequences. A common feature of

the secondary consequences was inability to predict

them in prospect, but ability to explain their appear-

ance in retrospect as a plausible consequence of the

changes in primary traits. This will be followed by an

overall evaluation of the relative contributions of the

breeder and of management to performance of the

modern broiler, and a review of possible sources of

the genetic variation that has enabled the continuous

long-term response to selection for the three major

production traits. Welfare issues raised by the genetic

and management changes will be addressed, and

a framework presented for interpreting the accompa-

nying genetic and management changes in terms of

a “resource allocation” model.
Stage 1: Selection for Juvenile Weight for

Age (JWfA)

Importance of Juvenile Weight for Age

A day-old chick of one of the dual-purpose breeds that

served as the founders for broiler development, typi-

cally required up to 90–120 days to reach market

weight [4]. This long grow-out period resulted in

high feed, labor, veterinary, and capital costs per chick

and increased losses by mishap or disease. The number

of days to reach market weight is primarily determined

by juvenile growth rate – birds growing more rapidly

reach market weight earlier. Consequently, increasing

juvenile growth rate was the first objective in the devel-

opment of the modern broiler. The heaviest birds at any

given age are obviously the birds that would have

reached target weight earliest, so that selection for “age

to reach a given target weight” (age for weight) could be

achieved by selection for the much more conveniently

measured “weight at a given age” (weight for age).

Rapid and Powerful Response to Selection for JWfA

Juvenile weight for age (JWfA) turned out to be an

ideal target for selection. The trait had high heritability,
meaning that much of the variation in the trait was due

to genetic factors. It was easily measured by simply

weighing the birds at a given age. It came to expression

at an early age equally in males and females. Due to the

very high fecundity of hens, only a small proportion of

the female chicks and an even smaller proportion of the

male chicks produced by a hen had to be retained to

renew the breeding population. Consequently, selec-

tion was very intense. The response to selection for

JWfA was magnificent and continues to the present

time yielding a decrease of 1 or 2 days in age for market

weight per generation of selection [14] so that the

modern broiler reaches market weight at about 35–40

days. This tremendous reduction in market age has

reduced broiler-rearing costs in a corresponding man-

ner, bringing chicken from a high-cost luxury food to

the lowest-cost meat producer on the market [10]. It

should be noted that even during this early period,

attention was also paid to breast conformation of the

broiler chick [6]. This was needed in order to produce

a more attractive whole carcass with a less prominent

keel bone on the supermarket shelf. Usually this was

done by “touch,” i.e., simply handling the birds already

selected on JWfA and rejecting those with the sharpest

keel bone.
Secondary Effects of Selection for JWfA (I): Excess

Adiposity

The first secondary effect of the selection for JWfA,

a marked increase in the adiposity of the commercial

broiler at slaughter, was noted by themid-1960s [6, 15].

This was unexpected, since deposition of a gram of fat is

more than twice as costly in caloric terms as deposition

of a gram of muscle. Thus, the heaviest birds would be

expected to be those that had deposited the least fat.

Consequently, selection for JWfA should have reduced

the proportion of food intake devoted to fat stores, and

in this way reduced the proportion of fat content of the

carcass. The situation turned out to be more complex.

Depositing body mass in a growing bird requires an

excess of food intake over body maintenance require-

ments. Given unlimited access to feed, the magnitude

of this excess is a function of appetite. Thus, JWfA is

primarily a function of appetite and gross food intake.

The birds with the highest intake put on the most

weight. However, this high intake introduces a second



Box 1 Metabolic Disorders

Metabolism refers to all of the myriad chemical reac-

tions taking place in the cells of a living organism that

utilize the chemical and energetic content of ingested

food to build and maintain normal body structure and

function. These cellular chemical reactions are actively

coordinated with one another across the body of the

organism and also with the external environment

through an intricate network of sensors and regulatory

feedback loops so as to maintain life (i.e., stable body

function). An outstanding feature of the metabolic sys-

tem is the ability to actively adapt and modify body

structure and function so as to maintain life even under

challenging environments.

The metabolic system consists of many thousands

of structural, functional, and regulatory components

composed of protein or ribonucleic acid (RNA) mole-

cules. All of these are constructed according to instruc-

tions coded in the hereditary material of the cell, i.e., its

DNA. Mutations in DNA can change the structure or

function of the components of the metabolic system.

When this happens, the metabolic system may not be

able to preserve normal function, and development

terminates in the death of the embryo, or in birth of

an individual defective in one ormore aspects of normal

structure and function. Metabolic derangements of this

sort are termed “Metabolic Diseases,” and there are

many hundreds of different hereditary diseases that

fall into this category.

Normal metabolism may also be disrupted when

the diet does not include essential components that

cannot be synthesized by the body but are needed to

build the elements of the metabolic system, or con-

versely, when the diet contains various elements or com-

pounds in toxic excess. Metabolic derangements of this

sort are termed “Metabolic deficiency or toxicity disor-

ders”. Examples of broiler “Deficiency Disorders” are Rick-

ets, resulting from Vitamin D or mineral deficiencies, and

Crazy Chick Disease, resulting from Vitamin E deficiency.

Examples of broiler “Toxicity Disorders” are Fluoride and

Vanadium toxicity caused by phosphate contamination

of feeds, or Selenium toxicity caused by feeding cereals

grown on Selenium-rich soil.

The Metabolic Syndrome is a novel form of Meta-

bolic Disorder, which has recently become very
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factor into the picture. Any excess of intake over main-

tenance in the juvenile is partitioned between lean body

growth (muscle and internal organs) and fat stores. It

turns out that the coefficient of partition is itself

a function of the excess. When excess is small, almost

all goes to build lean body mass (low fat:lean coeffi-

cient) but as the excess increases, a greater proportion

goes to fat stores (higher fat:lean coefficient). Thus, the

animals presenting highest JWfA are primarily those

with the highest food intake but these also have the

highest fat:lean coefficient, and hence show increased

adiposity. The increase in carcass fat content made the

carcass unsightly and unattractive to consumers. In

addition, the abdominal fat-pad that was discarded in

the slaughterhouse represented a waste of feed and was

clearly reducing feed conversion ratio on a salable meat

basis. This led in the early 1970s to various attempts to

select directly against excess fat, e.g., by measuring skin

thickness. These approaches were not successful, but

control of fat content eventually came from an unex-

pected direction, as will be seen later.

Secondary Effect of Selection for JWfA (II): EODES

in Broiler Breeder Females

A second secondary effect of the intense selection for

JWfAwas not long in coming and presented as the first

of a series of metabolic disorders (see Box 1 for defini-

tion and explication) that have afflicted the broiler

industry. The disorder manifested as a marked reduc-

tion in reproductive performance of the female broiler

parent. Egg production dropped precipitously, from

over 200 hatching eggs per hen to 120 and below,

accompanied by a reduction in fertility and in the

hatchability of fertilized eggs. Egg-laying pattern was

erratic with many eggs laid outside of the usual time

window, and there was a marked increased in double-

yolked or otherwise defective eggs. The condition as

a whole was termed “Erratic Oviposition Defective Egg

Syndrome, EODES” [17]. An outstanding feature was

the presence of multiple hierarchies of large yellow

follicles in the ovary. The broiler industry was on the

verge of collapse, when it was found that restricting

(i.e., limiting) feed intake of the broiler pullet during

her growth period could completely prevent the prob-

lem [18–20]. With this discovery, feed restriction

became an essential part of broiler breeder



prominent in human populations [16]. This is

a constellation of pathologies that increase the risk of

artherosclerotic vascular disease and Type II (late onset)

diabetes. Risk factors for development of Metabolic

Syndrome include obesity, psychosocial stress, seden-

tary lifestyle, and age. There are no identified genetic

lesions, dietary deficiencies, or toxins. Thus, all elements

of themetabolic system are present and at an individual

level appear to be functioning normally. The central role

of obesity in the etiology of the syndrome is of special

interest. A moderate degree of adiposity is a normal

part of body structure. The very high adiposity defining

obesity is thus a normal body structure taken to

extreme. Apparently, this excess alone unbalances the

metabolic system and imposes a regulatory burden to

maintain stable function. When the adiposity load is

further exacerbated by the regulatory load imposed

by psychosocial stress, sedentary life style, and age,

the metabolic regulatory system is unable to cope and

the pathologies characteristic of the Metabolic Syn-

drome emerge. This example indicates that whenever

some body structure or function is brought to extreme

development, this may impose an overload on the

metabolic regulatory system resulting in manifestation

of Metabolic Regulatory Disorders, with specific pathol-

ogy depending on the type of overload.
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management, both for males and females. With the

passage of generations, it has been necessary to increase

the degree of feed restriction from 70% of ad libitum

initially to about 35% of ad libitum today. Since

EODES is elicited by ad libitum feeding and prevented

by restricting feed intake, it is plausible that the prox-

imal cause of this disorder was the increased adiposity

of the ad libitum fed broiler pullet at entry into lay.

Excess adiposity is known to interfere with proper

reproductive function in many species. The excess adi-

posity in turn is due at least in part to disruption of the

normal homeostatic control over appetite as

a consequence of which ad libitum fed female-line

broiler pullets continue to eat to excess during the entire

pullet rearing stage. The hypothalamic appetite control

center may not be fully functional in broilers, since

lesions of the hypothalamic appetite control center that

lead to hyperphagia in layers, do not increase feed con-

sumption in broilers [21].
The reduced fertility that accompanied the reduc-

tion in egg number apparently resulted in part at least,

from impairment of male mating performance, per-

haps due to sheer physical difficulty of the obese

males and females to handle the mechanics of courting

and mating or possibly due to hormonal effects on

semen quality of the excess adipose tissue in the male.

Feed restriction corrected the reduced fertility as well,

so that under pullet and male feed restriction, egg

production and fertility returned to high levels.
Secondary Effect of Selection for JWfA (III): Increase

in Egg Weight and Hatchability Problems

A third secondary consequence of selection for JWfA

was an overall increase in egg weight [14] particularly

in older hens. The primary reason for this was the

increase in mature size of the broiler female, even

under feed restriction, as a direct consequence of selec-

tion for JWfA. In addition, there may have been indi-

rect selection for large egg size, as a larger egg delivers

a larger chick at hatch and higher final weight at market

age. The increase in egg size had important effects on

incubator management, deriving from the dual func-

tion of the incubator in embryo development. The

small early stage embryo generates very little internal

metabolic heat and must be warmed by the incubator,

while the larger and rapidly growing later-stage embryo

generates large amounts of metabolic heat and water,

both of which must be removed by the incubator (see

Box 2). Achieving these multiple goals requires careful

control of incubator temperature, humidity, and ven-

tilation (THV). Matters are complicated by the fact

that even under the best conditions there is variation

in the specific THV conditions at different points

within the incubator due to variation in airflow over

the eggs, and location of the egg with respect to incu-

bator inlets and outlets. There is also variation in egg

size and in shell conductance for water and heat. All of

these contribute to variation in internal embryo tem-

perature and water content among the population of

eggs within the incubator at any given time. As a result,

while most eggs will be comfortably within their opti-

mum temperature and water content, others may lie

close to outside limits for one or both of these factors.

Larger egg size impacts negatively on all of the

multiple incubator functions. At the early embryo



Box 2 Incubator Management

During the early part of incubation, the embryo gener-

ates very little metabolic heat, and must be warmed by

the incubator. But during the final week of incubation,

the large and rapidly growing embryo generates large

amounts of metabolic heat, and must be cooled by the

incubator. Both objectives are achieved by setting the

incubator air temperature at about 37.5�C. This is suffi-
cient to warm the early embryos, and at the same time,

with adequate air movement, will cool the later

embryos. Thus, the same incubator (called

a “multistage” incubator) was able to accommodate

eggs in different stages of development, warming the

early embryo eggs and simultaneously cooling the late-

embryo eggs. In fact with the multistage incubator, the

excess heat produced by the late embryos was used to

warm the early embryos.

In addition to producing metabolic heat, the devel-

oping embryo also produces water and carbon dioxide.

Both carbon dioxide and water escape through the

eggshell. However, loss of water must be adjusted care-

fully. Loss of too much water will dehydrate the chorio-

allantoic membrane, interfering with importation of

oxygen and exportation of metabolic waste, resulting

in death of the embryo. It is equally important that the

embryo lose more water than it generates (net loss of

about 12% of egg weight from beginning to end of

incubation). Otherwise, there will be insufficient air

space formed for the chick to take its first breath and

the chick itself will remain too large to move around

inside the shell when trying to pip. In this case, the chick

may be unable to break the membrane between itself

and the shell, suffocating or drowning to death. Water

loss by the embryo is adjusted primarily by adjusting

the humidity of the incubation chamber; 50% humidity

is close to optimal.
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stages, the larger egg makes it more difficult to achieve

optimal temperature throughout the egg mass. At the

later embryo stages, the larger egg accommodates

a larger embryo that generates more metabolic heat

and water toward the end of embryonic development.

At the same time, the surface/volume ratio of the larger

egg is reduced making it more difficult for the embryo

to dissipate excessmetabolic heat and water [22]. Taken
together with variability in TMV conditions within the

incubator, and in size and shell conductance of the

eggs, an increasing proportion of eggs find themselves

outside of the optimal parameter range for develop-

ment and hatching, yielding grade B chicks, and lower

overall hatching proportions. This is exacerbated by the

increased difference in egg size between young and old

breeder hens that increases variability in egg size and

shell conductance within the incubator when eggs of

different-aged flocks are incubated together. Thus, as

egg weight increased, incubators had to be equipped

with more effective ventilation systems, and conditions

had to be monitored more closely than in the past to

ensure minimum variation and close adherence to

optimal temperature and humidity throughout the

incubator interior.
Secondary Effect of Selection for JWfA (IV): Skeletal

Problems in Commercial Broiler

Initially, broiler chicks were allowed to free access to

feed during daylight hours from the first day post-

hatch, with the feed provided in the form of coarsely

ground grain (“mash” type feed). However, by the

1970s as growth rate increased, the chicks were unable

to consume the amounts of feed needed to meet their

growth potential. This was solved by compressing and

heating the mash to form pellets, enabling the bird to

ingest more feed in a shorter time; and by extending

hours of light to 23 h per day to provide more time for

feeding. It was later found that equivalent results at

lower electricity cost could be obtained by alternating

1–2 h of light with 2–4 h of dark (“intermittent light”)

with the added advantage of reducing energy expendi-

ture for locomotor activity by the growing broiler.

Obviously implementing a light-control program of

this sort required a shift to light-controlled housing.

However, as chick growth rate increased, the skele-

ton could not develop rapidly enough to accommodate

the large chick body, resulting in many skeletal and leg

problems [13, 23, 24]. These include: infected hocks

(from staphylococcus, coliform, or viral infections);

twisted legs presenting as valgus distortion (knock-

kneed: hocks in feet out) or varus distortion (bow-

legged: hocks out, feet in); and tibial dyschondroplasia,

in which failure of normal chondrolysis and ossifica-

tion leaves the end-bone epiphyseal plates at the
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femoral–tibial junction prone to fracture, infection,

and abnormal development resulting in lameness, and

swelling of the femoral–tibial joints. These problems

did not appear during rearing of broiler parent flocks

from day old to maturation with restricted feeding,

indicating that the skeletal and leg problems were

a result of the very rapid and unbalanced growth rate

of the broiler chick, rather than being innate to the

animal. This led to more tailored feeding and lighting

programs for young broiler chicks, holding growth

below the potential in the early part of the growth

period, by returning to mash type feed or otherwise

decreasing the nutritional content of the diet, and by

decreasing hours of light [23, 25]. In the final weeks of

the broiler growth period, after the skeleton and body

frame were more solidly formed, photoperiod was

increased to maximize feed intake, and diet was shifted

back to nutritionally dense pelleted form to allow full

compensatory growth. Skeletal abnormalities were

a leading cause of mortality and carcass condemnations

in broiler production in the 1970s. At the present time,

however, due to genetic selection to reduce their inci-

dence and formulation of suitable management pro-

tocols, skeletal deformities are well controlled.
Stage 2: Combined Selection for JWfA and Feed

Conversion Ratio (FCR)

Random sample tests of broiler chickens from different

breeding firms were instituted in the 1960s to provide

unbiased information as to broiler chick quality. In addi-

tion to differences in JWfA, these also showed large

differences in feed conversion ratio (FCR) among the

various breeders, independent to an appreciable degree

of juvenile growth rate. This was surprising, since the

metabolic efficiency of feed utilizationwas thought to be

highly correlated with evolutionary fitness and hence it

was anticipated that there would be little genetic varia-

tion in the trait. Because of the economic importance of

FCR, starting in the 1970s breeders included this in their

breeding programs as a second major objective along

with JWfA, with considerable success.

Further consideration led to the realization that

although the metabolic efficiency of catabolism and

anabolism may not vary, variation in motor activity,

carcass adiposity, and possibly protein turnover rate

[14, 26, 27] may all contribute to genetic variation in
FCR. Consequently, a positive albeit unexpected sec-

ondary effect of selection for reduced FCR was

a gradual but steady reduction in carcass adiposity

[6, 9], apparently by reducing the fat:lean partition

coefficient at high intake. Thus, at the present time,

excess broiler fat content of the commercial broiler is

no longer considered a problem by the broiler industry.

Secondary Effect of Continued Selection for JWfA

and FCR (V): Adverse Effects on Reproductive

Performance of Broiler Female and Male Parents

The late 1970s and 1980s, however, brought about

a number of additional problems, apparently second-

ary effects of the continued selection for JWfA and

FCR. First of all, female and male reproductive perfor-

mance again became problematic. As noted, to control

EODES, female pullets were reared under feed restric-

tion. Initially, birds of the reproductive flock were

shifted to ad libitum feeding to induce entry into lay,

and remained on ad libitum feeding during the entire

reproductive period. However, in the 1970s while peak

production remained high, post-peak production

dropped rapidly. This was apparently due to continued

effects of the loss of appetite control that led to over-

eating and fat accumulation during the laying period,

by both females and males. As a consequence, feed

restriction was extended into the laying period itself

[18, 19]. This continues to the present time and is

effective in maintaining egg production.

The extension of feed restriction to the laying

period had a further positive effect in that egg weight

is closely related to actual body weight and feed con-

sumption, so that egg weight can be closely controlled

by monitoring body weight and feed intake during the

reproductive period. Control of egg weight in this

manner, however, is limited by the ever-increasing

optimum mature body weight of the female parent

even under feed restriction. This is due in all likelihood

to an increase in threshold weight for sexual maturity

that has all along accompanied the increase in JWfA.

Secondary Effect of Continued Selection for JWfA

and FCR (VI): IncreasedWater Consumption, Nipple

Drinkers

The increased daily feed consumption of the rapidly

growing broiler chick required a proportional increase
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inwater consumption to enable the gizzard and digestive

system of the bird to deal effectively with the dry feed.

Drinking the additional water from the standard “Bell

drinker” resulted in increased water spillage and wet

litter causing a host of veterinary and welfare problems,

such as foot pad and breast dermatitis, and ammonia

production interfering with proper breathing and con-

tributing to pulmonary hypertension syndrome (PHS).

This was solved in the early 1980s by the introduction of

the “nipple drinker” in which water drops are drawn

directly into the chicks’ throat in this way greatly reduc-

ing spillage and the attendant problems with wet litter.
Secondary Effect of Continued Selection for JWFA

and FCR (VII): Delayed Entry into Lay

In the 1980s, a new set of problems arose related to

entry of the birds into lay. Under natural conditions,

onset of sexual maturity in chickens is controlled by

day length (photoperiod). Male and female birds enter

sexual maturity in the spring, under the stimulus of

gradually increasing photoperiod. Normally, chickens

will not enter lay in the fall, due to the negative stim-

ulus of the naturally decreasing photoperiod at this

season. In order to have a steady supply of broiler

chicks, however, it is necessary to have males and

females enter sexual maturity and lay throughout the

year. For birds maturing in the fall or winter, this was

achieved by extending the photoperiod through the use

of supplemental artificial light, added at both ends of

the natural day. This produced an artificial spring-type

light pattern, and brought the birds into sexual matu-

rity in a reliable manner throughout the year. Begin-

ning in the 1980s, however, onset of sexual maturity

was delayed for birds maturing in the fall season of the

year, even under the stimulus of supplemental artificial

light. Some of the females did not enter lay at all; in

others, onset of lay was delayed and peak lay was lower.

A management solution was found in the form of

“Stimulatory lighting.” For this, the chicks are reared

in fully enclosed so-called dark-out houses in which

photoperiod is under total artificial control, under

a regime of 16 h total darkness and 8 h dim light until

it is time for them to enter lay. As noted above, during

this period they are also under quantitative feed restric-

tion. To bring the birds into lay (generally, at about 6

months of age), they are moved to the laying pens, and
exposed to a photoperiod of 14–16 h of daylight, while

at the same time feed quantities are increased rapidly

(within a few weeks from 100 g/day to over 160 g/day).

The combined stimulus of increased photoperiod and

feed quantity brings the birds into sexual maturity

and lay.

Initially, dark-out rearing and stimulatory lighting

were required only for birds entering lay in the fall.

However, with the passage of generations, and contin-

ued selection for juvenile growth rate and FCR, prob-

lems on entering lay appeared even in birds coming to

sexual maturity in the spring of the year under optimal

natural lighting. At present, therefore, stimulatory

lighting to bring the birds into sexual maturity is

required at all seasons of the year [28]. Experimental

studies showed that the need for stimulatory lighting

was due to reduced innate photosensitivity of the

broiler chicks [29], as well as to a direct effect of feed

restriction per se on photosensitivity. Apparently the

control systems of the bird interpret feed restriction as

indicating that environmental conditions are not yet

suitable for chick rearing, and delay onset of lay

accordingly.

Secondary Effect of Continued Selection for JWfA

and FCR (VIII): Male Overfeeding

In the mid-1980s, growth and appetite patterns of

males and females began to diverge sufficiently, so

that even under feed restriction, the males, when fed

together with the females, became overweight and lost

fertility. This was resolved by the use of special feeders

and feed composition for the males, while using bar-

riers preventing the males from having access to the

female feeders.

Secondary Effect of Continued Selection for JWfA

and FCR (IX): Heat Distress

Heat is produced by all aspects of body metabolism,

including digestion and growth. Producing a given

total mass of body weight, therefore, generates a more

or less fixed total quantity of metabolic heat to digest

the food required to grow this body mass and convert

the digested food into body mass. This metabolic heat

must be dissipated to avoid symptoms of heat distress.

When the grow-out period is long, the daily produc-

tion of metabolic heat for growth and digestion per
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unit time is low and readily dissipated by the bird.

However, as age to market weight decreases with each

generation of selection, this same total metabolic heat

is produced in a shorter and shorter grow-out period,

so that in each generation the metabolic heat generated

per unit time increases [30]. This is particularly true for

the final weeks of the grow-out period, when the bulk

of body mass is produced.

Generation of metabolic heat interacts strongly

with stocking density, a major management determi-

nant of broiler costs through its effect on fixed costs of

housing per unit of product. Generally, birds are

stocked at a density that gives almost complete ground

cover toward the end of the rearing period. Under these

conditions, there is maximum radiant heat transmis-

sion between birds, and stagnant hot air is trapped

between birds and between the birds and the litter.

Broilers with slow to moderately rapid growth can be

reared in open sheds, with air circulation controlled by

opening and closing window flaps or curtains, as the

weather dictates. At optimal ambient temperature of

18–22�C, normal air circulation adjusted in this man-

ner is sufficient to dissipate metabolic heat and the

birds are comfortable. As ambient temperature

increases, the birds cope by generating evaporative

heat loss through panting [31]. For broilers with slow

to moderately rapid growth, this is ordinarily sufficient

to deal with the stress of normal summer peak heat.

When peak heat exceeds ability of the bird to cope by

panting, metabolic heat can be reduced by reducing

food intake during the hottest part of the day, and by

artificially “fogging” or “misting” the birds to increase

evaporative heat loss when humidity is less than 70%.

However, with the increase in growth rate achieved by

the early 1980s, metabolic heat production increased to

the point where these palliatives were no longer suffi-

cient and the birds exhibited excessive panting and heat

distress under conditions that were previously ade-

quate. Heat distress was particularly acute at high

stocking densities toward the end of the growing

period, when floor cover by the birds was maximal.

This led to reduction in growth rate since the birds

reduced feed intake during the hottest part of the day,

and in some cases to collapse and death of the bird from

hyperthermia. To deal with this, fans were introduced

into the chicken sheds to create additional circulation

of air inside the sheds and to increase exchange of air
between the inside and outside of the sheds. This sys-

tem worked well, and in combination with misting or

fogging when outside temperatures were high, enabled

rapid growth to continue even under hot summer

weather conditions with good FCR and low mortality.
Secondary Effect of Continued Selection for JWfA

and FCR (X): Pulmonary Hypertension Syndrome

and Sudden Death Syndrome

In 1974, a new pathological condition was reported in

broiler birds reared at high altitudes. The condition

manifested as sudden death, accompanied by “ascites”

(accumulation of protein-rich fluid in the body cavity).

Initially, death was attributed to the ascites per se, and

hence the condition was termed “ascites syndrome.”

However, further studies showed that the ascites was

a secondary consequence of pulmonary hypertension

and the disease is now termed “Pulmonary Hyperten-

sion Syndrome” (PHS). With time, PHS manifested in

broiler flocks growing at lower altitudes causing high

mortality particularly in males of rapidly growing

broiler lines from 4 weeks of age. The etiology of the

disease has been worked out in detail (Box 3), and it

appears to be a direct consequence of continued selec-

tion for rapid JWfA, exacerbated by selection for

reduced FCR.

At about the same time that PHS manifested,

a second metabolic disorder, “Sudden Death Syn-

drome” (SDS), also became prominent [32, 34, 35].

SDS presents as sudden convulsions, with squawking,

violent flapping, and loss of balance. Death ensues

within less than a minute from the onset of symptoms,

with the bird lying on its back with one or both legs

extended. Greatest losses are from 3 to 6 weeks of age,

primarily in males. The syndrome is associated with the

same factors that induce PHS, namely, high carbohy-

drate intake, dense housing, very rapid growth, and low

feed conversion ratios; butmost commonly manifests at

an earlier age than PHS. Also similar to PHS, under

inducing conditions, SDS can be precipitated by any

suddenmovements or noises that cause a stress response

in the birds. It is plausible therefore, that SDS is an early

pathological response to the hypoxia that accompanies

rapid growth in broilers (see also Box 3).

From the above, it is clear that incidence ofmortality

due to PHS and SDS will be increased by any



Box 3 Etiology of Pulmonary Hypertension

Syndrome and Sudden Death Syndrome

The causal sequence leading from selection for JWfA and

FCR to PHS is thought to be as follows: Selection for rapid

juvenile growth rate increases metabolic rate for growth

resulting in increased need for oxygen in tissues. At the

same time, selection for decreased FCR caused the rele-

vant regulatory, circulatory, and hormonal systems to

reduce oxygen consumption by the tissues resulting in

effective hypothyroidism, and also reduced the propor-

tion of oxygen-supplying organs (lung and heart) relative

to oxygen-demanding tissue (muscle). The combination

of these two factors results in tissue hypoxia that leads, via

the kidney and erythropoietin, to increased production of

red blood cells that increases blood viscosity, and also to

constriction of pulmonary arterioles to ensure blood flow

to all parts of the lungs so as to increase pulmonary

oxygen exchange. The result of these two factors was

increased lung arteriole pressure leading to increased

workload on the heart and hypertrophy of the right

(pulmonary) ventricle. This in turn resulted in incomplete

closure of the right arterial valvewith consequent backup

of blood pressure to the hepatic and portal veins gener-

ating pulmonary hypertension and impaired uptake of

fluid by the lymphatic system. Pulmonary hypertension

results in fluid leakage and accumulation of fluid in the

lungs (hypertensive lung syndrome) and in the abdomi-

nal and pericardial cavities (Ascites), and inability of the

heart to supply body oxygen needs through left ventricle

heart failure. Any of these final syndromes can result in

death of the chick from PHS.

The detailed etiology of SDS differs [34, 35]. Electro-

cardiograms of broilers in the last stages of SDS show the

immediate cause of death in SDS to be acute cardiac

arrhythmia terminating in ventricular fibrillation. It is

thought that under conditions of hypoxia the myocar-

dium may become hyperirritable, serving as a secondary

pacemaker and interfering with normal cardiac rhythms.

Indeed, studies of rapidly growing broilers show that they

manifest a high rate of cardiac arrhythmia under “normal”

high growth-rate conditions, and are highly susceptible

to stress-induced cardiac arrhythmia. Thus, under normal

high growth-rate conditions, any additional stressmaybe

sufficient to tip the heart from simple arrhythmia to

ventricular fibrillation and sudden death [32, 33].
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management factor that increases oxygen demands of

the animal, such as social stress, low ambient tempera-

ture, feeding high-energy food in pellet form that stim-

ulates growth rate; or that limits oxygen supply, such as

overcrowding and poor air circulation or avian respira-

tory disease. Although a major problem in the 1980s,

and still a problem today when circumstances combine,

by the mid-1990s PHS and SDS were brought under

control by a combination of family-based genetic selec-

tion against the condition, and careful management

minimizing the external factors that contribute to

hypoxia.

Stage 3: Combined Selection for JWfA, FCR, and

Proportion of Breast Meat (PBM)

From the early 1970s, selection of birds with a less-

pronounced keel bone was a part of broiler selection,

with primary aim of producing a finished product

having a fuller appearance that was more attractive to

the consumer. This had a secondary result of selecting

birds with more breast meat. With an increasing per-

centage of birds sold as individual parts, a major price

differential between chicken breast “white” meat and

chicken leg and thigh “dark” meat became apparent.

This meant that the income of the broiler producer was

primarily a function of the amount of breast meat

produced. In the mid-1980s, realization of this eco-

nomic fact by the breeders led to the addition of spe-

cific selection for a high proportion of breast meat in

the broiler carcass as a third major breeding goal in

addition to JWfA and FCR. This continues to the

present time.

Secondary Effect of Selection for JWfA and PBW

(XI): Heat Stress (Again)

The major secondary effect of selection for PBW in the

broiler was an additional increase in heat stress effects,

due to the increased metabolic load induced by the

high metabolic cost of muscle mass synthesis. As

a result, the modern broiler could no longer cope

with even small deviations from the neutral tempera-

ture zone without a significant loss of meat yield.

It became clear that the typical broiler-rearing shed of

minimal structure with open sides plus fan-ventilation

could no longer deal successfully with the enormous

metabolic heat produced by the modern broiler flocks.
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This led the industry to adopt a closed shed and a shift

to “tunnel ventilation” with further option of cooling

the air by drip technology. During the 2000s, “tunnel

ventilation” with “drip cooling pads” for broilers

became an obligatory feature of broiler rearing.
Secondary Effect of Selection for PBM (XII): Quasi-

EODES at Entry to Lay

A secondary effect of the selection for PBM was the

appearance of a new “quasi-EODES” syndrome at the

onset of lay in the broiler breeder female parent, with

symptoms very similar to classical EODES but to a less-

pronounced degree [36]. This “quasi-EODES” syn-

drome was characterized by high mortality at entering

lay, caused mainly by cloacal prolapse, internal lay, and

inflammation of the oviduct. For the surviving birds,

the quasi-EODES syndrome has marked negative effects

on peak lay and eggshell quality resulting in a lower

proportion of hatching eggs out of all eggs and lower

hatch of healthy chicks from fertile eggs. The overall

result is a marked reduction in chick production. Prac-

tical experience of hatchery flock managers, supported

by later research revealed that the quasi-EODES syn-

drome is induced by even minor “overfeeding” during

the critical weeks of forced sexual maturation. The

modern female breeder became very sensitive to even

a slight deviation from optimal feed restriction.

Two factors appear to have combined to generate the

quasi-EODES syndrome. The first, is the continued

increase in the degree of feed restriction during the

pullet growth period, needed for preventing EODES,

going, as noted above, from about 70% of ad libitum

consumption during the 1970s to about 35% of

ad libitum consumption at present. The second is the

continued increase in threshold weight for onset of

sexual maturity of the female broiler breeder, as

a direct result of the selection for higher JWfA and

PBM. For example, recommended 24-week body

weight for out-of-season “Cobb 500” female broiler

breeders increased from 2700 g in 1987 to 3160 g in

2005 [37] with a higher proportion of body mass as

muscle tissue. Thus, the actual gap between the pullet

lean mass attained at the point where light and feed

stimulation is initiated, and the threshold lean mass

required for entering lay has progressively increased,

and with it the time required from initiation of light
and feed stimulation to actual onset of lay. Attempting to

cover this gap more rapidly by increasing feeding levels

exceeds the ability of the pullet to rebuild breast mass

and results in a surplus of nutrients causing the ovary to

behave as if fed ad libitum and leading to development

of quasi-EODES. Thus, the modern broiler breeder

pullet entering lay is delicately balanced at a feeding

schedule that will induce lay as rapidly as possible, yet

will not induce quasi-EODES. Consequently, the bird is

very unforgiving of any deviation from optimum feed-

ing schedule in the direction of overfeeding.
Secondary Effect of Selection for PBW (XIII):

Hatchability Problems (Again)

A further secondary effect of the selection for increased

proportion of breast meat was a reemergence of hatch-

ability problems. These appeared even though contin-

ued selection for rapid JWfA did not result in

appreciable further increase in egg weight. Stability of

egg weight was achieved due to increasing feed restric-

tion of the broiler mother targeted specifically at con-

trolling egg weight (which responds very rapidly to feed

restriction) and to conscious selection against excessive

egg size by the breeders. Thus, the situation was

unchanged throughout the 1990s. However, the intense

selection for increased muscle mass that began in the

mid-1980s resulted in an increase in the proportion of

muscle mass in the late developing embryo. As noted,

the metabolic energy expended in development of

muscle is greater than for other body tissues, because

of the high metabolic cost of protein synthesis. Hence,

this resulted in a further increase in metabolic heat

production by the late embryo [38–41]. This additional

excess heat was beyond the capacity of multistage incu-

bators, no matter how carefully managed. Conse-

quently, hatchability began to fall again, owing to

increased late mortality and decreased yolk uptake

leading to an increased proportion of weak chicks,

and more grade B chicks [42], and negative effects on

broiler bone development and leg health [43, 44].

To meet this challenge, the industry began shifting

to “single-stage” incubators [40]. In these incubators,

all eggs from flocks of about the same age and same

average egg weight are loaded into the incubator on the

same day. They are then incubated together until they

hatch. Thus, they are all at the same stage of



Poultry Breeding. Table 1 Comparison of performance of

broiler stocks of 1957, 1991, and 2001a

Trait 1957 1991 2001

Age at sale (d) 84 42 42

Live weight at sale (g) 1646 2132 2672

Feed conversion ratio 3.26 2.04 1.63

Breast meat (%) 12.9 15.0 20.0

Carcass fat (%) 14.7 14.1 13.7

Heart+lungs (%) 1.242 ND 1.023

Mortality to market (%) 2.52 9.70 3.57

aBased on [6–9]; data for 1957 average of [6 and 8 and 7 and 9] for

birds fed the commercial feed formulations of 1991 [6, 7] and

2001 [8, 9].
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development at any given time (hence the name

“Single-Stage” incubator). This makes it possible to

better adjust incubation temperature, according to

the stage of the embryos [42] – somewhat warmer at

the early embryo stages, when the embryo requires

external heat to reach desired internal temperature,

and cooler at the later embryo stages, when the embryo

needs to rid itself of excess heat. Similarly, humidity can

also be adjusted so as to achieve optimal egg water loss

across the incubation period [41]. This has proven to

be a satisfactory solution, and hatchability and chick

quality have improved accordingly.

Secondary Effect of Selection for PBW (XIV):

Reduced Locomotor Activity

The very large breast of themodern broiler chick results

in an animal that is unbalanced between breast weight

and leg and thigh muscles [45]. Consequently, it is

difficult for the animal to move, and locomotor activity

is much reduced. Toward the end of the growth period,

the broiler chick spends over 90% of its time sitting and

lying, resting its overdeveloped breast on the litter, and

basically moving only to eat and drink. Selection for

reduced FCR may also have contributed to the reduc-

tion in locomotor activity, since this is one way to

reduce metabolic expenditure of the animal. As

a result, the animal is very susceptible to contact der-

matitis, including footpad lesions and breast blisters.

These conditions can be well controlled by meticulous

attention to litter quality, specifically litter temperature

and humidity, but are exacerbated and can reach high

levels when litter quality is poor.

The Role of Breeding and Management in the

Improvement in Performance of the Modern

Broiler Chicken

Achievements of the Modern Commercial Broiler

with Respect to the Three Main Production Traits

and the Associated Secondary Traits

The extraordinary improvement in broiler perfor-

mance for the three main production traits (JWfA,

FCR, and PBW) over the past 60 years is best captured

by the following table (Table 1), which compares

the performance (average of males and females) of

representative commercial broiler stocks of 1957,

1991, and 2001.
It is evident that in the period 1957–2001 enormous

improvement has been achieved in the three major

production traits. Days to market weight and FCR

have been reduced by half, while JWfA has almost

doubled, and PBW has increased by almost 30%.

Improvement in all traits was continuous, with no

indication of reduced rate of gains in the latter decade.

When compared using the feed formulations of

1957, gains in JWfA and FCR were only a bit less.

There is no doubt therefore, that genetic selection by

the primary breeders was by far the main driving force

leading to the gains in these traits. The increase in PBM

from 1991 to 2001 is particularly impressive and can be

attributed almost completely to the attention devoted

to this trait by the primary breeder beginning in late

1980s. However, JWfA and FCR also increased strongly

during this period showing the ability of the breeder to

deal simultaneously and effectively with the three

major production traits.

Along with the phenomenal improvement in pro-

duction traits, the broiler industry was able to cope

successfully with all of the deleterious secondary effects

detailed in the preceding sections that accompanied the

genetic gains in the three main production traits.

Through a combination of genetic selection on the

one hand, and continual adjustment and innovation

in broiler and breeder flock management and physical

facilities on the other, the industry succeeded in

maintaining male and female reproductive
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performance at very high levels, while keeping losses

due to heat sensitivity, skeletal problems, and meta-

bolic disorders at very low levels.
Relative Contribution of Genetics and Management

to Modern Broiler Performance

The relative contribution of genetics and management

to these achievements depends on the specific trait. In

particular, it seems clear that the shift to progressively

more active ventilation culminating in the tunnel ven-

tilation with drip cooling in general use at present was

the main means for coping with the heat sensitivity of

the modern broiler. Similarly, changes in incubator

management and the more recent shift from multistage

to single-stage incubators together with flock manage-

ment to reduce egg weight were the main factors

maintaining high hatchability rates. However, selection

played some role in both cases, since families that display

low hatchability and high sensitivity to heat stress are

generally culled from the breeding population.

With respect to reproductive performance, feed

restriction during pullet growth and the hen laying

period, and dark-out housing of the parent stock pul-

lets with stimulatory lighting and feeding at entry into

lay, were critical management factors contributing to

maintaining reproductive performance in male and

female broiler parent stock. However, selection for

reproductive performance within this overall manage-

ment scheme played an important secondary role, as

attested by the appreciable differences between genetic

stocks in reproductive performance under optimal

feeding and lighting schedules. In the same way, while

appropriate management is essential to control skeletal

problems and metabolic disorders, the effective selec-

tion applied to these conditions appears to have been

crucial in reducing their incidence in well-managed

flocks to present-day low single-digit proportions.

Thus, although the improvement in production

traits of the modern broiler compared to its original

founder populations can be attributed almost entirely

to genetic improvement achieved by selection, the bird

that results is able to achieve optimal production and

functional performance as broiler and parent stock

primarily due to major modifications in broiler hous-

ing, and in parent flock and incubator management

coupled with a greater or lesser contribution by
selection, depending on the trait. Be that as it may,

one can only stand in awe at the combined ability and

synergistic work of the major players in the industry to

overcome the challenges as they arose while

maintaining continual progress in overall efficiency of

the broiler enterprise.
Breeding Methods for Genetic Improvement

In large part, this is due to the fact that the methods

practiced by the primary broiler breeders increased in

sophistication in accord with the complexity of the

breeding challenges that they faced [46]. In the first

stage of broiler genetic improvement, JWfA was the

main trait under selection, with a minor goal of

improved breast conformation. This was achieved by

simple two-step tandem mass selection, the first step

being selection for JWfA followed by a second step of

selection for breast conformation. Flocks were not ped-

igreed at this stage. With the addition of reproductive

performance, FCR and reduction of adiposity and skel-

etal problems as breeding objectives in the second stage

of broiler genetic improvement, simple mass selection

was no longer effective and multiple-stage tandem

selection no longer feasible. To meet the new chal-

lenges, breeders changed to fully pedigreed flocks to

provide information on reproductive performance,

FCR, and skeletal problems, and to index selection

based on individual and close relatives to combine

information on the various traits in an optimal man-

ner. Finally, in the third stage of broiler genetic

improvement, with the addition of PBM and reduction

of metabolic disorders to the breeding objectives,

breeders adopted BLUP and Individual Animal Model

statistical methodologies for estimating breeding

values for the various traits under selection, based on

individual data for the entire current and past popula-

tion. At the same time, the primary breeders adopted

phenotyping procedures that increased the complete-

ness and accuracy with which the traits of importance

were evaluated. For example, individual skeletal prob-

lems are now assessed by x-ray scanning of bird joints

and individual cardiovascular function is assessed by

blood oximeter machine. At present, over 50 traits are

recorded on the individuals in the breeding nuclei,

about half of these relating to various aspects of broiler

health.
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At all stages, breeding nuclei were kept very large

in order to avoid inbreeding and maintain genetic

variation. With the advent of genome-wide proce-

dures for estimation of breeding values [1–3], all of

the major primary breeders have instituted in-house

experimental studies to evaluate the use of these meth-

odologies in their practical breeding programs.

Although very promising in initial studies, the results

in practice in commercial breeding nuclei remain to

be seen.
Accounting for the Long-Term Continuous

Response to Selection and for the Punctuated

and Coordinated Appearance of Secondary

Effects

Commercial breeding nuclei have been under intense

and effective directional selection for JWfA for 60 gen-

erations, for FCR for 40 generations, and for PBM for

25 generations. Two remarkable features characterize

the response to this selection. The first and most strik-

ing is that the direct response of the target traits to

selection has been positive and continuous for all three

traits, with no indications of having reached a selection

plateau for any of them. This continued response to

selection requires explanation. Since selection acts on

all relevant loci at the same time, the intense directional

selection for the target traits should have exhausted the

existing genetic variation in the original dual-purpose

chicken founder populations rather rapidly, leading to

selection plateaus for the various traits. The second

remarkable feature is the rather sudden manifestation

of the secondary effects of the response to selection at

about the same time period in the stock of all leading

breeders, even though their respective breeding

nuclei are effectively isolated from one another.

This “punctuated” (i.e., “relatively sudden”) and

“coordinated” (i.e., relatively universal and synchro-

nous) manifestation of the secondary affects requires

explanation. If due to genetic correlations or pleio-

tropic effects of the initial genetic variation of the

founder populations, they would be expected to

manifest in a more linear and gradual manner. If

due to pleiotropic effects of new mutations, they

would be expected to manifest in a more sporadic

manner, affecting only stock of one or two of the

various breeders.
Sources of Genetic Variation for the Long Continued

Response to Selection

Based on classical population genetics, three sources

can be envisaged with respect to sources of genetic

variation to serve as a substrate for selection. The first

is the genetic variation present in the original founder

populations of the broiler stocks. Recent research in

mapping of the loci responsible for genetic variation in

production traits in farm animals (the so-called Quan-

titative Trait Loci or QTL) indicates that tens of QTL

may contribute to genetic variation of such traits. This

genetic variation present in the founder populations

would have provided the basis for the first decades of

response. The second source comprises rare alleles with

positive effects on the target traits that were present at

low frequency in the founder populations. The primary

breeders maintain large breeding nuclei, and these

could have included an appreciable number of such

loci. In the early generations, because of their low

frequency these loci would not have contributed mate-

rially to genetic variation in the target traits, or to the

response to selection. However, after several decades of

intense selection, their frequency would have increased

to the point where they could serve as useful targets for

the middle stages of selection. Finally, new mutations

or rare recombinants would supply a steady stream of

new genetic variation that would come into play in the

later stages of selection.
Punctuated and Coordinated Appearance of

Deleterious Secondary Effects

Similarly, a number of explanations can be offered

within classical frameworks, for the punctuated and

coordinated appearance of deleterious secondary

effects. Some of these effects may be due to non-linear

secondary effects of selection interacting with down-

stream threshold effects. For example, adiposity can be

presumed to have increased more or less linearly with

selection for JWfA, but the effect on egg production

was virtually nil for the first 10–15 generations of

selection, and then suddenly became very severe – in

the few years just before the introduction of feed

restriction in the late 1960s, yearly egg production

had fallen by almost 100 eggs per laying hen. Such

effects would be expected to manifest in flocks of all
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breeders at about the same time, as their breeding

populations reached more or less the same degree of

expression of the primary traits. Other secondary

effects may be due to the introduction of new primary

target traits. Thus, an entire group of new secondary

effects manifested following the introduction of FCR,

and again following the introduction of PBM as targets

for selection. Since the primary breeders introduced

the same new target traits for selection at more or less

the same time, these secondary effects would be

expected to manifest in flock of all breeders at about

the same time.
Difficulties with the Explanations Within the

Classical Framework of Population Genetics

Rare mutations are often those that are held at low

frequencies because of deleterious pleiotropic effects

on fitness. Similarly, new mutations generally affect

numerous traits, with deleterious fitness effects on

one or more of them. Intense selection can increase

the frequency of genes with strong positive effect on the

target trait in spite of negative effects on fitness, but in

a long-term selection program this should result in

reduced overall functional fitness of the population.

Furthermore, because of their low frequency in the

founder populations, rare alleles would not distribute

uniformly among different breeding populations

derived from the same founders. The same would cer-

tainly hold for the genes that were affected by mutation.

Consequently, fitness traits should be differentially

affected in different breeding populations, according to

the specific low-frequency genes that were inherited or

mutated in each population. This does not appear to

have been the case. Similarly, although in almost all

cases it was possible to trace in retrospect a causal

chain leading from selection for the primary trait to

the manifestation of the secondary trait it is somewhat

unexpected that the specific form of these manifesta-

tions (e.g., PHS, SDS, quasi-EODES, reduced photo-

sensitivity) was the same in stocks of all breeders. If

much genetic variation is due to initially rare or

mutated loci that are necessarily specific and different

in different breeding populations, specific manifesta-

tions of secondary traits would be expected to differ

as well.
Selection-Induced Genetic Variation (SIGV)

The difficulties with the explanations proposed within

the classical framework for long-term response to selec-

tion and for punctuated and coordinated appearance of

the secondary manifestations have led to a recent pro-

posal for a new previously unrecognized source of

genetic variation in ongoing selection programs: selec-

tion-induced genetic variation (SIGV) [47]. The SIGV

hypothesis is based on the observation that the indi-

vidual QTL determining genetic variation in produc-

tion traits often exhibit strong epistatic interactions

with one another and with the genetic background.

Consequently, a segregating locus with zero effect on

the target trait in one genetic background might have

a strong effect on the trait in a different genetic

background.

The intense continued directional selection,

changes the frequency of many alleles in many loci

and by means of “hitchhiking effects” of their closely

linked neighboring genes as well. This changes the

genetic architecture of a population to a marked

degree. Thus, some loci that were neutral in their effect

on the target trait at the beginning of the selection pro-

gram, may transform into sources of genetic variation as

the selection program progressively modifies the genetic

architecture of the population. As the positive alleles at

these loci are caught up and brought to high frequency by

the ongoing selection, the genetic architecture of the

population becomes modified again, and new previously

neutral loci come into play as sources of genetic variation.

In this way, the population under selection would con-

tinually generate new genetic variation to serve as

a substrate for the next phase of the directional selection

process, with no obvious limit in place.

Since the loci involved in the SIGV process are loci

that were present at appreciable frequencies in the

original founder populations, they would be present

in all breeding stocks, and would be expected to come

into play at about the same stage in the selection pro-

cess in the individual flocks. Thus, genetic progress in

the various breeder populations would not depend on

rare alleles or new mutations, which would be specific

to each population, but on segregating loci already

present in the population at useful frequencies, that

come into play in a programmedmanner, as the genetic

architecture of the population changes. On this
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hypothesis, the genetic architecture of all breeding

populations under the same general selection regime

would be similar at all stages of the selection process,

and hence the specific form of any secondary effects

would also be similar in the different populations.

Strong secondary effects on fitness would not be

expected, since the loci involved are loci historically

present in the populations, and hence have survived

the screening effect of natural selection.

Thus, the SIGV hypothesis provides plausible

explanations both for the long-term response to selec-

tion and for the punctuated and coordinated appear-

ance of secondary effects. Indeed, recent experimental

studies analyzing crosses between layers and broilers,

and between two-way single-trait selection lines for

JWfA, provide significant experimental support for

this hypothesis [48, 49]. The SIGV hypothesis empha-

sizes the importance of epistatic interactions in genetic

variation and encourages the development of statistical

and genomic methodologies that can exploit these

interactions.

Genetic Improvement of Broiler Production Traits

and Broiler Welfare

In the previous sections, it was seen that the modern

broiler is greatly modified developmentally and physi-

ologically from the original dual-purpose breeds from

which it was developed. Furthermore, to achieve opti-

mal economic performance the modern broiler and its

parent flocks must be reared, managed, and housed

under conditions very different from the husbandry

conditions of the founder parent lines. Various aspects

of these genetic and management changes impinge on

animal welfare, in the sense that they can lead to dis-

tress or pain of the individual. These can be considered

in two main categories. Those where the distressful

situation is unavoidable, and those where the distress-

ful situation is avoidable under good management, but

manifests under less than optimal management. There

is a third category, which considers aspects where the

bird is comfortable and not in distress, but where it is

thought that its life might be more joyful if living under

different conditions, for example, on free range or

scrounging for food in the jungle or farmyard, instead

of in a closed shed. This latter raises more profound

issues of the morality and ethics of animal agriculture
in general and industrial animal agriculture in partic-

ular, and will not be considered here.

Unavoidable Distress

The negative effect of excess adiposity on reproductive

performance and survival of the modern broiler parent

female or male is dramatic and extreme. Consequently,

stringent feed restriction of the parent flock pullets and

males during the rearing and laying period is essential,

if the birds are to achieve optimal reproductive perfor-

mance. This appears to be the only aspect of the broiler

enterprise that causes distress, but is unavoidable. An

animal that is fed only 35% of its ad libitum consump-

tion, and can be seen to eat ravenously when feed is

available, must surely be feeling hunger pangs. The

period of stringent feed restriction is rather short, how-

ever, from about 4–14 weeks of age, and while it can be

presumed to be uncomfortable, does not affect the

overall health of the individuals in any way. Indeed,

allowing the animal to eat ad libitum and become

grossly obese would probably entail much more dis-

tress over the entire life span of the animal including

mortality. The much milder feed restriction that is in

effect during lay would not seem to pose a welfare

problem, as it is ordinarily sufficiently generous to

even allow for some increase in body weight over the

course of the laying period.

Avoidable Distress

A review of the preceding sections, however, reveals

a considerable list of conditions to which the modern

broiler is susceptible due to its changed genetic consti-

tution. These include: quasi-EODES at entry into lay

that can result in death from cloacal prolapse or from

internal lay; heat stress, skeletal abnormalities, PHS

which often manifests as ascites, SDS, and various

forms of contact dermatitis. SDS, in which death of

the animal occurs within less than a minute from the

onset of first symptoms of distress, would seem to

occur too rapidly to be a source of significant pain or

distress. But the other conditions can be presumed to

be moderately to severely painful, according to their

respective natures and degree of severity. As empha-

sized in the previous sections, thanks to the selective

work of the breeder on the one hand, and innovative

management of the industry on the other, when broiler
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commercial or parent flocks are managed with care and

attention to detail, all of the above can be kept at very

low single-digit levels [46, 50].

Importance of Stocking Density

In this context, stocking density, an aspect of manage-

ment that was not previously emphasized becomes

important [45]. Stocking density interacts with the sus-

ceptibilities of the modern broiler in two ways: increas-

ing heat stress and decreasing litter quality with

consequent increase in the incidence of contact derma-

titis. When stocking density is high, the bodies of the

chicks cover the entire floor area, forming a barrier

between the litter surface and the ventilated area of the

shed. In addition, higher stocking density provides addi-

tional nitrogen and moisture to the litter increasing heat

production due to microbial growth and metabolism.

Taken together, these two factors can generate an appre-

ciable differential between temperature at broiler level

and temperature a meter above the floor. High stocking

density also limits air movement and increases radiant

heat transfer between birds, further increasing heat

stress. The increase in litter temperature, humidity, and

ammonia concentration resulting from high stocking

density also interacts with the limited locomotor activity

of the broilers to increase the incidence of contact der-

matitis. Accordingly, proper control of stocking density

is essential for optimal broiler welfare, and may be less

than the economic optimum.

From Farm to Market

The handling of the bird on its final path from shed

to slaughterhouse is another case in point. Because

of the young age of the broiler at market weight, and

its minimal locomotor activity, the long bones of the

legs and wings are fragile relative to body weight. Mov-

ing the birds from the grow-out shed to the slaughter

line is low-wage work with high personnel turnover

and great pressure to get the work done with minimal

labor costs. Consequently, the birds may be roughly

handled at this time resulting in leg and wing bone

breakage when they are captured and moved from the

pen to the transport crates, and again from the trans-

port crates to the slaughter line [51, 52]. Such breakage

results in direct losses to the farmer and hence normally

efforts are expended to reduce this to a minimum
through mechanization, proper design of facilities,

and training of personnel [53].

Welfare and Society

Apparent from the above paragraphs is the critical

dependence of broiler welfare on meticulous flock

and personnel management. Due to the work of the

breeder, with proper management the susceptibilities

of the bird remain latent. But there is little room for

error. The bird is unforgiving of even slight deviations

from optimal management, and will react to such devi-

ations by manifesting one or other of its innate suscep-

tibilities. The modern chicks that manifest any of the

conditions above are a net loss to the farmer, and

management conditions conducive to such manifesta-

tion are often inimical to optimal growth and repro-

duction. Consequently, for the most part, the welfare of

the chick and the economic interests of the farmer

correspond. However, achieving optimal management

has its costs as well, and economic maximization may

result in a management program that is somewhat less

than optimal for the bird.

Society as a whole has benefited greatly from the

improved production characteristics of the modern

broiler, which has added a low-cost highly nutritious

staple to the menu at minimal environmental footprint.

Along with these benefits comes responsibility for the

welfare of the bird in those instances where economic

interests of the farmer and the quality of life of the broiler

are not perfectly aligned. This is true throughout the

broiler enterprise; nowhere more than in the final hours

of the chick’s life. Happily, society is accepting these

responsibilities by designing facilities based on under-

standing of livestock behavior [53], and by defining

acceptable production standards, and embodying

these in appropriate regulatory legislation [54, 55].

Future Directions

One stands in awe of the magnificent achievements of

the primary broiler breeders who have succeeded in

improving the production characteristics of the mod-

ern broiler manifold relative to the initial dual-purpose

founder populations, while at the same time dealing

successfully with the many secondary functional prob-

lems that arose along the way, maintaining high repro-

ductive performance together with very low incidence
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of health problems. This was not the achievement of

the breeder working alone, of course, and at all stages

involved combined contributions by all components of

the industry in devising novel management programs

and physical facilities such as feed restriction and stim-

ulatory photoperiods, dark-out housing, and tunnel

ventilation that enabled optimal functional perfor-

mance of the birds.

The Resource Allocation Model

These results are all the more remarkable, because they

differ from what would be expected on the widely

accepted resource allocation model for interpreting

the effects of selection for production traits on func-

tional traits [56, 57]. The basic assumption of this

model is that under the conditions of intensive agri-

culture, the energy resources available to an animal are

fixed. The animal must then allocate these resources to

maintenance, to production traits including growth,

and to functional traits including reproduction, regu-

lation of physiology and metabolism, and defense

against pathogens and toxins. Selection for production

traits diverts resources preferentially to these traits,

leaving less for the functional traits. Consequently,

functional traits are expected to suffer. Indeed, many

experimental studies show that production traits suffer

when resources are preferentially allocated genetically

or experimentally to functional traits, and functional

traits suffer when resources are preferentially allocated

to production traits. Amazingly, the broiler industry

appears to have been able to circumvent this negative

correlation, achieving high levels in both production

and functional traits.

Management and Biological Costs of the

Performance Achievements of the Broiler Industry

More detailed consideration, however, shows these

achievements have incurred two costs. The first is the

cost of more sophisticated physical facilities and com-

plexity of management. These include sheds with tun-

nel ventilation and drip cooling for broiler rearing;

dark-out houses for pullet rearing; feed restriction,

single-stage incubators; and all of the many manage-

ment and nutritional modifications required for opti-

mum performance. The second cost is the apparent loss

of buffering capacity of the animal regulatory systems,

resulting in ever-increasing fragility or sensitivity of the
animal to environmental challenges. This sensitivity

expresses itself as reduced production and functional

performance, and increased incidence of health prob-

lems as a consequence of even minor deviations from

optimum management and environment. The result is

not only loss of economic value, but also harmful

impact on animal welfare. Because of the high meta-

bolic cost of protein synthesis, a provocative hypothesis

suggests that selection for productivity in general, and

FCR in particular may reduce protein turnover rate.

Since protein synthesis is essential to meet new condi-

tions, this may be the underlying cause for the general

loss in buffering capacity [58]. The primary broiler

breeders today are attempting to decrease the sensitiv-

ity of their populations to environmental insults by

testing under multiple environments and selecting for

“robustness”, as they would select for any other positive

health trait. Will they succeed? Or will the future

broiler require an increasingly narrow and complex

multidimensional management path for optimal per-

formance, with steep losses outside of this path?

The coming years will tell, with strong implications

for the broiler industry, and for animal breeding in

general.
Conclusions and Interpretation

Be that as it may, the broiler experience teaches that

deleterious effects on functional traits are almost cer-

tain to arise in the course of selection, and can take

unexpected forms. The industry, whatever the species,

must be alert to this possibility, so as to seek solutions

as early as possible. The broiler experience also teaches

that the breeder and the industry acting in concert can

indeed find these solutions to these problems, enabling

a joint genetic-management program that provides

very high productive performance together with high

functional performance within a framework of innova-

tive physical facilities and increased management com-

plexity. Based on past experience, therefore, as animal

breeding enters a new genomic phase with greatly

accelerated improvement in production traits, the

future can be looked at with appropriate confidence

in the ability of the breeder and industry working

together to achieve sustained genetic improvement in

production traits while maintaining high levels of func-

tional and health performance.
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Abbreviations
BLUP

DNA
Best linear unbiased predictor

Deoxyribonucleic acid
EODES
 Erratic oviposition defective egg syndrome
FCR
 Feed conversion ratio
JWfA
 Juvenile weight for age
PBM
 Proportion of breast meat
PHS
 Pulmonary hypertension syndrome
QTL
 Quantitative trait locus
RNA
 Ribonucleic acid
SDS
 Sudden death syndrome
SIGV
 Selection-induced genetic variation
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Glossary

Fibrous root system Root system formed by various

root axis of similar size, typical of cereals.

Lateral roots Lateral roots are the roots formed from

the pericycle cells of other roots. The first-order

laterals refer to the roots emerging from the

primary and secondary root axes. Second-order

laterals emerge from the first-order laterals, and

third-order laterals from the second-order lateral,

and so on. Usually, lateral branching is limited to

the fifth-order laterals.

Primary roots Often called seminal roots, these are

the first root axes to develop arising from the cole-

orhizae of the seed.

Rhizosphere Volume of soil immediately adjacent to

plant roots (usually between 10 and 20 mm),

which is affected by their growth, secretions, respi-

ration, nutrient and water, and associated soil

microorganisms.

Root architecture Describes the spatial configuration

of the root system as a whole. Since it describes

multiple root axes it subsumes both topology and

distribution.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Root cap Root cap is the tissue that covers the apex

of the root. It protects the apical meristem,

acts as gravisensor tissue, and facilitates the pas-

sage of the growing roots by producing root

mucilage.

Root distribution Root distribution refers to the dis-

tribution of different root traits, often morphologic

ones (e.g., weight, length, volume), as a function of

several factors, the most common being soil depth.

Root hair Specialized projection formed by a modified

epidermal root cell. It augments the total surface

area of a root system, dramatically increasing its

absorption capacity.

Root morphology Root morphology refers to the sur-

face features of a single root axes as an organ. It

includes the characteristics of the epidermis such as

root hairs, root cap, pattern of appearance of lateral

roots, cortical senescence, and diameter. Weight,

volume, and area are also part of the morphology.

Secondary roots Secondary roots are the roots that

grow from the hypocotyl, the coleoptile, stem, and

tillers; they are also called crown, nodal, or adven-

titious roots. This term is also used to describe the

roots emerging from the primary roots; however,

first-order laterals is a better term to describe those

roots.

Taproot In many gymnosperms and dicotyledons, the

primary root axis to arise from the seed, greatly

enlarges to become the most prominent root axis

of the plant, and is usually referred to as a taproot.

Taproot system Taproot system refers to the root sys-

tems formed from a central and usually relatively

large root axis, the taproot.

Topology Describes the branching pattern of the

individual root axes.

The main quantitative root traits and resource capture

variables discussed in this entry are summarized in

Table 1.
Definition of the Subject and Its Importance

The UN forecasts that the world population will reach

9.4 billion by 2050. The world must therefore develop

the capacity to feed 10 billion within the next 40–50

years [1, 2]. The increase in production has to come
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3



Roots and Uptake of Water and Nutrients. Table 1 List of physiological variables, their definitions and units

Physiological variable (symbol) Definition Units

Nitrogen-use efficiency (NUE) Grain DM at harvest (kg) per N available (soil + fertilizer) (kg) Dimensionless

Nitrogen-uptake efficiency (UPE) Above-ground N (kg) at harvest per N available (soil +
fertilizer) (kg).

Dimensionless

Water-use efficiency (WUE) Above-ground DM per water used (soil evaporation + crop
transpiration).

g l�1

Transpiration efficiency (TE) Above-ground DM (g) per water used (l) through crop
transpiration.

g l�1

Radiation-use efficiency (RUE) Above-ground dry mass (g) per intercepted global radiation
(MJ).

g MJ�1

Root to shoot ratio (R:S) Ratio between the root and above-ground shoot dry mass. Dimensionless (g g�1)

Root mass ratio (RMR) Ratio between the root dry mass (g) and total plant
dry mass (g).

Dimensionless (g g�1)

Root mass (RM) Dry mass (g) of the total root system. g

Root length (RL) Total length (cm) of all roots present. cm

Root length density (RLD) Root length (cm) per unit of soil volume (cm3). cm cm�3

Root volume (RV) Total volume of the root system (cm3). cm3

Root diameter Average diameter (mm) of an individual root; commonly
assumed to be a cylinder.

mm

Root fineness (RL:RV) Ratio of the total root length (mm) to total root volume
(mm3).

mm mm�3

Root depth Maximum depth reached by a plant root system (m) m

b Parameter Describes the cumulative root distribution with depth.
Estimated from: p = 1 – bd, where p is the proportion of roots
accumulated from the surface to a depth, d.

Dimensionless

k Parameter Resource capture coefficient. Estimated from F = 1 – e-k.RLD,
where F is the proportional resource captured (resource
captured/ available resource).

m2

Specific root length (SRL) Ratio between root length (m) and root weight (g). m g�1

Root tissue density (RM:RV) Ratio between root dry mass (mg) and root volume (mm3). mg mm�3

Root front velocity(RFV) Downward extension rate of the root front (mm) per day. mm day�1

Root longevity Length of time of which an individual root is present in
the soil.

days
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from greater yields on existing cropland; but also with-

out proportionate increases in the use of water or fer-

tilizer, and within the context of climate change [3, 4].

A substantial increase in the effectiveness with which

available water and nutrients are used is therefore

required to ensure food security and environmental
protection in future decades. Water is recognized as

the most limiting factor in crop production worldwide,

though nutrient shortages may often be as important

as water scarcity and worldwide recovery of nitrogen

(N) fertilizer in cereal systems worldwide is on average

low at ca. 30–50% [5], with implications for potential
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environmental impacts. Crop improvement under

these conditions seems likely to be increasingly depen-

dent on breeding for deeper or denser root systems,

which promote soil moisture and nutrient capture and

high dry matter production in cultivars subjected to

water and/or nutrient stresses. In this entry, information

is set out on the current understanding of the structure

and functions of crop root systems. The avenues for the

optimization of root anatomy and morphology traits

that could be applied to the genetic and agronomic

improvement of crop root systems for more effective

below-ground resource capture are considered. Specifi-

cally, the determinants of effectiveness of capture by root

systems of two key resources, water and nitrogen,

according to their structure and function are considered.
Introduction

All higher plants have roots and the root fraction of the

plant’s total dry weight varies widely, both between and

within species [6]. Although roots encounter many

environmental fluctuations that affect their growth,

they have a capacity to adjust to these as a whole system

that makes them strongly dynamic in their spatial and

temporal expansion. Understanding of these modifica-

tions in the form and function of the root system and

their relationships with resource capture, whether due

to environmental response or genetic control, is of

importance for sustainable crop production.

Although the influence of canopy characteristics on

above-ground productivity of crops is now relatively

well understood, due to the difficulty of access and

complexity of environment interactions, understanding

the role of the root system is less complete. There is no

doubt of the importance of the form and function of

root systems to water and nutrient capture, and infor-

mation has increased in the last decades on the role of

crop root systems in maintaining yields under abiotic

stress [7–9]. Root traits are a relatively new target in

crop improvement programs aimed at improving toler-

ance of abiotic stress (water and nutrients). There are

reports that particular rootmorphology and/or anatom-

ical traits help plants maintain higher grain yields

under low resource availability, for example, relatively

deeper distribution of roots increasing water uptake

under drought in wheat [10] and rice [11], longer root

hairs increasing P acquisition under low P availability
in barley [12], and narrower root xylem vessels in wheat

were associated with increased water uptake during

grain filling [13]. Nevertheless, the genetic control of

root characteristics is poorly understood in most major

staple crops, especially in bread wheat. Future improve-

ment will depend on a better understanding of the

morphological and anatomical traits determining

below-ground resource capture, as well as the develop-

ment and application of phenotypic screens to

characterize genetic variation in the key traits. In this

entry, the prospects for manipulating roots systems for

improved resource capture and yield (drought and low

nutrient availability) are considered, with a particular

emphasis on cereal crops. The root traits that are

focused on are principally morphological relating to

root proliferation, root biomass and root

length density, and their distribution with depth;

although some consideration is given to anatomical

features, for example, xylem root frequency and diam-

eter. Roots and the uptake of water and nutrients are

considered with regard to: (1) root morphology,

(2) responses of root systems to water and nutrient

stress, (3) the capacity of root systems for resource

capture, and (4) prospects for breeding crops with

optimized root systems for resilience to abiotic stresses.
Root System Morphology and Anatomy

Due to the difficulty of access and complexity of environ-

mental interactions, roots are still one of the most chal-

lenging subjects in plant investigations, but their

importance is unquestionable. Anchorage, support, and

water and nutrient uptake are the main functions of the

plant root system. With regard to crop root systems, the

terms morphology and architecture are frequently used.

The root system may be characterized according to four

main categories of morphology/architecture [14, 15].

“Root morphology” refers to the surface features of

a single root axes as an organ. It includes the character-

istics of the epidermis such as root hairs, root cap,

pattern of appearance of lateral roots, cortical senes-

cence, and diameter. Root weight, volume, and area are

also part of the morphology. “Root topology” describes

the branching pattern of the individual root axes. “Root

distribution” refers to the distribution of root traits,

often morphologic ones (e.g., biomass length, biomass,

etc.) as a function of several factors, the most common
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being soil depth. Finally, “root architecture” relates to

the spatial configuration of the root system as a whole.

The root morphology of monocotyledons differs

from that of dicotyledons in several important respects.

In the monocotyledons, for example, small grain cereals,

two types of roots constitute the root system: the primary

and the secondary roots [7, 16]. The primary roots (often

called seminal roots; usually between three and eight axes)

develop first arising from the coleorhizae of the seed [17,

18] and are active throughout all the crop life cycle

[18]. Their extension is mainly downward allowing

them to occupy the deeper layers of the soil profile [17].

The secondary (often called crown, nodal, or adventitious

roots) are the roots that grow from the nodes of the

coleoptile, main shoot, and tillers. The onset of tillering

is the starting point of the growth of the secondary roots,

and their formation is intimately related to tiller forma-

tion [19], so that factors favoring tillering will increase

secondary root production. In dicotyledons, for example,

oilseed rape, for most species the primary root consists of

a taproot fromwhich lateral roots and their branches arise.

In both monocotyledons and dicotyledons, lateral roots

are initiated in the pericycle and grow through the cortex

to emerge at the surface of the parent root.

Rooting depth is affected by root-penetration rate

and phenology. Generally, the longer a crop is growing,

the deeper it roots [20]. Rooting depth (maximum

depth reached by the roots) determines the amount of

the soil that a plant can explore. Maximum rooting

depth is typically 140–200 cm in winter cereals

[18, 21] and 80–120 cm in spring cereals [22]. Rooting

depth also strongly depends on the soil type and depth

as well as below-ground resource availability, but gen-

erally the longer a crop grows the deeper the root

system. Root growth and rooting depth of crop plants

can be restricted because of physical and chemical

impediments. Where physical and chemical soil con-

straints are absent, the maximum depth of rooting on

deep soils is genetically determined and differs not only

between vegetation types but also between crop species

grown under identical conditions [8]. Much of within

season variation in maximum rooting depth can be

explained by temperature [23].

In monocotyledons, immediately after sowing root

growth is favored, followed by a gradual decrease in

assimilate partitioning to the root in favor of shoot

growth after emergence. After flowering, the
aboveground growth (fruit and grain formation) is

favored, whereas root weight usually remains constant

or decreases [24, 25]. Thus, root biomass and total

length production generally follow a sigmoidal pattern

from sowing to flowering in cereals, at which point

further increases are not usually observed [18, 21].

The root dry mass ratio (root DM/total DM; RMR) is

ca. 0.3 in wheat and barley during early growth,

decreasing to ca. 0.1 at harvest [18, 22]. Another

important trait influencing the crop’s capacity to cap-

ture resources per unit soil volume is the root length

density (RLD), which describes the total root

length per unit of soil volume. Typical values of RLD

in the upper 0.1 m of soil are about 20 cm cm�3 in

grasses, 5–10 cm cm�3 in temperate cereal crops and

1–2 cm cm�3 in other crops [8]. The distribution of the

RLD through the soil profile typically follows an expo-

nential decrease with depth [26]. The cumulative dis-

tribution of RLD with depth (b) can be approximated

by the equation described by Gale and Grigal [27] as:

Y ¼ 1� bd ð1Þ
where Y is the fraction of the root system accumulated

from the soil surface to depth, d, and b is a parameter

that describes the shape of the cumulative distribution

with depth.

This equation has been widely adopted since (e.g.,

[28–30]). The distribution of roots of many crops (e.g.,

cauliflower and winter wheat) is well described by the

relationship, but in others (e.g., oilseed rape and sugar

beet), this relation is found in the surface layers, but

there is a tendency for values of RLD in deeper soil layers

to be almost constant [8]. Differences in the distribu-

tion of RLD with depth may be associated with the

velocity at which roots elongate to depth (root front

velocity [RFV]) and the proliferation rate at each soil

layer [31]. Root front velocity is closely related with the

water and N extracted by the crop [31–33]. Another

important trait influencing the potential for water and

nutrient acquisition by roots is the mean root diameter

(see Root traits and resource capture below).

Specific root length (root length per unit root DM -

SRL; km g�1) strongly influences the RLD. Theoreti-

cally, a high SRL (thinner roots) would be beneficial

especially in resource-deficit situations. Specific root

length is also positively correlated with root extension

rate [34]. Specific root length varies considerably in the
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Interrelationships between these root traits and their relations with resource capture
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field and is strongly affected by environment; typical

values are 130–250 m g�1 for cereals [35–37]. Root

tissue density (root weight (RW): root volume (RV))

is highly correlated with root life span but inversely

correlated with root expansion [38, 39]. So low RW:

RV will may be one strategy to increase SRL of crop

root systems [40] and potentially resource acquisition.

Specific root length is a complex parameter that is

determined by root length, tissue density, and diame-

ter. It influences plant investment in potential resource

acquisition (RLD) but also reflects root longevity and

root growth rate, and therefore it is of potential interest

as a selection criteria in breeding programs for opti-

mized root systems. Maximizing SRL seems to be an

advantage particularly in water- and nutrient-limited

conditions [39, 41] and is associated with higher RLD.

Intuitively, thinner roots would be advantageous for

acquiring soil resources, though theremay be trade-offs

with other root functions such as anchorage, support,

and transport [42]. The interrelationships between

these root traits and their relations with resource
capture are summarized in Fig. 1. Additionally, there

are reported effects of root diameter on resource cap-

ture, which has been shown to be highly correlated with

plant dry mass [43, 44] and the diameter of conducting

vessels. The principal root traits described above may

be influenced by abiotic stresses during the rapid phase

of root growth and expansion in the pre-flowering

period with implications for resource capture during

later seed filling, and these effects are now considered in

the following section of this entry.

Effects of Abiotic Stress and Root Development

Drought and Root Development

Drought overall usually reduces the size of root sys-

tems.Water deficits decrease carbon assimilation by the

plant due to a reduction of green leaf area, but also due

to a decline in net photosynthetic rate. Nevertheless,

under drought plants tend to increase the proportion

of total carbon allocated to the roots [25, 45]. For

example, plants responded to water deficits by
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increasing the proportion of assimilate allocated to

roots in wheat [46, 47] and barley [48]. Experiments

using pulse-labeled 13C in wheat have shown that

water deficits increase the allocation of assimilated

C to the roots due to a greater reduction of growth in

the above-ground than below-ground plant compo-

nents [49]. Although the relative root dry mass tends

to increase with water deficits the absolute weight of

both roots and shoots tends to decrease. As the soil

dries, there are changes in its physical condition such as

increases in soil strength [50]. Shoots are generally

more affected by drought than roots, associated with

more severe water deficits developing and persisting

longer in the transpiring shoots [49, 51, 52]. Thus,

roots are typically prioritized during drought to facil-

itate access to water while decreasing transpiration. The

relationship between these two systems is often

described as a competition where both roots and shoots

compete for carbohydrates, minerals, and water, the

most successful being the one nearer the source [24].

Therefore, the growth of the root and shoot systems is an

integrative process working in a functional equilibrium

[53, 54]. So when light is limited, root growth will be

more restricted than shoots and the opposite happens

when soil resources are in deficit; this functional bal-

ance hypothesis is elegantly explained by Brouwer [24].

In addition, under water-limiting conditions, solutes

may accumulate in the root tip attracting the move-

ment of water by diffusion, allowing the cells in the root

tip to maintain their turgor and growth [55].

Although water deficits typically increase the per-

centage of carbon allocated to the roots, there are some

reports of contrasting responses of root partitioning to

drought amongst cultivars, for example, in glasshouse-

[52] and field-grown wheat [56]. Therefore, the root

growth response under drought is not simple, since

drought not only affects plant and root growth but

also the soil structure and N availability [57]. For

example, water deficits may have a neutral effect on

root weight, but still influence root length and its

distribution with depth in wheat [47]; or increase SRL

with drought in bread wheat [58] and durum wheat

and barley [59]. There is some evidence that thinner

roots may themselves be more vulnerable to drought

[44, 60]. Therefore, the relatively high diameters

reported for irrigated compared to droughted plants

[58, 61] might relate to the necessity of the root system
to support a larger plant and facilitate faster and greater

water uptake and transport in well-watered conditions.

Leaf expansion and senescence are particularly

susceptible to water deficiency [62]. The causes for

restricted leaf expansion with drought have been

discussed extensively, and there are mainly two views

on the underlying mechanisms involved. Some authors

attribute the cause to water relations (water potential

and cell turgor) in the leaf [63, 64], while others attri-

bute it to root chemical signals, such as abscisic acid

(ABA), transmitted to the leaves, in response to water

depletion in the soil [65–67]. ABA concentration

increases in shoots, leaves, and roots in plants grown

under water deficits and its exogenous application on

well-watered plants mimics many of the drought effects

on the plant [68, 69]. The chemical mechanism

involves the synthesis of the plant hormone ABA by

the roots when sensing the drying of the soil, and the

transfer of ABA in the xylem to shoots and leaves

inducing stomatal closure hence reducing water uptake

and shoot and leaf growth [68, 70–72].

Evidence for water relations as the main cause

of the decrease in leaf expansion was described by

Boedt & Hensley (1987 in [63]) where leaves of field-

grownmaize showed visual symptoms of water stress in

soil near field capacity. Tazaki et al. (1980 in [63]) in

Japan reported similar effects for rice leaves, even

though plants were rooted in wet soil. Furthermore,

seedling experiments in maize plants using the pres-

sure-pump technique [64] showed that an increase in

the water pressure in the roots was quickly and fully

transmitted to the base of the leaf increasing the leaf

elongation. In contrast with these findings, Passioura

[66] growing wheat seedlings in drying soil but

maintaining leaf turgidity using the pressure-chamber

method, showed a decrease in the relative expansion

rate of leaves. Additional evidence for the root chemical

signal was given by Gollan et al. [73] where wheat and

sunflower plants showed a decrease in stomatal con-

ductance with an increase of water deficits while the

pressure in the plant was maintained. Using partial

root-zone drying (PRD) techniques where half of the

root system is droughted while the other half is irri-

gated, to maintain the same leaf water status as control

plants (full irrigation), results showed a decrease of

65% of leaf area and 70% of water loss in apple plant

seedlings subjected to PRD [67].
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Amore recent hypothesis is that both hydraulic and

chemical signals interact and that the importance of

one or the other will depend on the timescale consid-

ered [74]. Experiments in maize and barley showed

that sudden changes in leaf water status by light,

humidity, or salinity greatly affect leaf-elongation

rate, and that those effects vanished when their roots

were placed in a pressure chamber to maintain the

xylem and air pressures in equilibrium, showing that

hydraulic relations dominated in this response [75]. If

the saline or water stress was prolonged, water relations

were overridden by chemical signals and pressurization

failed to maintain leaf elongation rates [75]. The com-

bination of hydraulic and chemical factors was also

demonstrated by differences in the sensitivity of differ-

ent maize lines under drought to xylem ABA [76].
Nutrients and Root Development

It is well established that plants respond to N and P

deficiencies by increasing RMR due to the functional

equilibrium between the growth of the root and shoot

[24, 77–81]. Crop root systems are plastic and respond

by proliferating roots to exploit patches of nutrients

where the distribution within the soil is uneven [82].

For example, responses to aqueous fertilizer in wheat

have been observed within 24 h of application [83].

Frequently there is a strong association between root

length and P uptake. Root proliferation in P-rich

patches is, therefore, relatively straightforward to inter-

pret in terms of a “foraging” response. The responses of

roots to N- and P-rich patches of soil include prolifer-

ation of laterals and stimulation of nutrient inflow

(uptake rate per unit root length) within the patch

[81]. Nitrate uptake from a N-rich patch may compen-

sate for an uneven supply of nitrate to the whole root

system. Localized N application on barley seminal

root systems promoted the number and extension

rate of both first- and second-order lateral roots [84].

The potential magnitude of the responses to N and P

has been demonstrated in barley by Drew and Saker

[85, 86]. With regard to genetic effects, Zhang and

Forde [87] demonstrated that, in Arabidopsis, the

extension of lateral roots in nitrate-rich patches is

partly under genetic control. Since irrigation and

N fertilizer can cause root proliferation in the surface

soil [47, 88], the distribution of the availability of these
resources earlier in the crop’s growth may alter the

relative distribution of roots with depth (b) at anthesis.
For two barley varieties grown in Mediterranean

field conditions, RMR increased under low N and P

fertilizer supply compared to a control treatment with

ample N and P supply [89]. Herrera et al. [90] in wheat

showed that high N supply increased the number of

roots, and when N was limited root formation ceased

earlier. Barraclough et al. [47] observed an increase in

RMR with low N supply in N x drought field experi-

ments in winter wheat in the UK. N application effects

on SRL are inconsistent, and increases, decreases, or

neutral effects are reported for different species [44, 91].

Field experiments on spring barley and durumwheat in

Jordan showed no consistent response for SRL for three

different levels of N fertilizer [59]. SRL increased with

N application under rain-fed conditions for durum

wheat, but the opposite was found for spring barley.

There appear to be few previous investigations regard-

ing the effects of N fertilization on SRL and its compo-

nents in cereals in field conditions. N application has

been observed to increase mean root diameter in

cereals but to decrease RW:RV [44, 91].

Root Traits and Resource Capture

The primary root traits for improved below-ground

resource capture would appear to be root morphology

(root axis number, rooting depth, rooting length den-

sity), root extension rates, root longevity, and root

function along the length of the root system [9, 92, 93].

Water Capture

The importance of water for plants is unquestionable; it

performs a varied number of physiological and struc-

tural functions. Water constitutes on average 80–90%

of the fresh weight of herbaceous plants providing

a continuous liquid phase in which gases, minerals,

and other solutes enter the cells and move from one

cell to another and within the different plant organs

[94]. Water is a reactant or substrate in most of the

plant’s biochemical reactions (e.g., photosynthesis)

and it maintains the plant turgor essential for cell

growth, enlargement, form and movement of various

plant structures, like the stomata opening [8, 94].

Crop production is closely related to water tran-

spired; therefore, maintaining an uninterrupted supply
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of water to leaves is essential to maximize yields. Water

capture is intimately related with root size, usually

measured, as surface area, volume, or length. According

to the theoretical model of van Noordwijk [95], the rate

of water uptake by the plant is mainly limited by the

transport in the soil toward the root (soil–root inter-

face). Therefore, the density of roots, measured as

length per unit soil volume (root length density –

RLD, cm cm�3), is the most suitable parameter to

describe water uptake by plant roots. Prolific root sys-

tems are more effective at capturing water than sparse

systems, but inter-root competition sets a natural ceil-

ing on optimum RLD in cereals, above which further

increases require excessive roots which do not have

measurable effects on water uptake [95]. Theoretical

calculations predict a critical root length density

(CRLD) of about 1 cm cm�3 for water uptake. This

figure broadly concurs with the values reported for

water uptake of Gregory and Brown [96] and

Barraclough et al. [47] who showed that a RLD of

1 cm cm�3 was associated with the abstraction of all

of the available water by both spring barley and winter

wheat, respectively. However, for upland rice, values of

CRLD between 1.5 and 1.6 cm cm�3 have been reported

[97, 98] and in controlled environment conditions

values as low as 0.30 cm cm�3 [99].

RLD distribution with depth is principally deter-

mined by time for growth (residence times are greater

in the topsoil than the subsoil), soil porosity and

strength, and water availability [20]. Root length den-

sity in wheat is typically below the CRLD of ca. 1 cm

cm�3 at soil depths below ca. 80 cm [18, 21, 36, 100].

A modeling study concluded that distributing roots

relatively deeper in the soil profile and decreasing SRL

would confer greater water capture and yield under low

water availability in wheat [30]. Experimental evidence

also supports the strategy of distributing roots rela-

tively deeper to improve water capture under drought.

Synthetic derivative wheat lines showed increased

water uptake associated with a root system that was

distributed relatively deeper in the soil compared with

recurrent parents [10], and the drought tolerance of

spring wheat SeriM82 was related to its relatively deep

root system compared to the check cultivar Hartog

[101]. Further root traits which could be beneficial in

boosting water capture include enhanced post-anthesis

root longevity and root penetration ability [102],
although there is relatively little information on genetic

variation in these traits in cereals.

In rice under flooded conditions, attempts to opti-

mize the root system through plant breeding methods

must additionally allow for the complicated interplay

between adaptations for internal aeration and those for

efficient nutrient acquisition. A recent model devel-

oped by Kirk [103] provides a coherent representation

of the rice root system in submerged soil and predicted

that a system of coarse, aerenchmymatous primary

roots with gas-impermeable walls conducting O2

down to short, fine, gas-permeable laterals provided

the best compromise between the need for internal

aeration and the need for the largest possible absorbing

surface per unit root mass.
Nutrient Capture

Water and nutrient uptake should really be considered

together since nutrients become less available as the soil

dries. Nitrate is readily leached down the soil profile

and consequently rooting depth is an important attri-

bute for soil N acquisition. For a long time, due to its

high mobility in soil, N supply was considered inde-

pendent of the root system characteristics, assuming

that only mass flow and diffusion were the relevant

mechanisms for the uptake of N by the plant [90].

The role of crop root systems in capturing N is still

a topic of debate. Findings of Robinson et al. [104]

indicated only 4–11% of the total root length is

involved in N uptake. On the other hand, Palta and

Watt [9] demonstrated through 15N labeling experi-

ments onwheat that vigorous root systems captured ca.

60% more N in the top 0.2 m of the soil profile than

non-vigorous root systems. Furthermore, a positive

correlation was found between nitrate and water

uptake and root length density in maize [105–107]

and in several catch crop species [108]. These studies

indicated that greater root length densities are generally

more effective in N acquisition. However, root length is

probably more important for the uptake of relatively

immobile ions such as phosphates [109, 110]. How-

ever, some investigations have found uptake rates of

phosphate, calcium, and potassium from solution are

poorly related to root length [111, 112], possibly

because root length is only significant if the uptake of

these nutrients is limiting [7]. In addition, several
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investigations have shown that nitrate capture depends

on the ability of the root system to respond to spatial

and temporal nitrogen supply [81, 113].

The ability to capture N depends mainly on the

amount of nitrate present in the soil relative to the

morphology of the root system. Nitrate is supplied

to the root system by mass flow (ions carried along in

the transpiration stream) and diffusion (ions moving

down a concentration gradient, either through bulk

soil water or along water films surrounding particles).

About 50% of the N taken up by wheat crops may be

transported by mass flow [16]. As for water uptake,

inter-root competition sets a natural ceiling on opti-

mum RLD in cereals of about 1 cm cm�3 [95]. RLD

distribution with depth is principally determined by

time for growth (residence times are greater in the

topsoil than the subsoil), soil porosity and strength,

and nutrient and water availability [20]. The modeling

study of King et al. [30] concluded that distributing

roots relatively deeper in the soil profile and increasing

SRL would confer greater N capture and yield under

low N availability. The particular properties of each

nutrient in the soil impose different RLD requirements

for effective uptake. For example, due the low mobility

of phosphorous (P) in the soil, a higher RLD of ca.

10 cm cm�3 is required for effective P uptake compared

to water and/or nitrogen [114, 115]. Similar to water

uptake, root traits that could be beneficial in boosting

N capture include enhanced root longevity post-

anthesis and root penetration ability [102], although

there is relatively little information on genetic

variation in these traits in wheat. Barraclough et al.

[47] in N � drought field experiments in winter

wheat in the UK found that water uptake increased

with N due to a higher RLD and higher ground cover

reducing soil evaporation. Positive correlations

between nitrogen capture and RLD have also been

found in maize [106, 107] and durumwheat and barley

[59]. Although higher N supply tends to increases total

RLD and N uptake by the crop, this generally results in

a decrease in N uptake efficiency (crop N uptake/N

available) [116, 117] leading to potentially greater

losses of nitrate to the environment. A recent modeling

exercise suggested that higher RLD and deeper rooting

depths would reduce residual nitrate in high leaching

soils [118]. Forde & Clarkson [119] concluded

that there was no strong evidence for significant
age-dependent changes in capacity of roots to absorb

nitrate or ammonium ions.

Nutrient uptake may also be influenced by root

membrane transporter systems. With regard to

N uptake, recent work in Arabidopsis indicates nitrate

is actively transported across the plasma membranes of

plant cells, but net uptake is a balance between active

influx and passive efflux. Two distinct gene families of

nitrate transporters, NRT1 and NRT2, have been iden-

tified [119–122] in the Arabidopsis genome. Some

members of both NRT1 and NRT2 gene families are

nitrate inducible, and are expressed in the root epider-

mis and in root hairs, and are likely to be responsible

for the uptake of nitrate from the soil (e.g., [123–126]).

There are prospects for transferring this information to

wheat for improving efficiency of N uptake in the long

term if the root screens used for Arabidopsis could be

adapted to the larger and structurally different root sys-

tem of wheat. An extensive review of this area is beyond

the scope of this entry. Fortunately, excellent reviews are

recently available in this topic area [127, 128].

With regard to the carbon costs of roots, it seems

there is likely only a limited capacity to reduce root

partitioning below current values of ca. 10% at anthesis

in cereals in high yield potential ideotypes, due to the

trade-off with water and N capture required for future

biomass gains. However, a deeper relative distribution

of roots while maintaining RMR could comprise part

of an ideotype to maximize yield in future breeding

programs.
Application of Rooting Traits in Breeding for

Tolerance of Abiotic Stresses

Genetic variation in root system size has been widely

reported in grain crops (e.g., [6, 45, 129]), but root

distribution varies strongly with soil characteristics

such as water and nutrient availability and mechanical

impedance [54]. The RMR of wheat or barley is typi-

cally ca. 30% during early vegetative growth decreasing

to ca. 10% by anthesis [18, 96, 130]. Effects of increas-

ing plant height on root partitioning have been studied

using isolines and are generally either neutral or nega-

tive in wheat [22, 130–132].

Breeding cultivars better adapted to particular con-

ditions of drought and/or low nutrient availability will

play a major role for the future of crop production for
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adaptation to climate change. Breeding for more

effective use of water or nutrients while maintaining,

or ideally, increasing yield potential is a difficult task.

It will be important in the most efficient crop systems

to combine optimized agronomy and new cultivars

efficient at acquiring below-ground resources. To

date there are relatively few examples of root morpho-

logical or anatomical traits that have been successfully

selected for crop breeding programs to result in

improved performance. In a recent review on this

topic, Palta and Watt [9] cited five examples of rooting

traits directly related to below-ground resource capture

in breeding, including long root hairs for increased

P uptake in barley [12], reduced xylem vessel diameter

in seminal roots of wheat [13], and increased root

density at depth through faster root extension rate in

wheat [133]. In addition, improved resource capture

has been achieved by alleviating other stresses on

roots, for example, resistance to cereal cyst nematode

in wheat [134]. Another encouraging example of

introgression of rooting traits in crop breeding can be

found in rice. When near isogenic lines (NILs)

obtained through marker-assisted backcrossing for

four QTLs for root length were field-tested, they

outperformed the recurrent parent for yield and bio-

mass [135]. In order to introgress rooting traits into

elite genotypes, it will be necessary to identify genetic

diversity for the key traits as well as developing

methods for rapid high-throughput screening of lines

in breeders trials.

Field phenotypingmethods for roots in cereals were

reviewed by Manske et al. [136] and Polomski and

Kuhn [137], including the use of rhizotrons and assess-

ments of root parameters from soil cores (root washing

and root counts/image analysis). Although several

screening tests have been designed to generate accurate

and robust data from seedling plants grown under

artificial conditions, these phenotypes can rarely be

extrapolated to field conditions because of the pro-

nounced plasticity of root growth and development

processes [138]. Field phenotyping for root traits in

breeding programs is currently infeasible, so genetic

progress will depend on the development of

high-throughput controlled-environment screens or

molecular markers for root traits for marker-assisted

selection (MAS). The use of root-observation cham-

bers and a nondestructive digital imaging technique
offers some promise [139], but may be less suitable

for screening of root traits that are expressed at later

stages of crop development.
Future Directions

The existence of significant genetic variation for

rooting traits has not resulted to date, except for a few

exceptions as mentioned above, in the incorporation of

rooting traits in conventional breeding. Nevertheless,

future genetic progress for resistance to abiotic stresses

should be accelerated by the fact that the genetic con-

trol of rooting traits can now be revealed through the

application of rapidly emerging genetic resources facil-

itating the fine mapping of root QTL. Indeed, the

cloning of the first root QTL is ongoing. However,

successful exploitation of genomics tools and strategies

in plant breeding requires extensive and precise

phenotyping of agronomic traits for breeding materials

and mapping populations. The capacity for precise

phenotyping under reliable conditions probably repre-

sents the most limiting factor for the progress of geno-

mic studies on root traits underlying resilience to

abiotic stresses. There is a need for a high precision

because the differences may be small, and detailed phys-

iological measurements (e.g., of growth rate) are diffi-

cult when a large numbers of genotypes are involved.

Physiological perspectives that require more atten-

tion are analyses to measure the full carbon costs of the

turnover of root material (and therefore of the root

system), which are presently poorly quantified espe-

cially in environments where soil stresses are common.

The role of organic substances in the rhizosphere

secreted by the root that are able to modify the envi-

ronment to secure improved water uptake requires

more attention. Future research should focus on the

importance of root plasticity for nutrient capture

rather than simply measuring the size of the response.

More studies at the plant community level rather than

on single plants are required to translate fundamental

studies on root growth and function to the improved

water and nutrient capture at the crop scale.

Additionally, future work should aim to address the

potential use of marker-assisted backcrossing for root

QTLs and to exploit findings in Arabidopsis where root

screens for mutants have identified genes such as AUX1

and LAX3 that regulate important root architectural
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traits such as lateral root development [140]. There is

a continuing need to integrate “omics” technologies

with plant physiology, agronomy, breeding, and disci-

plines related to the rhizosphere. In the future to meet

the challenge of raising biomass and yield potential as

well as improving resilience to abiotic stresses it will be

crucial that new root research fosters collaborations

between breeders, geneticists, physiologists, crop phys-

iologists, and soil scientists (among others) to translate

the genetic data generated from the new genomics

resources into improved crop performance.
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Glossary

Algae A group of autotrophic organisms, containing

chlorophyll a and sometimes other accessory pig-

ments, which are able to convert solar energy into

chemical energy via photosynthesis.

Aquaculture The farming of autotrophic and hetero-

trophic organisms in aquatic systems.

Bioextraction An environmental management strat-

egy by which nutrients are removed from an

aquatic ecosystem through the harvest of enhanced

biological production, including the aquaculture

of suspension-feeding shellfish and/or marine

macroalgae.

Ecosystem Is the grouping of all living organisms

occupying a particular unit of space and interacting

with each other and their environment.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
EPA Eicosapentaenoic acid is an omega-3 polyunsat-

urated fatty acid, sometimes presented with the

chemical notation 20:5(n-3).

HDL High-density lipoprotein; composed of a high

proportion of protein and relatively little choles-

terol; high levels of HDL are thought to be associ-

ated with a decreased risk of coronary heart disease

and atherosclerosis.

Heteromorphic life histories Life histories in which

there are clear morphological differences between

the different stages of the life cycle, i.e., individuals

of the sporophyte and gametophyte stages are mor-

phologically different and distinguishable. In some

cases, such as the genus Porphyra and members of

the kelps, there are macroscopic and microscopic

stages alternating life cycle phases.

IMTA Integrated Multi-Trophic Aquaculture is a form

of aquaculture in which organisms from different

trophic levels, with complementary resource needs,

are produced in the same system. Typically, these

aquaculture systems integrate the production of a

fed organism, such as fish or shrimp, with that of

extractive organic aquaculture such as shellfish and

the extractive inorganic aquaculture of seaweed.

Isomorphic life histories Life histories in which

there are no distinguishing morphological differ-

ences between the different stages of the life cycle,

i.e., the individuals of the sporophyte (diploid, 2n)

and gametophyte (haploid, n) stages are morpho-

logically identical and can be distinguished only

when their respective, characteristic reproductive

structures are present, e.g., Chondrus crispus and

Palmaria palmata.

LDL Low-density lipoprotein; a lipoprotein that

transports cholesterol in the blood, composed of

a moderate amount of protein and a large amount

of cholesterol; high levels of LDL are thought to be

associated with an increased risk of coronary heart

disease and atherosclerosis.

Macroalgae A group of macroscopic algae of which at

least one part of their life history is multicellular

and visible with unaided eye.

Mariculture Farming of autotrophic and heterotrophic

organisms in marine systems, i.e., using seawater.

Polysaccharides Complex structural polymers. They

have a structural function in the alga but may be
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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extracted industrially to provide a range of poly-

saccharides used for their rheological properties,

e.g., agar, carrageenan, and alginic acid.

Seaweed A group of macroscopic, marine autotrophic

algae.

Sea-vegetables A group of macroscopic, marine auto-

trophic algae, also called seaweeds, seaplants, or

macroalgae; they may be used as vegetables for

human consumption or raw materials for a range

of industrial, commercially important extracts such

as bioactives or polysaccharides.
Definition of the Subject and Its Importance

The production of seaweeds for human foods in land-

based aquaculture, is an activity poorly presented by

the scientific community. Of the thousands of seaweed

species identified, a remarkably small subset is actually

farmed in the marine environment (i.e., open water)

and even fewer are grown in land-based aquaculture

systems. Of those that are used in land-based systems,

most are monocultures grown for specific high value

uses. For instance, C. crispus, P. palmata, and

Saccharina latissima are grown for human consump-

tion; Chondrocanthus and the “Trailiella” stage of

Bonnemaisonia/Asparagopsis for the cosmetic industry;

and Gracilaria spp., Palmaria and Ulva spp. as feed for

abalone). Given the many centuries history of terres-

trial production of land plants for human and animal

feed crops and the tremendous efforts given over to

the selection and crossbreeding of these plants, by

contrast, selection and improvement of seaweed crops

is very much in its infancy. Even more so, of all the

relatively small number of seaweeds which are domes-

ticated for open water cultivation, even fewer species

have actually been tested in land-based culture systems.

This is in part due to the lack of reliable, domesticated

species and their selected strains suitable for the rigors

of on-land cultivation, and in part due to the complex-

ities of life histories and the lack of understanding of

the environmental regulation of growth. There is,

therefore, a need to test other species since open water

systems may not be appropriate for niche cultivation

applications. The historical development of open water

cultivation and multi-species pond cultivation may

have originated in Asia (for discussion and references

see later section); however, modern land-based
aquaculture of seaweeds began with the work of John

Ryther at Woods Hole Oceanographic Institute

(WHOI) in the late 1960s through the mid-1970s [1].

Land-based Integrated Multi-Trophic Aquaculture sys-

tems (IMTA) may contribute to the development of

sustainable fed aquaculture systems by minimizing

environmental impacts (i.e., removing excess dissolved

inorganic nutrients, dissolved organic matter (DOM),

and particulate organic matter (POM). Furthermore,

while the systems may yet have to be optimized geo-

graphically and in relation to the species utilized, the

controlled production of seaweed biomass in these

systems may offer a reliable and safe source of food or

ingredients for human consumption, fish feeds, as well

as a source of valuable compounds for biotechnological

applications. As a special focus, this entry will discuss

the importance of land-based seaweed aquaculture

systems and their global utilization.
Introduction

Seaweed is a popular term used to collectively describe

marine macroalgae. Among this large and diverse

assemblage of photosynthetic marine organisms are

a number of species with a varied array of uses; when

used for human consumption, they are more popularly

known as “sea-vegetables.” This collective of conve-

nience includes the macroscopic, multicellular, red,

green, and brown algae [2]. Seaweeds are often abun-

dant and predominantly found in the near-shore

marine ecosystems in all the oceans of the world. As

a result of their diverse intercellular compounds

including alginic acid, carrageenans, and agar, seaweeds

have very important industrial applications [3, 4].

Being important primary producers in marine ecosys-

tems, macroalgae are an integral component of near-

shore environment and form a fundamental part of the

basis of the photosynthetic food chains, playing a role

similar to that of terrestrial plants [5]. In these natural

environments, seaweeds often perform a large number

of ecosystem services [6] (e.g., nurseries, nutrient

cycling, and reduction of coastal erosion among

others), which are neither fully costed nor often

appreciated by the public or users of the marine

environment. Humans have wild harvested (sometimes

called “wild crafting”) and cultivated seaweeds for

several centuries for animal and human consumption
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as well as other applications including valuable

sources of phycocolloids and most recently, researched

as feedstock for biofuels and carbon sequestration

[7–11].

Some seaweeds may attain lengths exceeding 90 m

or more (e.g., the kelp Macrocystis pyrifera), while

others may grow only a few centimeters per year.

Many seaweeds have isomorphic life cycles

(e.g., C. crispus, P. palmata, where the gametophyte

and sporophyte generations are morphologically simi-

lar), while others have heteromorphic life histories

(e.g., the genus Porphyra and many species of brown

algae including the kelps, where the generations are

morphologically distinct). The morphology of various

seaweeds may include multicellular, highly differenti-

ated kelp with their organs such as blades, complex

stipes, and their anchoring structure referred to as

haptera. Other multicellular seaweeds may be small

and bushy with flat or cylindrical axes (Gracilaria),

while others may form sheet-like specimens of one or

two layers of cells thickness (Porphyra, Ulva,

Monostroma). Some macroalgae may be encrusting

forms, while yet others may have the ability to precip-

itate calcium carbonate to varying degrees and be

lightly calcified yet remain flexible (e.g., Padina)

or fully calcareous and occur as prostrate crusts

(e.g., Lithothamnion, Phymatolithon) or fully articu-

lated, e.g., many coralline species such as Corallina

and Jania.

This entry will discuss the advantages for land-based

aquaculture of seaweeds for human foods and animal

consumption. The first section gives a brief introduction

to seaweed uses, both past and present, followed by an

introduction as to how seaweed aquaculture has been

practiced more recently. Section “Introduction of the

IMTA Concept” briefly explains the concept of inte-

grated multi-trophic aquaculture (IMTA), since this

can also be an integral component of land-based sea-

weed aquaculture systems. Section “Physiological

Considerations for the Production of Seaweeds in

Land-Based Cultivation Systems” presents some of

the particularities of intensive, land-based seaweed

production, which make it different from the more

common extensive, open water seaweed mariculture.

Section “Examples of Successful On-Land Cultivation

Enterprises” presents success stories of land-based

seaweed aquaculture. The entry concludes with
a discussion of the potential impacts of the develop-

ment of land-based seaweed aquaculture as well

as future directions and perspectives of research in

this area.
Past and Present Uses of Seaweeds

Seaweeds have been used in the human diet since ancient

times. Although Asian food culture has seen the most

prominent use of seaweed for direct human consump-

tion, there is also recent evidence of the use of seaweeds

by prehistoric humans, in other parts of the world.

Dillehay et al. [12], in an archeological study conducted

in Monte Verde, southern Chile, identified remains of

nine species of marine algae, including Durvillaea ant-

arctica (“cochayuyo”), Porphyra sp. (“luche”),

Gracilaria sp. (“pelillo”), and Sargassum sp. These

authors also suggest that some algae may have been

burned, suggesting that they had been dried to facilitate

transportation and/or storage, or were even cooked

and could have been used for their medicinal proper-

ties as well. Erlandson et al. [13] discussed the cold

water, coastal fringing kelp beds on the Pacific Coast

of the Americas as being a route, or a “highway,” by

which early travelers made their way in northerly and

southerly migrations. In Asian and Pacific Island coun-

tries, the tradition is to consume seaweeds as raw or

cooked sea vegetables [14–16]. In Western countries,

the principal use of seaweeds has been as a source of

phycocolloids (alginate, carrageenan, and agar) which

are structural, thickening, and gelling agents for vari-

ous industrial applications, including uses in textile,

paper, food, toothpastes, shampoos, cosmetics, and

pharmaceutical industries [3, 4].

There is presently an increasing interest by the

general public regarding the impacts of the human

diet in general health and the potential health benefits

in the consumption of selective seaweeds in a varied

human diet. In fact, the physiological or pharmacolog-

ical functions of food factors were classified as the third

function of food in addition to the nutritional and

sensory roles as the primary and secondary function,

respectively [17, 18]. Among the bioactive compounds

known to have an impact in the human health,

there are those described as prebiotic functional ingre-

dients. These are defined as nondigestible, selectively

fermented compounds that stimulate the growth



Seaweed Aquaculture for Human Foods in Land-Based and IMTA Systems. Table 1 Some examples of seaweeds with

their functional ingredients and possible effects on human health (Adapted from Plaza et al. [20]; Kumar et al. [21],

Bocanegra et al. [22])

Seaweed Functional ingredient Possible health benefits

Sargassum vulgare (B) Alginic acid, xylofucans Antiviral activity

Himanthalia elongata (B) PUFAs Reduce risk of certain heart diseases

a-Tocoferol Antioxidant activity

Sterols Reduce total and LDL cholesterol

Soluble fiber Reduce total and LDL cholesterol

U. pinnatifida (B) PUFAs Reduce risk of certain heart diseases

Sterols Reduce total and LDL cholesterol

Soluble fiber Reduce total and LDL cholesterol

Folates Reduce risk of certain types of cancer

Sulfated polysaccharides Antiviral activity

Fucoxanthin Preventive effect on cerebrovascular diseases; Increase
the metabolism

Porphyra spp. (R) PUFAs Reduce risk of certain heart diseases

Sterols Reduce total and LDL cholesterol

Soluble fiber Reduce total and LDL cholesterol

C. crispus (B) PUFAs (n-3) fatty acids Reduce risk of certain heart diseases

Sterols Reduce total and LDL cholesterol

Soluble fiber Reduce total and LDL cholesterol

Cystoseira spp. (B) Terpenes Valuable curative properties

Sterols Reduce total and LDL cholesterol

Sulfated polysaccharides Regulate the bioactivity of growth factors and cytokines

Ulva spp. (G) Sterols Reduce total and LDL cholesterol

Grateloupia filicina (R) “methanolic extract” Antioxidant activity

Brown algae (non specified) Phlorotannins Detoxification of heavy metals; antibacterial effects

Fucoidan Anti-inflammatory, anticoagulant

Colpomenia sinuosa (B) Fatty acid profile (o-3) Increase HDL cholesterol

Hypnea charoides (R) Fatty acid profile (o-3) Decreased LDL cholesterol

A. nodosum (B) Sodium-binding fiber Antihypertensive effects

R red, B brown, G green seaweed
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and/or activity of beneficial gut microbiota which, in

turn, confer health benefits on the host [19].

Due to their varied nutritional properties, seaweeds

are the subject of research seeking new, natural sources

of functional ingredients for food. Table 1 presents
a summary of that information [20–22]. Porphyra, for

instance, contains high levels of protein (25–50%),

vitamins (higher vitamin C than in oranges), trace

minerals, and dietary fibers [23]. This alga contains

nearly 17 types of free amino acids, including taurine
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which controls blood cholesterol levels and is thought

to prevent obesity [24, 25]. Several reviews have been

published outlining the nutritional properties of sea-

weeds (e.g., [21, 22, 26]), the most recent of which

include the comprehensive review of Holdt and Kraan

[27] and another on antioxidants from macroalgae by

Cornish and Garbary [28]. The review of Holdt and

Kraan [27] is particularly valuable since it also details

the regulatory environment affecting marketing and

use of active compounds from seaweeds in human

applications. On the other hand, Cornish and Garbary

[28] consider the application of seaweed antioxidants

in foods, food supplements, nutraceuticals, and medi-

cine from the perspective of benefits to human health.

The review provides examples not only from labora-

tory studies but also from clinical trials where antiox-

idants derived from seaweeds may provide major

health benefits that warrant subsequent investigative

studies and possible utilization. Furthermore, those

authors advocate that the direct consumption of sea-

weed products for their antioxidant composition alone

provides a useful alternative to nonnatural substances,

while simultaneously providing worthwhile nutritional

benefits. Finally, the review byCornish andGarbay [28]

includes a comprehensive listing of algal species evalu-

ated for antioxidant activity and potential applications

of detected compounds.

Burtin [26] elaborates upon the nutritional value of

seaweeds as they are rich in polysaccharides and dietary

fibers, minerals, proteins and amino acids, lipids and

fatty acids, and micronutrients such as vitamins (vita-

min B12, C, and E) and polyphenols (phlorotannins).

This author concludes that from a nutritional stand-

point, the main beneficial properties of seaweeds are

their high mineral (iodine, calcium) and soluble die-

tary fiber contents, the occurrence of vitamin B12 and

specific components such as fucoxanthin, fucosterol,

and phlorotannins. Burtin also states that seaweeds can

be regarded as an underexploited source of health-

promoting molecules for food processing and the

increasingly important nutraceutical industries [26].

Kumar et al. [21] reviewed the presence and value of

various bioactive substances which may be derived

from certain seaweeds, namely, polysaccharides and

related compounds; proteins and related substances;

lipids and related compounds; minerals; vitamins and

antioxidant compounds. These authors concluded that
seaweeds are a low calorie food source, particularly

from the nutritional point of view, since they have

high concentrations of certain minerals, vitamins, pro-

teins, and indigestible carbohydrates. Seaweeds also

have low lipid content, but the lipids present are of

a high quality in terms of their nutritional value. In

fact, Blouin et al. [29] suggested that native, Atlantic

species of Porphyra such as Porphyra amplissima and

Porphyra umbilicalis have potential in foods for North

American consumers. They analyzed the fatty acid

content of freshly collected P. umbilicalis and reported

that eicosapentaenoic acid [EPA; 20:5 (n-3)] and

palmitic acid were the most common fatty acids.

Those authors reported that the concentration of fatty

acids found in wild collected P. umbilicalis (i.e., 3.2 mg

EPA g dry wt�1 or 74 mg EPA 100 g fresh wt�1) was not

high enough to make this a primary source of daily

omega-3 fatty acids, but the favorable n-3/n-6 ratio

(2–3:1) in these species constituted an interesting

nutritional value. In their review, Kumar et al. [21]

concluded that the quality of protein and lipids in

seaweeds generally is as acceptable as those present in

other dietary vegetables due to high content of essential

amino acids and relatively higher levels of unsaturated

fatty acids. Furthermore, all of these authors suggested

that seaweeds exhibit antioxidant, antimutagenic, anti-

coagulant, anticancer, and antitumor activity. In many

cases, these properties were actually tested and proved

in vivo and in vitro, as follows. Zhang et al. [30] showed

that a sulfated polysaccharide fraction from Porphyra

haitanensis could be used to compensate the decline in

total antioxidant capacity and activities of antioxidant

enzymes. The implications of these findings are that

seaweeds and their extracts might play a role in

retarding the aging process. In addition, unprocessed

powder from the brown seaweed Fucus vesiculosus has

proven to have strong antioxidant capacities [31]. The

authors concluded that the polyphenol (phlorotannin)

content of F. vesiculosus seemed to provide the main

antioxidant properties. Other research using polysac-

charides extracted from Porphyra yezoensis demon-

strated anticoagulant [32] and immune-stimulating

activities [33, 34]. Saito et al. [34] showed that Porphyra

peptides induced a significant reduction in the blood

pressure of hypertensive human patients. Various

fucoidans, common sulfated polysaccharides of various

commercially important brown algae, have been tested
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in several studies in rats and in humans, showing

beneficial effects as an anticoagulant, antithrombotic,

antiviral, and anticancer agent ([35, 36]; see also www.

marinova.com). Anticancer properties of seaweeds are

also reported in the studies of Teas et al. [37] and

Yang et al. [38] among others. In particular, the results

of Teas et al. [37] suggested that a diet containing

5% brown seaweed (i.e., Laminaria) was effective

in delaying the time for chemically induced tumor

development in rats. In turn, Yang et al. [38] investi-

gated the association between the intake of Porphyra

(red seaweed) and Undaria (brown seaweed) and the

risk of breast cancer, in a case-control study. The

authors concluded that the consumption of Undaria

pinnatifida did not have any significant associations

with the disease but the results also suggested that

high intake of Porphyra may decrease the risk of breast

cancer.

Bocanegra et al. [22] reviewed the major physico-

chemical properties of seaweed fiber, the nutritional

properties of the seaweed, and their value as functional

foods. In terms of physicochemical properties of the

fiber, the authors highlighted the hydration properties

and viscosity, the oil retention and fat absorption, the

fermentability, and binding capacity (cation-exchange

capacity responsible for heavy metal biosorption).

As for the nutritional properties of the seaweed,

Bocanegra et al. [22] pointed to numerous studies

that demonstrated the chemical and nutritional impor-

tance of the seaweed, namely in relation to bioavail-

ability, effect on growth and body weight, effects on

digestion, excretion and gastrointestinal functions,

effects on lowering cholesterol and blood pressure,

antioxidant activities and effects on glucose metabo-

lism. Those authors concluded, however, that although

some antioxidant compounds are present in algae,

other compounds that are also present, such as the

arsenic (As), can induce a poor endogenous antioxi-

dant status. Therefore, the use of marine algae in herbal

medications or excessive consumption of some of

these organisms requires some caution. As with all

things, seaweeds should be consumed in moderation

as part of a well-balanced diet. Bocanegra et al. [22] also

highlighted that, at that point there were no data avail-

able on the changes that cooking (e.g., microwave oven,

traditional oven, frying, boiling, etc.) might impact on

the properties of algal constituents. It is clear that much
more work remains to fully realize the full nutritional

and health-promoting potential of the consumption of

seaweeds. These authors also illustrated that although

numerous beneficial health properties can be attrib-

uted to seaweed components and extracts, robust stud-

ies of potential functional foods containing seaweeds

have yet to be carried out, namely, the determination of

different matrices affecting their technological and

nutritional properties. The points raised by Holdt and

Kraan [27], regarding the requirements of various

food regulatory agencies, particularly with regard to

novel foods and ingredients, should also be carefully

considered.

As marine organisms with unique structural and

biochemical compositions, seaweeds could be respon-

sibly exploited for their multifunctional properties in

the form of food, energy, medicine and cosmetics, and

as biotechnological tools. In recent times, the use of

seaweeds in a wide variety of biotechnological applica-

tions has become more common. Sahoo et al. [39] and

Gantt et al. [40] pointed out the advantages of the

use of Porphyra as a model organism for both applied

and basic research. In fact, part of the genome of

P. umbilicalis and the transcriptome of Porphyra

purpurea have been recently released by the Joint

Genome Institute (U.S. Department of Energy, www.

jgi.doe.gov/genome-projects/ Program CSP2008; see

also www.porphyra.org) and made available to the

public. The aforementioned authors specifically point

to the possibility of establishing several pure lines. In

particular, the small genome size, which is estimated to

be 2.6 � 108 base pairs consisting of three chromo-

somes and also the short generation time (1–3 months)

of the alga are suitable traits for genetic analysis. The

“Porphyra Genome” project, currently underway, will

be one of the first to sequence the full genome of

a multicellular red seaweed species and provide valu-

able information for biotechnological applications

[40]. Other macroalgal genome projects include that

of C. crispus, likely to be published in early 2011 (Jonas

Collén, personal communication) and Ectocarpus

[102]. As has been experienced with microalgal

research (see [41, 42] and references therein), such

major advances allow for rapid implementation of

genetic engineering techniques that may modify sea-

weeds, thereby increasing their biotechnology applica-

tions. Some caution however needs to be applied to

http://www.marinova.com
http://www.marinova.com
http://www.jgi.doe.gov/genome-projects/
http://www.jgi.doe.gov/genome-projects/
http://www.porphyra.org
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applications of such techniques. Should these “modi-

fied” seaweeds be destined for food or food products,

then the necessity to label them as GMO (genetically

modified organisms) sources would actually reduce

their market acceptance, particularly in Europe and

even increasingly in North America.
Seaweed Aquaculture

The largest database reference for seaweed taxonomy

(www.algaebase.org) currently has over 10,000

macroalgal species listed, the majority being seaweeds

[43]. Despite the variety of life forms and the many

thousands of seaweed species, seaweed aquaculture is

presently based upon a relatively very small group of

less than 100 species worldwide [7]. In fact, only five

to seven genera alone (i.e., Laminaria/Saccharina,

Undaria, Porphyra, Eucheuma/Kappaphycus and

Gracilaria) account for about 83% of the world sea-

weed production (Table 2). The basic cultivation tech-

niques of these genera are described in Yarish and

Pereira [7] and Pereira and Yarish [44] and the refer-

ences therein.

The use of seaweeds for food has strong roots in

Asian countries such as China, Japan, and the Republic

of Korea. For that reason, these are the primary areas

where seaweed aquaculture was first developed and,

furthermore, the species of seaweed most cultivated

are the ones commonly found from those shores.

Tseng [46] defined the commercial cultivation of sea-

weeds as: “the large scale production of macroscopic

marine algae for commercial purposes.” Doty [47]

applied the term “marine agronomy” to define seaweed
Seaweed Aquaculture for Human Foods in Land-Based and

production and value in 2008, according to FAO 2010 [45]

Genera Production (metric tons

Laminaria (=Saccharina) 4,765,076

Eucheuma/Kappaphycus 3,551,273

Undaria 1,755,913

Porphyra 1,389,360

Gracilaria 1,418,986

Others 2,661,054
cultivation as a type of agricultural practice carried out

in the sea.

Despite this analogy, marine agronomy is an activ-

ity in its infancy, when compared to the traditional

terrestrial agronomy, with obvious differences when

we compare the developmental status of both activities.

While the origin of marine agronomy can be traced

back to approximately 200 years ago, the birth of agri-

culture is still subject of debate among anthropologists

but is thought to have happened approximately

10,000–12,000 years ago [48, 49]. In fact, the presently

cultivated seaweeds were selected from local flora

(i.e., from the wild) and limited “selection and breed-

ing” techniques have been applied to develop domes-

ticated strains, especially when compared to the efforts

placed on staple terrestrial crops such as rice, potatoes,

wheat, etc. For the latter, agronomic institutions have

developed on various continents, which have special-

ized in their breeding, selection, and improvement,

sometimes even using genetic manipulation.

In China, more than 200 years ago, the first

methods to manage a seaweed crop, a species of the

red marine alga Porphyra, consisted of simply cleaning

rocky areas in early autumn. This was done just before

the mass liberation of algal reproductive spores, so that

they had more surface area for attachment and growth

[50]. In Japan, a similar approach consisted of inserting

bundles of bamboo twigs into sandy/muddy substrata

before the spore release season. Net cultivation

methods for mass production of “laver” were only

introduced in the 1920s, resulting in some increase in

productivity but still reliant on the collection of spores

released from natural populations [46]. However, the
IMTA Systems. Table 2 Main seaweed aquaculture

)

Value

(*1,000 USD) USD/ton

2,835,558 595

563,146 159

749,213 427

1,345,414 968

600,223 423

1,262,018 474

http://www.algaebase.org
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substantive development of the aquaculture of this

genus came with the description of the life cycle of

P. umbilicalis by Katherine Drew (Baker), in 1949

[51]. Drew established that the filamentous red alga,

“Conchocelis rosea,” until then considered as a

completely separate entity, was in fact the sporophyte

phase of the life cycle Porphyra. This finding, together

with subsequent research [51–54], allowed for the

development of methods which could control the life

cycle and also the artificial production and collection

of spores. These were monumental findings allowing

the aquaculture of Porphyra to move into a completely

different phase of technological developments. Modern

commercial cultivation methods were established in

the 1960s which led to the very pronounced expansion

of cultivation activities and economic development.

China is currently the largest global producer of

Porphyra, with more than 800,000 t, fresh weight, pro-

duced in 2008, followed by Japan – 337,000 t and the

Republic of Korea – 224,000 t [45].

The brown, kelp species, Saccharina japonica

(formerly known as Laminaria japonica), is presently

the largest single species produced in aquaculture. It is

grown as a monoculture and the volumes of production

exceed any other marine species, including fish, crusta-

cea, and molluscs. More than three million tons fresh

weight (FW) are reported to be cultivated on ropes in

open coastal waters. The cultivation of Saccharina was

developed mainly during the second half of the twen-

tieth century, initially using a stone planting technique.

Since 1968, a method called “forced cultivation” led to

a reduction of the previous 2-year cycle of production

to 1 year; the shift to modern methods allowed for

a tremendous increase in productivity and commer-

cialization of the kelp and its products [46, 55].

The commercial cultivation of all other seaweed

species is even more recent than that of Porphyra and

Saccharina. For instance, the cultivation of the red alga

Gracilaria probably began as recently as 1967 in Taiwan

[46]. Seaweed aquaculture or marine agronomy is,

therefore, an activity still in its relative infancy, especially

when compared to traditional, terrestrial agriculture.

Despite being a recently developed activity, when

compared with the traditional land agriculture sector,

seaweed aquaculture has been developing steadily.

According to the latest production data from FAO

[45], in 2008, total seaweed aquaculture production
was more than 15 million tons FW (fresh weight),

valued at more than seven billion USD. This corre-

sponds to 23% of the world’s aquaculture production

and approximately 7% of its global value. Besides the

undeniable economic value of the biomass, seaweed

aquaculture is nowadays also increasingly recognized

for the significant ecosystems services it provides,

namely through its extractive process of nutrient

removal [56–58]. Chopin et al. [59] argued that evolv-

ing aquaculture practices will require a conceptual shift

toward understanding the working of food production

networks as opposed to simplistic and narrow focus on

technological solutions. One of the innovative solu-

tions promoted for environmental sustainability, as

well as for economic stability and societal acceptability,

is the system coined “IMTA” (or Integrated

Multi-Trophic Aquaculture), which will be discussed

in more detail in the next section.
Introduction of the IMTA Concept

In western countries, an interest in integrated aquacul-

ture began toward the end of the twentieth century.

After the initial work of Ryther et al. [1], interest in

using algae as nutrient scrubbers in an integrated aqua-

culture system was renewed by a group of like-minded

scientists including: Fujita et al. [60], Kautsky and

Folke [61], Neori et al. [62], Krom et al. [63],

Buschmann [64], Sphigel and Neori [65], Troell et al.

[66], Chopin and Yarish [67], Neori and Shpigel [68],

Yarish et al. [69], Chopin et al. [70] and Neori et al.

[71], among others. In the last decade particularly,

numerous papers continued to establish that the con-

cept and implementation of Integrated Multi-Trophic

Aquaculture (sensu [56, 71–73]) was and will increas-

ingly be of paramount importance for the sustainable

development of aquaculture. The advantages are not

just important for a sustainable environment, as

evidenced by Matos et al. [74], Msuya and Neori [75]

and Abreu et al. [76], but also economic, as shown by

Troell et al. [77], Whitmarsh et al. [78], Robertson-

Andersson [79], Robertson-Andersson et al. [80], and

Nobre et al. [58].

The over-riding principle is that in IMTA systems

the “wastes” or by-products of animal (fed) aquacul-

ture are used as nutrient source for growth and devel-

opment of the other trophic component of the system,
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such as macroalgae or other extractive, filter or detrital

feeding organisms (e.g., bivalves, sea cucumbers,

marine worms). The practical result is an added pro-

duction of biomass which may have a direct economic

value in addition to the ecosystem services which are

provided by the extractive organisms. At the same time,

the concentric alignment of the trophic levels provides

substantial reduction of the load of inorganic nutrients

in the effluents from intensive aquaculture systems,

which in themselves can constitute a potential ecolog-

ical problem leading to coastal eutrophication and

harmful algal blooms (HABs).

Integrated mariculture has been practiced tradi-

tionally, although not necessarily intentionally, in

China, Japan, and South Korea, where farms of fish

net pens, shellfish, and seaweed have been situated in

close proximity to one another [71, 81]. The arrange-

ments and ultimate optimal integration of the trophic

elements were largely achieved through trial and error

and, as a consequence, traditional information regard-

ing quantification and design has seldom been

published (e.g., [82–84]). Nevertheless, in Asian coun-

tries, macroalgae are naturally considered as nutrient

removers. For instance, the production of S. japonica

(the Japanese kelp) was estimated as 4.765 million tons

in 2008 [45]. Considering a very conservative

N content of 2.79% DW (dry weight) and a wet to

dry ratio of 5:1 [85], it can be estimated that approxi-

mately 5.58 kg of N are removed from the water with

every ton FW of Saccharina produced. Therefore, the

annual production of S. japonica removed approxi-

mately 26,588 metric tons of N from the surrounding

seawater in 2008. In contrast, production of Porphyra

and Gracilaria, while lower biomass volumes were pro-

duced, their N tissue content can exceed 7% DW for

Porphyra [86] and 8% DW for Gracilaria [76].

On a global scale, the aquaculture of extractive

organisms (e.g., seaweeds and shellfish) already

removes a significant fraction of nutrients from the

oceans [87]. According to Troell et al. [88], the harvests

of those organisms already extract roughly 150,000

metric tons of N. However, as those authors also note,

extractive and fed aquaculture are very often separated

geographically, rarely balancing each other on

a regional or local scale. An environmentally sustain-

able, balanced integrated aquaculture operation creates

a mini-ecosystem in which the plant autotrophy
balances the animal and microbial heterotrophy, not

only in terms of nutrient removal (particularly C, N,

and P) but also with respect to oxygen, pH, and carbon

dioxide [87, 89]. It is unfortunate that, to date, there

are only a few demonstration IMTA systems, in part

due to the seasonality of the extractive seaweeds and the

lack of “seed-stock.” For instance, kelps for extraction

of nutrients are only present for part of the cycle. The

efficiency of dissolved nutrient removal will improve as

alternation of extractive crop species is more clearly

understood and refined.

As mentioned in the previous section, seaweed pro-

duction is presently also recognized for its “ecosystem

services” (see http://www.longislandsoundstudy.net/

issues-actions/water-quality/nutrient-bioextraction/).

Among these ecosystems services, the bioextraction

capacity (through which the removal of biomass

removes nutrients from the ecosystem) can be key for

urban waterways that are not degraded by industrial

pollution or don’t have restrictions because they are

away from sewage treatment facilities. However, as

pointed out by Chopin et al. [59], these ecosystems

services [90] have an economic benefit that is often

ignored both by the industry and the regulators.

A recent book sponsored by the World Conservation

Monitoring Centre, in its chapter about Marine Sys-

tems, says very little about the role and direct economic

value of algae in Marine Ecosystems [91]. Chopin et al.

[59] argued that to improve the sustainability of

anthropogenically derived nutrient-loading practices

such as aquaculture, incentives such as nutrient trading

credits (NTCs) are required. This would promote

nutrient load reduction or nutrient recovery via

a “polluter must pay” principle. The question can be

posed that if carbon credits are now part of the inter-

nalized costs of some industries, why can the same

process not be applied to nitrogen (N) and phosphorus

(P), released through fed aquaculture, or point source

pollution in the coastal marine environment.

Neglecting the release of such nutrients in the marine

environment can have quite striking consequences

such as recently, when N released was associated with

eutrophication of coastal waters resulting in massive

algal blooms or “green tides” (see [92]). Also P has been

discussed as “the next chemical element in global short

supply”; therefore, its recovery makes considerable eco-

nomic and ecological sense [93]. The land-based

http://www.longislandsoundstudy.net/issues-actions/water-quality/nutrient-bioextraction/
http://www.longislandsoundstudy.net/issues-actions/water-quality/nutrient-bioextraction/
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cultivation of seaweeds, particularly as part of an IMTA

system, may also play an important role on the future

recovery of these nutrient wastes.

A particularly interesting initiative, regarding the

promotion of IMTA at a national level, was reported by

the Australian government under the auspices of the

Rural Industries Research and Development Corpora-

tion (RIRDC; [94]). The objective of that report was to

clearly identify the potential for seaweeds to be cultured

in Australia for domestic and export markets. The report

identified an enormous potential for growth and devel-

opment of this activity and defined that targeted markets

should include the food and nutritional sectors. The

associated health benefits of human consumption of

a variety of seaweeds were also indicated in the report.

Following this initiative, the Australian RIRDC

moved to support the formation of “Seaweed

Australia” – a new organization for the emerging culti-

vated seaweed industry in that country. Under that

context, a new report was prepared [95] to assist all

industry and research groups involved in the production,

processing, and marketing of seaweed products in a

broad range of industries including health and

nutrition, aquaculture, animal feeds, nutraceuticals,

and pharmaceuticals. The report is the result not just of

desktop research but of a series of meetings, workshops,

and other forms of extensive consultation of the different

stakeholders (for instance, industry and researchers).

The conclusions include a clear identification of the

priorities for the development of the cultivated seaweed

industry in Australia in terms of: market focus; market

research; higher value products; regulatory issues, and

industry research.
Physiological Considerations for the Production

of Seaweeds in Land-Based Cultivation

Systems

The physicochemical parameters that affect seaweed

physiology in land-based systems are essentially the

same as those that affect these organisms in natural

populations and in open water aquaculture systems.

Factors such as temperature, light and nutrient avail-

ability, pH and salinity are always critical for seaweed

growth. The work of Craigie and Shacklock in particu-

lar was essential for the development of the cultivation

of the red seaweed, Irish Moss (C. crispus) and that
information is a primer for any land-based seaweed

aquaculture facility [96]. These authors described the

importance of appropriate site selection as a funda-

mental requirement for the success of any aquaculture

undertaking. Craigie and Shacklock [96] confirmed

that seawater in the vicinity of the potential site must

be of the highest quality, i.e., low sediment and partic-

ulate matter, free of agricultural runoff and pollutants

from other activities such as industrial, mining, and

urban sources. The authors also briefly presented the

requirements of the target cultivated species in terms of

temperature, pH, salinity, nutrient requirements (i.e.,

carbon and nitrogen supply), seawater exchange, plant

agitation, and interactions with other species. All of

this information was the result of integrated basic

research conducted for each one of those factors.

The traditional phycological literature, from the

past 3–4 decades, contains considerable fundamental

research on the physiology of seaweeds in general.

However, this research was mainly conducted under

laboratory conditions and much less practical work

was undertaken in tank systems at scales relevant for

economically viable commercial purposes. As with

many other organisms, different algal species have

different physiological requirements and optima [97].

As pointed out by Troell et al. [88], after reviewing

28 studies on various IMTA systems, where the major-

ity included tank systems, there is a need to:

1. Understand in detail the important biological/

biochemical processes in closed recirculating and

open seaweed culture systems

2. Conduct research into these advanced aquaculture

technologies at scales relevant to commercial

implementation or suitable for extrapolation

3. Broaden the focus to include factors affecting sea-

weed growth and uptake capacity

4. Improve experimental design for statistical

calculations

5. Understand the temporal variability in seaweed-

filtered mariculture systems

6. Define numerical design parameters critical for

engineers in designing commercial recirculation

systems with seaweed filters

7. Study the influences of location-specific parame-

ters, such as latitude, climate, and local seaweed

strains/species, on seaweed filter performance



Seaweed Aquaculture for Human Foods in Land-Based

and IMTA Systems. Figure 1

Aspect of the seaweed tank system as part of a pilot

scale IMTA in a land-based intensive fish aquaculture.

A. Coelho e Castro Lda, Póvoa de Varzim, Portugal

Seaweed Aquaculture for Human Foods in Land-Based

and IMTA Systems. Figure 2

Detail of a seaweed production tank (1,200 L) as part of

a pilot scale IMTA system in a land-based intensive fish

aquaculture. A. Coelho e Castro Lda, Póvoa de Varzim,

Portugal
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8. Include economic components, considering the

added value of seaweeds, their products, and fea-

sibility aspects

9. Analyze the role and function of integrated aqua-

culture practices for improved environmental,

economic, and social acceptability within the

broader perspective of integrated coastal manage-

ment initiatives

10. Develop educational, training, and financial

incentive approaches to transfer these novel and

somewhat complex technologies of integrated

mariculture from the scientists to an industrial scale

Despite the potential benefits for seaweed aquacul-

ture as part of land-based IMTA systems, little progress

has been made during the most recent decades, in

terms of solving the needs as raised by Troell et al.

[88]. The only published and, therefore, known excep-

tions are the work by Abreu et al. [76] taking into

account an appropriate experimental design and scale

(Figs. 1 and 2), and the research of Robertson-

Anderson [79], Robertson-Anderson et al. [80] and

Nobre et al. [58]. The differentiating factor is that

Robertsson-Anderson and Nobre et al. performed eco-

nomic and ecological assessments of a commercial,

abalone-seaweed farm in South Africa.

Another less commonly applied method of land-

based seaweed production is that of spray cultivation.
This method has not been tested extensively on many

species, but Ascophyllum nodosum [98] and Gracilaria

chilensis [99] have been grown in such systems

with some success. In the spray method, the seaweeds

are not fully immersed in seawater but instead are held

in adequate containers (often inside a modified green-

house) and seawater is sprayed continuously or peri-

odically over the target seaweeds. As referred to

by Msuya and Neori [75], the documented benefits

of seaweed spray culture included: construction

and pumping costs, temperature control, gas

(CO2 and O2) exchange, irradiance, nutrient uptake,

and control of pests and epiphytes. Although the

reported growth rates for these systems were usually

low, Msuya and Neori [75] showed that the perfor-

mance of Ulva lactuca in a spray system was in fact

close to that of a standard, air-agitated tank culture

system. In that work, U. lactuca was spray cultured

in a “mattress-like layer,” held in air on slanted boards

by plastic netting. Fish mariculture effluents were

applied by being sprayed onto the algal mattresses.

The growth rate, yield, and ammonia-N removal rates

were 11.8% day�1, 171 g fresh weight (FW) m2 day�1,

and 5 g N m2 day�1, respectively, by the spray

cultured U. lactuca, and 16.9% day�1, 283 g fresh
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weight (FW) m2 day�1, and 7 g N m2 day�1, respec-

tively, by traditional tank, immersed cultivated

materials.
Examples of Successful On-Land Cultivation

Enterprises

Acadian Seaplants Limited (www.acadianseaplants.

com) is a Canadian company founded in 1981 and is

probably the foremost example of an economically

successful, land-based seaweed aquaculture enterprise.

The company initially began with the collection of wild

harvested C. crispus (Irish Moss) and progressed to the

manual harvesting and processing of Rockweed

(Ascophyllum nodosum). In particular, harvesting of

the rockweed can be regarded as a positive case study

for stewardship and successful, sustainable management

of a wild resource (see [100, 101]). With respect to

C. crispus, the company continues to successfully man-

age wild harvested materials in SouthWest Nova Scotia

and Prince Edward Island and also progressed to the

land-based production of a specific strain of Chondrus.

While the Chondrus cultivation enterprise was ini-

tially planned to be a source of high-grade carrageenan,

the production of C. crispus becamemore sophisticated

to produce a value-added, salad product for the Japa-

nese food market. Over the years, this enterprise has
Seaweed Aquaculture for Human Foods in Land-Based and

Aerial view of Acadian Seaplants Limited seaweed production

of ASL)
grown to become the world’s largest, land-based sea-

weed cultivation system for the production of human

food (Fig. 3). The production operation occupies

a large site in south-western Nova Scotia, and the

seaweeds are grown for the Asian food market and to

conduct fundamental and applied research on seaweed

extracts.

Spurred on by the needs created by design and

construction of the land-based cultivation tanks and

the challenges of cultivation of carragenophytes, the

company was able to succeed and expand production

facilities. The basis for this success was a strong R&D

and market development strategies to diversify the

company and its products. Presently, the company

exports its diversified products to over 70 countries.

More than 95% of its products are exported. According

to the company managers, the cultivation division of

the company has been gaining momentum and future

plans include domestication of new species for addi-

tional target markets, plus enhancements to the

existing edible seaweed product line, new product for-

mats, and additional colors (Fig. 4).

Another example of a land-based seaweed produc-

tion company is the Sylter Algenfarm GmbH & Co.KG

(SAF), founded in 2006 by the marine botanist, Prof.

Dr. Klaus Lüning. He spent most of his professional life

unraveling the complexities of the environmental and
IMTA Systems. Figure 3

facilities, south-western Nova Scotia (2010) (Photo courtesy

http://www.acadianseaplants.com
http://www.acadianseaplants.com


Seaweed Aquaculture for Human Foods in Land-Based

and IMTA Systems. Figure 4

Hana Tsunomata™ (C. crispus) commercial product from

Acadian Seaplants Limited. Hana = “flower”; Tsunomata =

Chondrus (Photo courtesy of ASL)

Seaweed Aquaculture for Human Foods in Land-Based

and IMTA Systems. Figure 5

S. latissima seeded by Sylter Algenfarm on 8-mm diameter

rope, grown out to harvesting size by Danish cooperator

Rasmus Bjerregaard, holding up the harvested kelp (Photo,

courtesy of Dr. Klaus Lüning)
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internal control of seaweed growth and reproduction

[2]. SAF cultivates seaweeds in a land-based seaweed

farm at the North Sea island of Sylt, using a seawater

source flowing from the oyster tanks of Dittmeyer’s

Austern-Compagnie. The two main seaweed species

cultivated by SAF are young sporophytes of the brown

alga S. latissima (formerly known as Laminaria

saccharina) harvested in May, at a blade length of

approximately 0.8 m, for the human food sector

(Fig. 5) and the red alga P. palmata for the cosmetics

industry. The niche in the Laminaria market occupied

by SAF is a result of an opportunity due to the fact that

the iodine content of imported Laminaria (kombu)

from the Far East or from France, with concentrations

of 3,000–6,000 mg iodine/kg algal dry weight, is con-

sidered too high for safe consumption. In contrast to

the imported red alga Porpyhra (nori) for European

Sushi restaurants, which contains very little iodine,

imported kombu from Asia cannot pass the German

“veterinary barrier” for human food, while the “young

Laminaria” produced by SAF contains only 600 mg

iodine/kg algal dry weight, probably because of the

young age of the thin blades: This has enabled SAF to

occupy that niche market and gives Laminaria the

position as an innovative, marine vegetable in German

restaurants.
In order to meet the growing demands for “young

Laminaria” in Germany, in 2008, SAF began

a cooperation with two sea farms in the Northern Baltic

Sea (Kattegat Sea area), where S. latissima is grown on

ropes, in the sea, either together with blue mussels

(Mytilus edulis), or fish (rainbow trout). Harvesting

of the young, thin kelp blades in May secures the

low iodine content. Moreover, this co-cultivation of

kelp with marine animals provides a further example

of integrated multi-trophic aquaculture (IMTA).

For the fish cultivators in Denmark, this is important

since the Danish state urges them to employ counter-

measures against the uncontrolled release of ammo-

nium, nitrate, and phosphate from the fish cages

into coastal waters. The total N of 6% kelp dry weight

assists the fish cultivators to demonstrate that for each

ton of fresh harvested kelp (dry weight is � 10% of

fresh weight), 6 kg of N are removed from the system.

This is yet another advantage of the local production

of the kelp. Naturally, this ecosystem service

(nutrient removal) would not be performed in the

direct vicinity of Danish fish farms if the Laminaria

or Saccharina was imported from Asia. On the other
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hand, for SAF, the harvested kelp biomass in the

Kattegat provides the sufficient biomass for the

German food market.

Another example, although not producing seaweeds

directly for human food, is the Big Island Abalone

Company, in Hawai. This company cultivates a propri-

etary strain of Palmaria mollis on a significant scale as

feed for abalone cultivation. More details are available

at their Web site (www.bigislandabalone.com).
Future Directions

Land-based cultivation of seaweeds reduces the pres-

sure on wild harvest of seaplants, particularly those

which are difficult to access in time or space or their

harvest would be unsustainable and perhaps ecologi-

cally damaging. Furthermore, land-based seaweed pro-

duction allows for the evaluation of numerous species

that, due to their size, morphology, and/or particular

physiological needs might not necessarily be good can-

didates for traditional, open water systems, such as

those routinely used for Porphyra, kelp, and the major

phycocolloid-producing seaweeds (i.e., Kappaphycus

and Eucheuma). Another important feature of seaweed

production in land-based systems is that they allow for

much greater environmental and input controls

than would ever be possible in open water seaweed

aquaculture. Such high levels of control, or intensive

production, is critical to provide the necessary trace-

ability, security of supply, high-quality standards and

safety, not just for human consumption as food but

especially for nutraceutical and pharmacological appli-

cations. Furthermore, the control of some environ-

mental parameters (as well as controlling growth and

quality) can also be used to promote the expression of

desirable characteristics of the seaweeds, such charac-

teristics may be morphological or biochemical. Further

advantages of land-based seaweed production are the

possibilities to quarantine foreign species, if grown on

land with approved effluent water treatment systems.

This feature is definitely not possible in open

water cultivation systems, and can allow a land-based

facility to work with more species than just

those locally available. However, the environmental

stewardship responsibilities for the introduction of

nonnative species cannot be minimized nor lightly

undertaken.
One promising avenue of future research associated

with on-land cultivation of seaweeds would be to find

the most appropriate culture conditions that maximize

the production of particular, valuable biochemical

constituents. This would be important for the promo-

tion of a variety of seaweeds as functional foods or

food-ingredients. More research is required into the

genetics and responses of new target species which, in

turn, could provide insight to achieve the high level of

control. Unlike terrestrial plants and even microalgae,

genetic transformation in seaweeds remains at a very

low level. The first fully sequenced genome of a seaweed

species are that of P. umbilicalis, P. purpurea, and

Ectocarpus siliculosus and were concluded only recently

([40, 102]; the genome of C. crispus to follow shortly

thereafter). Not forgetting the huge potential that

remains in specific, selection of seaweed strains,

the genomic and molecular tools now available for

seaweeds could provide further insights into algal

physiology and metabolism. Even taking into account

the caveat of lack of public acceptance of GMO food,

just as occurred with their terrestrial counterparts,

this knowledge might be used in seaweed research to

improve productivity, biofiltration efficiency, disease

resistance, and to direct metabolic pathways to produce

higher concentrations of desirable metabolites and

secondary compounds (these might even play

a role in biofuel production from seaweed feed stocks).

Overall, these activities and discoveries could

contribute to an improved market value of the target

seaweeds, including new insights into human

nutrition.

In addition, future research should focus on the

evaluation and selection of more seaweed species suit-

able for land-based aquaculture that may be used as the

extractive inorganic nutrient component in IMTA sys-

tems. In fact, we believe that IMTA systems will play an

important role in the overall development of land-

based seaweed production in the future. Several factors

may account for this:

(a) The availability of water and its quality

(b) The size and morphological characteristics of sea-

weeds making them suitable candidates for tank

cultivation

(c) The diversity of products derived from various

target species produced in the same system

http://www.bigislandabalone.com
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The water requirements of intensive animal aqua-

culture ensure a plentiful supply of water available for

seaweed cultivation. In terms of synergies and efficien-

cies, particularly in engineering, the use of the same

water stream allows for sharing of the energetic costs

associated with water pumping. On the other hand,

since water quality is also important for animal pro-

duction and health, the seaweed component should

have access to high-quality water, free of toxins, heavy

metals, and other pollutants. Finally, but equally very

important, and the essence of the IMTA concept, the

extractive, seaweed production system would have

access to nutrient-enriched seawater derived from

the animal (fed aquaculture) component of the system.

As an example, Burri [103] tested the inclusion of the

IMTA-produced red seaweed (G. vermiculophylla) in

a new form of vegetarian sausages for children. This

author verified that the chemical composition of the

seaweed chemical was below the permitted values for

children consumption in terms of mercury (Hg), lead

(Pb), and cadmium (Cd). Even when the initial wild

collected stocking biomass had metal values close to or

above the limits, these values decreased after 4 weeks in

the IMTA conditions. In conclusion, pollutant-free

seawater, nutrient-rich and at a free or shared cost,

would be available for the seaweed production system

when associated with an IMTA system.

As mentioned previously, intensive, land-based sea-

weed production allows for exploitation of seaweeds

which are not necessarily suited to open water tech-

niques such as those applied to various kelps or

Porphyra. For obvious reasons, open water seaweed pro-

duction is not the most suited, for instance, for free-

floating techniques and vegetative propagation for sea-

weed cultivation. The free-floating method of tank or

pond production can, however, be highly suited to land-

based systems, allowing for optimization of water vol-

ume in the tanks as well as stocking density, thereby

ensuring access to light and nutrient supply. Further-

more, on-land production methods are also highly

suited to seaweeds where vegetative, or clonal, propaga-

tion is possible, in as much as the seaweed production

system guaranties the homogeneity of the biomass (pro-

vided that the environmental conditions do not overly

influence it). This feature can also decrease the opera-

tional costs associated with the production of seaweeds

with a complex life cycle.
In terms of the production diversity, land-based

systems could be planned to include several indepen-

dent production units. Even considering the increase in

the operation costs, these production units, managed

independently from one other but sharing common

parts of the infrastructure, could have two main

advantages:

1. Produce different species/varieties of seaweed

2. Allow for an easier control of the environmental

parameters that can influence the quality of the

biomass

Depending on the applications of the biomass,

the production units could be scaled to produce

either a few kilograms or a few tons per year instead

of the thousands of tons required for seaweed such

as those used as raw materials for polysaccharide

extraction. Such relatively small volumes might be

more appropriate for the biomass required for some

direct human consumption products or for application

as ingredients of functional foods and cosmetic prod-

ucts. In turn, this smaller scale would allow a better

control of production parameters and the biomass can

be tailored more closely to the needs of the final

consumer.

In conclusion, land-based seaweed aquaculture can

provide for the production of biomass required for

human food and other advanced applications. Rather

than focusing on biomass production in the order of

thousands of tons, this form of seaweed production can

specialize in niche markets, which requires highly spe-

cific and tailored biomass. By doing this, land-based

seaweed production can contribute to the development

of more seaweed or seaweed-based products for human

food and health. Finally, when used as part of an IMTA

system approach, land-based seaweed production can

contribute to the sustainable development of intensive

fed aquaculture in an economical and ecological

perspective.
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35. Béress A, Wassermann O, Bruhn T, Béress L, Kraiselburd EN,
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Glossary

Dormancy Internal inadequacy of a seed that impedes

its germination under, otherwise, favorable ther-

mal, hydric, and gaseous conditions.

Abscisic acid Plant growth regulator that, among

other processes, inhibits seed germination and is

involved in dormancy imposition.

ROS Reactive oxygen species implicated in tissue aging

and, more recently, in seed dormancy relief.

Preharvest sprouting Untimely grain germination in

the mother plant due to a combination of low

dormancy and damp conditions prior to crop

harvest.

Stratification thermal time index An index calculated

by summing thermal time below a threshold tem-

perature, which is used to estimate dormancy

release as a function of stratification temperature

and time.
Definition of the Subject

Dormancy is a common attribute of temperate species.

Its adaptive significance is quite evident for species
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
living in the wild: dormancy is a mean for restricting

germination to the season when environmental condi-

tions are suitable for plant establishment. From an

agricultural perspective, dormancy represents a prob-

lem, both when it is long lasting and when it is too

short. For that reason, selection against dormancy has

been always behind any domestication effort. In some

cases, the aim of removing dormancy has not been

achieved, and in others, it has gone too far resulting

in susceptibility to preharvest sprouting. In addition,

the fight against weeds is frequently impaired by the

existence of long-lasting seed banks as a result of seed

dormancy.
Introduction

A seed can be declared to be dormant when it fails to

germinate despite it is given all the “proper” conditions

(i.e., enough water and appropriate temperature) for

germination to happen. Assuming that there is a living

seed (a dead seed would not germinate either), then

why does it not germinate? Will it ever germinate?

These types of questions were probably first asked in

despair by farmers about 10,000 years ago, while staring

at their useless recently harvested grains that would not

give way to a new crop or allow malting for beer

(a process that also relies on germination).

Despite historical human concerns with dormancy,

this “internal block to germination” has been positively

selected throughout millions of years of evolution in

most temperate species, and has obvious ecological

benefits in the wild. The main apparent role of seed

dormancy is to delay germination until a proper envi-

ronment is encountered, for example, by keeping track

with seasonal changes in temperature to avoid unfa-

vorable conditions for plant establishment [1]. Within

the life of most plants, the only chance to travel is as

a seed. After separating from the mother plant, the seed

is moved by different means (wind, gravity, water,

animals) until it is randomly located in a new micro-

environment that may prove adequate or not for com-

pleting its life cycle. Once germination happens, the

small plant will most probably remain attached to that

spot until its death. As a consequence of plants being

sessile organisms, seeds have developed sophisticated

mechanisms to collect information from the
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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environment, and the resulting output is a vital deci-

sion: to germinate right away, or not (at least not this

time, this place) until new environmental conditions

that are good enough are finally met with.

Seed dormancy has been a subject of intensive

research during the last decades. Physiological and

environmental control of dormancy has been studied

deeply and, more recently, its molecular and genetic

bases have started to be elucidated. As in other areas of

plant science, knowledge on the molecular bases of

dormancy has been attained through the use of model

organisms. Indeed, work with Arabidopsis thaliana, a

small winter annual weed preferred by most plant sci-

entists, has revealed the involvement of multiple genes

controlling seed dormancy, which is a continuous and

complex character. Cultivated species also display dif-

ferent degrees of dormancy, and either the presence or

the absence of dormancy can have strong consequences

on the utilization of the seeds, and this will be discussed

in more detail in this entry. Different strategies exist

that are directed to control dormancy through genetic

changes (as a result of classical breeding or transgenic

events) or to cope with varying degrees of dormancy,

such as the development of predictive models. As the

level of dormancy a seed will effectively display is the

result of its genotype interacting deeply with a changing

environment, predictivemodels have been developed for

some species (e.g., malting barley or some weeds). Most

of these strategies require a thorough knowledge on the

biology of dormancy at different levels.

In this entry, the focus is on what is termed as phys-

iological dormancy, or the lack thereof. The most impor-

tant challenges facing agriculture, in relation to the

presence or the absence of dormancy in both cultivated

and weedy species, are also pointed out. Some examples

of each type of problem are presented, illustrating on the

physiological mechanisms responsible for the expression

of the character and commenting how the molecular

information coming from studies on Arabidopsis and

other model species, have started to be used to attain

the final aim of solving these dormancy problems.
Dormancy (Classifications and Definitions)

Dormancy is the result of mechanisms operating

within the seed that impede germination even when

the seed is exposed to an environment known to be
friendly for that species (i.e., in which water, oxygen

and adequate temperature are available). This impedi-

ment or block to seed germination can be determined

by both morphological and/or physiological properties

of the seed [2]. On the basis of this fact, Baskin and

Baskin [3] developed a classification system which

includes five classes of seed dormancy: physiological,

morphological, morphophysiological, physical, and

a combination of physical and physiological. In this

entry, mainly physiological dormancy which is the most

prevalent dormancy type in temperate seed banks and is

also the major form of dormancy in most laboratory

model species is referred to [4]. This type of dormancy

is caused by a physiological inhibiting mechanism of the

embryo that prevents radicle emergence, although other

seed structures that cover the embryo can be involved as

well [1]. From a physiological point of view, there is

enough evidence showing that the mechanism of seed

dormancy is mainly regulated by the phytohormones

abscisic acid and gibberellins [4, 5].

Dormancy can be also classified in primary and

secondary dormancy. Primary dormancy refers to the

innate dormancy possessed by seeds upon dispersal

from the mother plant. Secondary dormancy refers to

a dormant state that is induced in nondormant seeds by

unfavorable conditions for germination, or reinduced

in once-dormant seeds after a sufficiently low dor-

mancy had been attained.

Primary dormancy is acquired during seed devel-

opment, and, in most species, is gradually lost after

natural seed dispersal (in wild species) or harvest, dur-

ing post-maturation or after-ripening period. As

pointed out before, both the primary dormancy level

that seeds present at dispersal or harvest (maturity) and

the rate of release from primary dormancy (which

determines the time lapse required by a seed popula-

tion to lose dormancy) are dependent on the genotype,

the environment, and the interaction between them.

Therefore, although different species or genotypes

(i.e., cultivars, inbred lines, etc.) can present more

dormant or less dormant seeds at maturity, and faster

or slower rates of dormancy release, those traits can be

modulated by the environment perceived by the seed

during their development-maturation phase (parental

environment) and their post-maturation period,

respectively. In relation to the parental environment,

for example, there is evidence indicating that there are
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certain environmental factors tending to have similar

effects on different species [6]. For example, low dor-

mancy at seed maturity is generally associated with

high temperatures, short days, drought, and nutrient

availability during seed development and maturation

[7–11]. For the post-maturation period, storage tem-

perature and moisture are the most relevant factors

regulating dormancy loss rate in cultivated species,

while in natural wild conditions a diverse number of

factors can be affecting seed dormancy loss. In wild

species (i.e., weeds), the post-maturation process usu-

ally takes place in the soil because, after dispersal, seeds

usually become part of the soil seed bank [12]. Under

these conditions, primary dormancy loss can be

affected by many naturally occurring factors, as soil

temperature and soil water regime (through changes

in seed moisture content), temperature fluctuations,

light, etc. [13–15]. Although many factors can be

affecting the dormancy level of seeds from cultivated

and wild species, there is evidence showing that tem-

perature appears to be primarily responsible for year-

to-year variation in dormancy level at maturity [6] and

for differences in the dormancy loss rate during post-

maturation, though the latter can bemodulated by seed

moisture content [15, 16].

In many species, nondormant seeds can be

reinduced into secondary dormancy after dispersal.

There are many factors that can be responsible for

induction into secondary dormancy, as specific tem-

perature ranges, changes in light quality and quantity,

the gaseous environment, etc. Although induction into

secondary dormancy is an uncommon phenomenon in

most seeds of cultivated species, it is very common

under field conditions for seeds of many wild species,

particularly those forming persistence seed banks.

Indeed, under natural field conditions, the release

from primary dormancy followed by subsequent

entrance into secondary dormancy (whenever condi-

tions are given for this entrance) may lead to dormancy

cycling. Evidence for dormancy cycling in natural seed

soil banks has been obtained for many species.
Dormancy and Its Implications in Agriculture

Seeds in their natural form are still the best way to

preserve and propagate most crop species, and their

capacity to germinate at the right moment (either in
the field or under controlled conditions) is a most

important feature. Therefore, any factors (internal or

external) affecting the germination capacity of seeds

and ultimately their agronomical performance should

be understood in order to improve seed quality through

breeding and/or cropmanagement strategies. Among the

factors that may affect germination, dormancy is proba-

bly the most important, as it is a heritable trait that can

inhibit germination of a viable seed. Indeed, beyond the

fact that dormancy is a highly intriguing biological pro-

cess and consequently moves the curiosity of scientists,

the study of dormancy has strong practical implications.

Both farmers and seed companies encounter problems

associated either to an anticipated dormancy loss or to

a long-lasting dormancy. In the same way, industrial

processes like malting, which depends on seed germina-

tion, can be largely hampered by the existence of dor-

mancy or, alternatively, face important reductions in the

quality of the received lots due to a precocious dormancy

termination and pre-germination in the field.

Since dormancy is highly undesirable for agricul-

tural purposes, selection pressure against this trait must

have been important throughout the domestication

process, particularly in species with temperate origin.

In some cases, this pressure must have gone too far, as

in the case of cereals, leading to an anticipated dor-

mancy loss which makes some crops susceptible to

preharvest sprouting or pre-germination. Nevertheless,

intraspecific variability for dormancy exists and

“dormancy genes” are still present in some genotypes,

although their positive selection through breeding has

been difficult due to strong linkage to other undesired

traits. In some other cases, selection pressure might

have not succeeded in eliminating dormancy, so seeds

are not germinable by the time of the next sowing or by

the time they need to be “ready” by the malting indus-

try. In any case, dormancy release should take place

within a precise “time window.” This rarely can be

achieved without a solid knowledge of the mechanisms

on which dormancy relies in each species.
Dormancy in Cultivated Species

Problems Associated with the Excess of Dormancy

(Dormancy Persistence)

Sunflower Sunflower is a good example of a crop

species with prolonged dormancy. Dormancy
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persistence in different sunflower genotypes can vary

from several weeks up to almost a year. Also, important

variation has been reported on this trait for the same

genotype under different environments, indicating

a strong interaction with the environment. Sunflower is

cultivated in many areas around the globe, and is

a summer crop. At harvest time, sunflower seeds are

dormant and germinate poorly [17–19]. This

dormancy is the result of true embryo dormancy

[17, 18] and the inhibitory action of the envelopes

[17, 18, 20] including the seed coat and the pericarp,

since sunflower “seeds” are achenes. In the case of freshly

harvested sunflower seeds, dormancy is expressed at

temperatures lower and higher than 25� C [17].

Dormancy expression at low temperatures is attributed

to embryo dormancy which is not expressed at high

temperatures [17]; conversely, dormancy expressed

at high temperatures results from coat-imposed

dormancy [17]. The deep dormancy that sunflower

grains present at harvest results from the coexistence

of coat-imposed dormancy and some remnant embryo

dormancy [17]. Embryo dormancy is lost shortly after

harvest if the seed is subjected to dry after-ripening, but

coat-imposed dormancy persists for longer and may

require several weeks of dry after-ripening to be

overcome. Consequently, few weeks of dry after-

ripening allow seed germination at low temperatures

due to termination of embryo dormancy; the

acquisition of the capacity to germinate at high

temperatures, in contrast, may take several weeks of

dry after-ripening [17].

The plant growth regulator ABA appears to be

involved in the imposition of embryo dormancy. The

inclusion of fluridone (an inhibitor of ABA biosynthe-

sis) in culture media for sunflower embryo develop-

ment prevents the induction of embryo dormancy

[21, 22]. Nevertheless, the pattern of accumulation of

ABA in the developing embryo does not coincide with

the embryo physiological behavior: during seed devel-

opment, embryos germinate well at the time when the

endogenous ABA level is at its highest (7–12 DAP);

thereafter, ABA decreases to a low value when embryo

dormancy becomes established [21]. It seems, then,

that the ABA peak at early stages is responsible for the

imposition of the dormant state that is established

immediately after that peak has taken place. Moreover,

it appears that ABA needs to be present during a critical
time period to induce dormancy. Le Page-Degivry and

Garello [22] showed that when young (7 DAP), non-

dormant embryos were cultured in the presence of ABA,

the hormone produced a temporary inhibition of ger-

mination but did not induce dormancy (i.e., embryos

were able to germinate when transferred to a basal

medium). In contrast, exogenous ABA became effective

if applied immediately prior to the natural induction of

dormancy. For example, 5 days culture on a medium

containing 5 � 10�5 M ABA resulted in partial dor-

mancy in 13 DAP embryos while total induction of

dormancy occurred in 17 DAP embryos.

As mentioned before, embryo dormancy can be

terminated by dry storage. To identify the process by

which dormancy is broken during after-ripening,

Oracz et al. [23] focused on the role of reactive oxygen

species (ROS) in this phenomenon. After-ripening

entailed a progressive accumulation of ROS, namely,

superoxide anions and hydrogen peroxide, in cells of

embryonic axes. This accumulation, which was inves-

tigated at the cellular level by electron microscopy,

occurred concomitantly with lipid peroxidation and

oxidation (carbonylation) of specific embryo proteins.

Incubation of dormant seeds for 3 h in the presence of

hydrogen cyanide (a compound that breaks dormancy)

or methyl viologen (a ROS-generating compound) also

released dormancy and caused the oxidation of

a specific set of embryo proteins. In summary, the

mechanism proposed by the authors involves ROS

production and targeted changes in protein carbonyl-

ation patterns [23].

As with other cultivated species such as Lactuca

sativa [24] and Arachis hypogea [25], ethylene (C2H4)

and etephon strongly stimulate the germination of

dormant sunflower seeds [17, 18, 26]. In contrast,

gibberellic acid and cold stratification do not overcome

dormancy in this species [27] though it was shown

that 1 mM GA3 is effective for overcoming dormancy

in some wild sunflowers [28]. Corbineau, Bagniol,

and Côme [17] showed that ethylene and its immediate

precursor (1-aminocyclopropane-1-carboxylic acid)

strongly stimulated germination of primary

dormant sunflower seeds; on the contrary, inhibitors

of ethylene (i.e., amino-oxyacetic acid and CoCl2) or

ethylene action (silver thiosulfate and 2.5

norbomadiene) inhibited germination of nondormant

seeds.
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Oracz et al. [29] assessed the possible role of

cyanide, which is produced by the conversion of

1-aminocyclopropane 1-carboxylic acid to ethylene, in

dormancy release. The beneficial HCN effect on germi-

nation of dormant embryos was found to be associated

with a marked increase in hydrogen peroxide and super-

oxide anion generation in the embryonic axes [29].

Malting Barley In addition to impairing a rapid and

simultaneous germination after sowing, a persistent

dormancy would prevent the utilization of a seed lot

for industrial purposes when the process requires

germination. This is the case of the malting process

which uses barley as the main grain. The malting

process itself requires grain germination, so a low

dormancy level at harvest is a desirable characteristic

because the grain can be malted immediately after crop

harvest, thus avoiding costs and deterioration resulting

from grain storage until dormancy is terminated.

Therefore, breeders have to solve the compromise

between obtaining genotypes with low dormancy at

harvest, but not with such an anticipated termination

of dormancy that leads to sprouting risks

(a phenomenon which is referred to in the next

section). Dormancy of the barley grain is typically

imposed by the seed-covering structures (lemma and

palea, pericarp plus seed coat). Indeed, embryos can

germinate well from the very early stages of

development if they are isolated from the rest of the

grain and incubated in water [30]. Limitation of

oxygen supply to the embryo by oxygen fixation as

a result of oxidation of phenolic compounds in the

lemma and palea (hereafter referred to as the

glumellae or the hull) has been suggested to be

responsible for the dormancy of dressed caryopses of

cereals such as barley [31] and oat [32]. In dormant

grains of barley, for example, whole intact caryopses

germinated with difficulty, even in the air, while

de-hulled caryopses were all able to germinate under

oxygen tensions of at least 10%, suggesting that oxygen

concentration under the covering structures might be

less than 10% [31].

Dormancy of the barley grain also appears to be

under ABA control: termination of glumellae-imposed

dormancy during grain development was shown to be

correlated with a sharp decline both in ABA embryonic

content and sensitivity [30]. A role for ABA in
dormancy maintenance of the barley grain has also

been suggested: ABA embryonic content declines dur-

ing the first hours of incubation of nondormant seeds,

whereas it remains at high levels in embryos of dor-

mant grains [33]. In recent years, Benech-Arnold et al.

[34] confirmed this role of ABA in dormancy mainte-

nance. The ABA level of the embryo largely decreased

during the first hours of incubation and prior to any

visible germination in both dormant and nondormant

grains at 20� C, the temperature at which dormancy is

not expressed, and in nondormant grains incubated at

30� C, suggesting that ABA catabolism and/or conjuga-

tion exceeds ABA biosynthesis. By contrast, at 30� C

dormancy expressionwas associated with a maintenance

of ABA at high levels: after an initial increase, ABA

content decreased very smoothly andwas always between

two- and fourfold higher than in embryos from grains in

which dormancy was not expressed (Fig. 1).

Both the removal of the glumellae and the incuba-

tion of de-hulled grains under low oxygen concentra-

tions modified grain germination behavior and ABA

content evolution throughout incubation at 30� C [34].

These results indicate that the presence of the glumellae

is instrumental for dormancy maintenance because it

imposes oxygen deprivation to the embryo which, in

turn, promotes ABA synthesis and/or inhibits ABA

inactivation. Indeed, removal of the glumellae in dor-

mant grains incubated at 30� C under 21% oxygen

suppressed the initial increase in ABA content that

was observed in dressed dormant grains incubated at

the same temperature. By contrast, incubation under

hypoxia (5% oxygen) of de-hulled grains restored it

and inhibited germination [34].

Artificially imposed hypoxia also enhanced embryo

sensitivity to ABA by several fold [34]. These results

suggest that, in addition to interferencewithABAmetab-

olism, the presence of the glumellae increases embryo

responsiveness to the phytohormone. To explore this

possibility, Mendiondo et al. [35] measured the expres-

sion of several components of the ABA signaling path-

way during incubation of entire and de-hulled grains:

the presence of the glumellae enhanced the expression of

most of the investigated genes, suggesting that the hull

increases the sensitivity to ABA of the enclosed embryos

and that this enhancement is effected at the level of gene

expression. Again, artificially imposed hypoxia was not

able to mimic the effect of the glumellae on the
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Germination (a) and embryo ABA content evolution (b) during incubation at 20� C (circles, diamonds) and 30� C (triangles,

squares) of dormant (circles, triangles) and nondormant (diamonds, squares) grains. Freshly harvested (dormant, D)

grains and grains stored dry for at least 3 months at 25� C (nondormant, ND). Means of two measurements� arithmetical

spread (germination) and of three measurements � SD (ABA content) (Redrawn with data originally published in [34])
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expression of ABA signaling components, indicating

that the apparent enhancement of embryo sensitivity

to ABA under low oxygen tensions was in fact due

to over-accumulation of ABA as a result of

malfunctioning of the enzyme committed to ABA

inactivation [34].
Problems Associated with the Lack of Dormancy

(Preharvest Sprouting in Cereals)

The advantages of having a freshly harvested seed lot

with the capacity to germinate rapidly and uniformly

under a wide range of environmental conditions are

related to the possibility of immediate sowing or

malting, thus avoiding financial costs derived from

delays and/or storage until germination capacity is

good enough. Nevertheless, genotypes that produce

nondormant seeds at harvest may already be able to

germinate to some degree even before harvest. The

main problem related to an early loss of dormancy in

crop species is preharvest sprouting (PHS). This phe-

nomenon is characteristic of cereal species like rice,

barley, wheat, and sorghum. As these species all exhibit

intraspecific variability for the rate of dormancy loss

and PHS behavior, genotypes with contrasting

sprouting behavior have proved useful for many com-

parative studies [36–39], in addition to QTL analysis

that leads to the identification of several loci related to

dormancy [40–43]. When low levels of dormancy
during late grain maturation period are combined

with rainy or damp conditions in the field, the process

of germination is activated while the seeds are still

attached to the mother plant, and the resulting emer-

gence of the radicle from the seed coats is called

preharvest sprouting (PHS). Depending on the

intended purpose for the seeds after harvest, PHS can

have serious negative consequences on their quality

and this is economically penalized by the industry.

Direct economic losses caused by PHS to producers

occur in several ways: Desiccation of a sprouted grain

leads to its subsequent loss of viability because,

together with the activation of metabolism implicated

in embryo growth, tolerance to dehydration is lost

rendering the sprouted grains useless for sowing or

malting. Sprouting also promotes carbohydrate respi-

ration that not only reduces grain yield, but also creates

a favorable environment for the attack of saprophytic

fungi and bacteria that produce toxins.

Depending on the level of dormancy and environ-

mental cues such as water availability for imbibition

and temperature, the germination process can advance

to different extents, and not always reaches completion of

germination and sprouting (i.e., germination is complete

when embryo growth begins, and post-germinative

growth leads to visible radicle and/or coleoptile emer-

gence through the seed-covering structures). Even

when desiccation occurs before germination is complete,

starch degradation may have advanced partially.
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This phenomenon is known as pregermination.

Pregerminated grains cannot be distinguished visually,

but the level of starch degradation is correlated with

a decrease in FN values [36] and a reduction in seed

lot longevity [44]. Industrial processes based on wheat

and barley (flour andmalting) are particularly sensitive

to sprouting and pregermination. Seed lots are

commonly assessed with the falling number (FN) test,

with smaller FN values indicating a greater degree of

starch degradation. Wheat and barley seed lots can be

penalized or even rejected if FN values show moderate

incidence of pregermination and sprouting.

The phenomena of PHS and pregermination are

closely related with the process of domestication.

Cereal crops have a brief period of dormancy as com-

pared to their wild ancestors. Throughout many years,

farmers have pressed toward selection of low levels of

dormancy along with other traits such as non-

shattering, increased grain size, and less pigmentation.

The occurrence of PHS depends not only on morpho-

logical and physiological traits genetically controlled

(such as infructescence structure and permeability of

structures surrounding the seeds, and seed dormancy)

but also on environmental factors (water availability

and temperature). A single genotype may express PHS

when grown in some areas but not in others. Seed

dormancy is the main heritable factor that contributes

to PHS resistance, but the many attempts to control it

through breeding programs have shown that dormancy

is tightly linked to other interesting traits. Breeding

programs that attempted to separate characters associ-

ated with seed color, dormancy, and longevity suggest

that these characteristics may not always be separable

and are referred to as domestication block [45]. For

example, in rice, both loci sh-h (for shattering) and

Rc (conferring red pericarp) are tightly linked together

with a QTL qSDs-7-1 for seed dormancy, implying that

this region might represent a domestication block

in the evolutionary pathway of rice [46]. A mutation

in the R-gene in white wheat is required for low tannin

content (higher flour quality) but is also responsible for

lower levels of dormancy (low PHS resistance). How-

ever, grain dormancy is a complex trait that relies on

numerous genes, and other QTLs contributing to

dormancy that are not linked to seed color have been

identified and are being considered in breeding for PHS

tolerance in white wheat [47].
In addition to classical breeding techniques, eluci-

dation of the mechanisms involved in the control of

dormancy may open other possibilities for manipula-

tion of dormancy through genetic engineering tech-

niques. Cereal species like barley and sorghum have

served as model systems to study the mechanisms

behind dormancy with the objective to understand

the hormonal metabolic and signaling steps involved

in the repression of germination (Barley: 31, 30, 34, 48;

Sorghum: 37, 38, 39).
Dormancy in Natural Seed Banks and Its

Implications in Weed Control

Dormancy is a common attribute of many weed spe-

cies, and is probably the most important of a series of

processes that determine the seasonal annual pattern of

weed emergence from soil seed banks under field con-

ditions [49, 50]. Although there are many environmen-

tal factors that can be affecting the dormancy status of

seeds composing the soil bank (i.e., alternating temper-

ature, soil water status, light, etc.), seasonal dormancy

changes are mainly regulated by soil temperature

[4, 51]. For example, in summer annual species, dor-

mancy relief is produced by the low temperatures expe-

rienced during winter, while high temperatures enhance

their dormancy level during summer. Most winter

annual species show the reverse dormancy pattern.

Hence, high temperatures during summer produce dor-

mancy relief, while low temperatures during winter

induce secondary dormancy. Although much experi-

mental data support the main role of soil temperature

as regulator of seed dormancy, there is evidence indicat-

ing that the effect of temperature on dormancy may be

modulated by soil moisture conditions [16, 52].

Changes in dormancy status of weed seed

populations are associated with changes in the range

of temperatures and water potentials permissive for

seed germination [15]. As dormancy is relieved, the

range of temperatures and water potentials permissive

for germination widens until it is maximal; on the

contrary, as dormancy is induced, the range of temper-

atures and water potentials over which germination

can proceed narrows until germination is no longer

possible at any temperature or water potential. Germi-

nation in the field is therefore restricted to the period

when the field temperature and soil water potential,
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and the temperature and water potential range over

which germination can proceed, overlap [14, 53].

However, in many weed species, once environmen-

tal temperature and water potential are within the

permissive range, dormancy must be terminated by

the effect of additional environmental factors for ger-

mination to proceed. In these cases, changes in the

degree of dormancy not only comprise changes in

temperature and water potential requirements for ger-

mination, but also in the sensitivity of the seed popu-

lation to the effect of those dormancy terminating

factors [51]. Fluctuating temperatures and light are

two critical environmental factors that can trigger dor-

mancy termination in seeds of many weed species.

An ecological interpretation of this requirement to

complete exit from dormancy has been related to the

possibility of detecting canopy gaps as well as depth of

burial under field situations [51, 54, 55].

Agronomic practices can alter the physical environ-

ment to which weed seed banks are exposed, and thus,

their dormancy status. Knowledge about the ways in

which agronomic practices affect the dormancy status

of weed seeds could be used to develop and improve

weed management strategies [56, 57]. For example,

many weed seeds require light to terminate dormancy

and give way to the germination process; consequently,

the light environment could be managed in order to

impede seed germination. Light signals are perceived

by seeds through the phytochrome system. Generally,

low red/far-red wavelengths ratios inhibit seed

germination, while high red/far-red ratios promote

seed germination. Light filtered by green leaves are

rich in far-red wavelengths and explains the low red/

far-red ratios measured under plant canopies [58].

Therefore, plant cover could be managed to reduce

some weed problems. For example, changing plant

architecture, crop-sowing densities, and crop plant

spacing may have a high potential for improving

weed management by preventing the exit of weed

seeds from dormancy and reducing germination

under field situations [59].

The brief light pulse received during soil cultivation

can promote seed germination of buried weed seeds.

Manyweed seeds buried in the soil acquire an extremely

high light sensitivity that permits them to detect sub-

milliseconds of sunlight when the soil is disturbed. This

is reflected in the high weed emergence rates usually
observed following tillage operations, and suggests that

germination of light-requiring seeds would be impeded

if a non-tillage crop production system is implemented

or if cultivation is performed at night [60]. Indeed,

Scopel et al. [61] observed a significant reduction in

weed emergence (between 70% and 400%) when plots

were cultivated at night in comparison to emergence

levels obtained under daytime cultivation.

Other environmental factor that usually terminates

dormancy in many weed seeds under field conditions is

temperature fluctuation. Generally, large temperature

fluctuation regimes determine dormancy breakage of

a higher proportion of the seed bank population than

that observed under small temperature fluctuation

regimes. Thus, changing the amplitude of temperature

fluctuation regimes in the field environment through

management of plant cover or crop residues would lead

to a reduction in weed emergence [57, 59]. This is the

case of Johnson grass (Sorghum halepense), in which

seeds do not germinate if they are under a dense plant

cover due to the lack of temperature fluctuations stim-

uli required to terminate seed dormancy [54].

Weed emergence models that predict the propor-

tion and timing of seed bank emergence would be

useful tools for determining the most suitable time for

seedling control and, consequently, should result in

a higher efficacy of controls methods. In the last decade,

many models able to predict seed dormancy changes in

relation to environmental factors for different weed

species have been developed [14, 15]. For example,

Batlla et al. [62] and Batlla and Benech-Arnold [63]

developed models to account for the effect of fluctuat-

ing temperatures and light on Polygonum aviculare

(a worldwide distributed spring emerging weed) seed

dormancy level based on a stratification thermal time

index (Stt). This index allow the prediction of changes

in seeds sensitivity to increasing doses of cycles of

fluctuating temperatures or different light treatments

for seeds stratified at different temperatures in relation

to the accumulation of degree days units below a ceiling

temperature of 17� C. Using these models, for example,

the progressive increase in P. aviculare seed bank sen-

sitivity to light during winter and early spring can be

predicted based on soil temperature records (Fig. 2).

Due to the fact that, for example, the acquisition of

a very low fluence response (VLFR) phytochrome

action mode would permit buried seeds to germinate
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Simulated proportions of a Polygonum aviculare seed bank

showing different action modes of phytochrome (low

fluence response [LFR] and very low fluence response

[VLF]), seeds not requiring light for germination (darkness)

and the non-germinating fraction (dormant) at the

beginning of different months. Simulations were done

using year 2000 soil temperature and equations published

in [63] (Redrawn from [14])
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in response to the light flash perceived during soil

disturbance [64], this model could be used to predict

the proportion of the seed bank that will germinate in

response to tillage operations after the accumulation of

a certain amount of Stt during winter burial [63].

Another example of how knowledge in relation to

regulation of seed bank dormancy by environmental

factors could be used to forecast weed emergence is the

WeedCast model developed by Forcella [65] at the US

Department of Agriculture. This model can be used to

predict the “emergence potential” of several summer

annual weeds. In the model, the “emergence potential”

indicates which fraction of the weed seed bank would

be nondormant and available for germination at

a given time during the season. The possibility of

predicting the “emergence potential” of the different

weed species allows farmers to make more rationale

decisions regarding the degree and type of weed man-

agement required [65].

With increased pressure to reduce pesticide inputs

in agricultural systems, optimal timing and rates of

chemical products as well as finding sustainable
nonchemical options for weed control will be of para-

mount importance. A better understanding of how

environmental factors and agronomic practices affect

the dormancy status of weed seed banks could be used

to develop and improve weed control strategies in

order to meet this challenge.

Future Directions

Seed dormancy has enormous implications in agricul-

ture. Its importance is related both to its persistence and

to its lack. Dormancy persistence affects crop establish-

ment as well as grain industrialization whenever this

process requires seed germination (i.e., malting), but

also the design of weed management practices. The lack

of dormancy can lead to untimely germination in the

mother plant (i.e., preharvest sprouting) with severe

consequences to grain quality. The possibility of

assessing the very many aspects of the agricultural activ-

ity that could be interfered by the presence or absence of

dormancy requires a thorough knowledge of the phe-

nomenon, not only at a fundamental level (i.e., physio-

logical and/ormolecular) but also in terms of its control

by environmental factors. In this entry, the attempt was

to illustrate with examples the way in which these dif-

ferent aspects can be assessed. Only a detailed knowl-

edge of how the dormancy mechanisms are controlled

at a physiological, molecular, and environmental level

would eventually lead to attain our ultimate aim: to

adjust the timing of dormancy release to our conve-

nience from an agricultural point of view.
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Glossary

Azoic conditions Conditions that prevail when no

organisms or their remains are found in a system

as a consequence of stress on a system.

Biodeposition Organic matter deriving from (shell-

fish) species that falls to the seafloor. The matter

can take the form of feces, pseudofeces, or the

shellfish themselves.

Far-field effects The effects of impacts of activities

measured at a predefined distance or time from

the location of the pressure. The effects may or

may not be distinguishable from other effects in

the system leading to cumulative impacts.

Ecological aquaculture The implementation of aqua-

culture practices whose design and implementation
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
result in economically viable and socially responsi-

ble aquaculture systems.

Integrated coastal zone management (ICZM) The

management of activities in marine environments

in a coherent and practical fashion so as to result in

the most efficient use of resources and avoid

conflicting claims on space and missed opportuni-

ties for more sustainable coastal development.

Performance standards Defined expectations

represented by some measurable variable which

reflects the impact an activity will have on the

marine environment.

Best management practices A series of operating pro-

cedures, schedules of activities, and other manage-

ment practices that aquaculture operations can use

to prevent or reduce impact on the marine envi-

ronment while retaining an economically viable

operation.
Definition of the Subject

Worldwide aquaculture production of finfish and shell-

fish species is an ever-increasing sector of food produc-

tion and now represents nearly half (48%) of all aquatic

species intended for human consumption [1]. It is

thought that the increased aquaculture production is

driven primarily by the vacuum created as a conse-

quence of the static (or declining) status of wild capture

fisheries allied to an overall greater demand for fishfood

products [1]. This generalization is broadly accepted as

the primary driver for increased aquaculture produc-

tion; however, more specific drivers may be, increased

profit as a consequence of targeted marketing allied

with development of new species in developing coun-

tries and as a means of providing more self-sufficient

mechanisms to grow fishfood and provide a regular

income in developing countries. Typically, aquaculture

production has been dominated by the culture of fin-

fish species; however, shellfish production has shown

a steady increase in production over the last number of

decades [1] and represents 27% by weight and 15% by

value of worldwide aquaculture production. The cul-

ture of shellfish in aquaculture is comprised primarily of

species of crustaceans (e.g., shrimp and crab) and mol-

luscs (e.g., oysters, clams, mussels). A major distinction
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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between the crustaceans and molluscs is that crusta-

ceans, as omnivores, typically require the input into

their culture system of feed, usually derived from exter-

nal sources (e.g., fish protein or oils). Consequently,

issues surrounding the sustainability of crustacean cul-

ture as activities are more akin to those encountered

with finfish aquaculture. Molluscs, particularly those

identified above, are filter feeders. Filter-feeding organ-

isms, for the most part, feed at the lowest trophic level,

usually relying primarily on ingestion of phytoplankton.

The process in extractive in that it does not rely on the

input of feedstuffs in order to produce growth.

The steady increase in world aquaculture produc-

tion over the last number of decades allied with greater

environmental awareness has resulted in an increased

level of scrutiny of these activities in relation to their

interactions with the environment. The increased focus

on environmental issues in the marine environment

(driven by consumer demands and/or regulatory

requirements) has resulted in a concomitant increase

in efforts to identify methods to culture shellfish that

are considered sustainable. Consequently, there is

a move toward rearing aquatic shellfish species in the

marine environment such that negative interactions are

minimized. In addition, it has also become apparent

that there are considerable marketing benefits that will

accrue as a consequence of food being reared in an

environmentally acceptable fashion. These efforts

(to identify and activate more sustainable method of

culture) have been driven both by industry and envi-

ronmental nongovernmental organisations (e.g., Pacific

Shellfish Growers Association and World Wildlife

Fund) as well as regulatory drivers (e.g., Natura 2000

Legislation in the European Union). Notwithstanding

the efforts to carry out shellfish aquaculture activities

in a more sustainable fashion, there is still some con-

fusion relating to the definition of sustainability and

how an activity might be carried out in a sustainable

fashion. At first, identifying if an activity and its con-

sequences in the marine environment is acceptable or

not will help define whether the activity is sustainable.

Clarifying or clearing defining some of the terms uti-

lized in this subject area will lend itself to a clearer and

understandable of how the culture of shellfish can be

managed to achieve sustainability goals.
Introduction

Worldwide aquaculture production has increased

steadily since 1980 [1]. Production of aquatic products

in 1980 accounted for 7% of food fish supply

(five million tons), in 2007 this quantity had risen to

50 million tons. Based upon current trends, it is appar-

ent that production of shellfish will continue to

increase at a stable rate (6.5% per annum since 2002).

This increase is fueled by an increase in market

demand, adoption of more efficient and effective cul-

turemethods, and the financial rewards associated with

the production of value-added products to higher end

markets. Notwithstanding the important differences

between finfish production and the majority of shell-

fish production methods, i.e., the introduction of

feedstuffs into the environment, which has led to

well-documented resource demands and impacts on

the marine environment, shellfish aquaculture also

has the potential to impact on the marine environment

in a negative fashion if not carried out in a responsible

manner. This is underpinned by a background of

greater environmental awareness and increased legisla-

tive drivers toward maintaining biodiversity and

minimizing negative interactions between a range of

conservation goals and development activities. Some

authors [2] correctly highlight that aquaculture cannot

be considered as one single “monolith,” which can be

tarnished with the single level of criticism, as it reflects

a diverse array of species, methods, and potential inter-

actions. In addition to the differences highlighted above

between those culture methods reliant on input of feed-

stuffs necessary for the culture of some species (finfish

and crustaceans), the degree of structural input and

environmental alteration is also highly varied among

the different species cultured and the method employed.

In short, this entry will identify some of the issues asso-

ciated with sustainability of shellfish aquaculture and

whether or not the efforts directed to date are considered

to be on a trajectory toward sustainability [3].

Interactions of Shellfish Culture

Early incarnations of shellfish culture are considered

not far removed from wild fisheries in that the

activities were broadly extensive with only small-scale
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manipulation of stocks (e.g., movement of wild seed to

production areas; an activity still practiced today with

on-bottom mussel and oyster culture). Over time, the

industry has evolved with the development of more

contained systems. With such intensification, the risk

of detrimental environmental interactions increased,

e.g., disease risks or greater deposition of organic mat-

ter beneath structures, as a consequence of higher

holding densities of culture organisms. Notwithstand-

ing density-related issues, in many instances, it is not

the presence of the culture organisms that result in

largely negative interactions but the activities associ-

ated with the culture mechanisms, e.g., dredging exten-

sive culture systems, pesticides, or chemotheraputents

in pond systems.

The culture of shellfish (bivalve molluscs) as dis-

tinct from finfish and crustaceans, for the most part,

requires no input of feed to the culture process. Given

this difference, this entry will focus primarily on the

culture of molluscan shellfish (primarily bivalves).

Under certain circumstances, e.g., hatchery production

of shellfish, the input of feed in the form of phyto-

plankton is required to produce seed [4]. Thereafter,

for the majority of their life cycle, shellfish consume at

the lowest trophic level, feeding largely as herbivores

and relying on ambient seston [5]. This distinction is

important in that it highlights the fact the culture of

shellfish, upon harvest, is considered a process that

facilitates the net export of carbon (and other nutri-

ents) from marine systems. While this may be consid-

ered an exploitation of a resource and detrimental to

the system, there are situations where this is also inher-

ently beneficial to the ecosystem. The impacts of shell-

fish culture have been well documented in research

literature where specific interactions are described

and quantified (Table 1). In addition, this topic

has been a subject of numerous reviews highlighting

similarities and differences inherent in culture methods

and considers the factors governing any differences

observed.

The extent of the interactions between shellfish

culture and the environment are primarily a function

of the type of species being cultured, the system of

culture, and the properties of the receiving environ-

ment. Table 1 provides a summary of the interactions

identified between shellfish culture practices and the

environment. The interactions are summarised as
the mechanism which acts on the system. For example,

the dredging associated with the collection of mussel

seed for aquaculture practices can have the effect of

physically disturbing the seafloor and the organisms

therein (the impact indicator). It has been demon-

strated empirically that this activity can have an impact

at the community level of marine ecosystems. The

culture of shellfish species using structures presents

a number of likely interactions. The use of structures,

i.e., bags and trestles, longlines with droppers will

increase the density of culture organisms above the

seafloor, thus influencing the flux of material and

nutrients to the seafloor and into suspension. This

higher density can also modify water flow in and

around the culture system. These and other more

general interactions are discussed below.
Nutrients

Bivalve shellfish can function in the ecosystem by fil-

tering seston and releasing nutrients in solid or

dissolved forms. They are responsible for deposition

onto the seafloor of particulate matter (as either feces

or pseudofeces), thus influencing benthic-pelagic cou-

pling of organic matter and nutrients. The deposition

of organic matter by molluscs has been demonstrated

to impact on the infauna organisms and communities

found in sedimentary environments. The changes have

broadly reflected the Pearson–Rosenberg [6] pattern of

community development whereby moderate increases

in organic matter stimulate species’ richness and abun-

dance. Further increases in organic matter could result

in a reduction in species richness and abundance such

that excesses result in azoic conditions as a consequence

of protracted anoxic conditions. The effects of

biodeposition are exacerbated by the increase in den-

sity of culture organisms above the seafloor. The use of

bags on trestles (e.g., oyster culture) and longlines

(with mussels) will increase the density of culture

organisms over a particular point and increase the

risk of impact due to biodeposition. While effects of

organic loading have been demonstrated with shellfish

culture activities, the impacts are considered relatively

small when compared with other culture systems where

externally derived organic matter, i.e., food, is inputted

directly to the system, e.g., finfish culture. A number

of factors mediate the level of impact on the seafloor.
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environment identifying the interaction route and indicator

Culture type
(species) Interactions Indicator References

Off-bottom –
Suspended
culture (e.g.,
mussels, oysters)
using longlines,
rafts, floating
bags

Water flow alteration Sediment particle size analysis (PSA) – increase in fine
sediment composition due increased sediment
deposition or increase in coarse sediment
complement due to scouring

[7, 79–85, 163]

Benthic infauna – adjustment in species composition
and abundance; community composition

[86–89]

Depostion of organic
matter (feces and
pseudofeces)

Increase in sulfide reduction, Decrease in REDOX
depth; Sediment biogeochemistry changes

[84, 88, 90–93]

Benthic infauna [81, 86, 87, 94, 95]

Shading Condition of light-sensitive species (macroalgae,
maerl, eel grass)

[96, 97]

Habitat creation/fouling Secondary production on culture organisms or
structures. Increased nekton species

[22, 98–103]

Seston filtration Alteration of phytoplankton communities, impact on
production/ecological carrying capacity; changes in
zooplankton assemblages

[80, 104–107]

Nutrient exchange Ammonium, DIN – increased primary production, N2
removal via harvest or denitrification

[93, 108–111]

Introduction of exotic
species with culture
organisms

Presence of non-endemic or exotic species [22, 112, 151]

On-bottom
(Mussels,
oysters, clams)

Physical alteration,
dredging, intertidal picking

Benthic infauna [86, 114, 115]

Monoculture Epifuana community alteration: PSA alteration [52, 86, 89, 91, 96,
115–118]

Depostion of organic
matter (feces and
pseudofeces)

Increase sulfide reduction, Decrease in REDOX depth;
sediment biogeochemistry changes

[119–126]

Benthic infauna [8, 127]

Shading Condition of light-sensitive species (macroalgae,
maerl, eel grass)

[11]

Habitat creation/fouling Secondary production on culture organisms or
structures

[78, 79, 89, 115,
127–129]

Seston filtration Alteration of phytoplankton communities, impact on
production/ecological carrying capacity; increased
light penetration

[11, 91, 106, 107,
109, 130–141]

Nutrient exchange Increased primary production, N2 removal via harvest
or denitrification; alteration of N:P ratios

[109, 110,
142–150]

Introduction of exotic
species with culture
organisms

Presence of non-endemic of exotic species [112, 113]
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In addition to density of culture organisms, the

hydrography of the system including residence time,

tidal range, and residual flow will all dictate the likely

influence the extent of an impact on the seafloor. The

greater the residual flow and/or tidal regime, the risk of

accumulation of organic material is reduced [7, 8] due

to the dispersive regime. Similarly, the high density of

structures can result in the impediment of water flow

(baffling effect), slow it down, and cause localized

deposition of suspended material on the seafloor.

Depending on the extent of the structures, the effect

can be localized or extensive [9] with concomitant

impacts on sedimentary infauna.

Organic deposition by shellfish on the seabed can

also influence the remineralization of nutrients in

marine systems. This process as well as normal excretion

(of ammonium NH4
+) demonstrates that shellfish in

both their natural state and in culture can influence

nutrient dynamics inmarine systems. In fact, in a coastal

bay in France it has been estimated that between 15%

and 40% of nitrogen in the system is derived from

oysters in culture [10]. Notwithstanding the factors

that govern extent of impacts on systems, molluscs are

considered net consumers of particulate and dissolved

nutrients, and, by virtue of the movement of product to

market the nutrients are exported from the system. The

area required to assimilate material is generally confined

to the production area and as such the area required to

assimilate material is less with culture than without.
Filtration

Bivalve shellfish (oysters and mussels) have a high fil-

tration capacity and can respond rapidly to changes in

phytoplankton abundance (as a result of eutrophica-

tion) in marine systems. In nearshore marine environ-

ments, the presence of large numbers of bivalve

shellfish has provided the system with the ability to

buffer the effects of large phytoplankton blooms. This

phenomenon applies equally to shellfish in culture

which likewise provides the system with resilience

against natural or anthropogenically derived fluctua-

tions in phytoplankton numbers (blooms) [11–14].

As a consequence of this phenomenon, the subsequent

removal of natural bivalve populations from

marine systems (e.g., by fishing) has resulted in

well-documented ecological shifts in system processes.
The dramatic reduction of oyster numbers in the

Chesapeake Bay (USA) has coincided with a deteriora-

tion in water quality of the Bay; this situation was

exacerbated by increased athropogenic pressures

[15–17]. Shellfish in culture while having demonstrable

localized effects do also appear to have the ability to

moderate the effects of nutrients more broadly in

marine systems [9, 18].
Exotic Species

The importance of aquaculture as a vector for the

introduction and spread of exotic species has been

well documented [19–23]. There are two broad classes

of introductions that may result from bivalve

aquaculture.

First, there is the establishment and spread of non-

endemic species that have been intentionally intro-

duced into an area for aquaculture purposes, the

“target” species. Classic examples of this include the

establishment of the Pacific oyster (Crassostrea gigas)

on the Pacific coast of North America [24] and in

various countries throughout Europe [25–27] and of

the Mediterranean mussel (Mytilus galloprovincialis) in

South Africa [28]. More recently, the large expansion of

C. gigas in the Oosterschelde and the Dutch and

German Wadden Sea have been a cause of concern in

both countries from a fisheries, ecological, and human

health perspective. Wild populations of the Pacific oys-

ters have expanded from 15 ha in 1980 to 750 ha in

2005 in the Oosterschelde [29]. They have become

a competitor (for space and food) with the commer-

cially important mussel industry [25, 30]. In addition,

they have become an increasing health risk associated

with human encounters given the sharp nature of the

shell [31]. Efforts to remove wild Pacific oysters from

the Oosterschelde in the Netherlands are ongoing (Aad

Smaal, IMARES, NL personnel communication). It is

important to note that in the Netherlands, Pacific oys-

ters were first introduced by broadcast spreading in an

uncontained fashion on the seabed under the assump-

tion that the summer temperatures were such that they

would not successfully complete gametogenesis, spawn,

and most importantly recruit.

Second, there is the establishment and spread of

species that are associated with the introduced bivalves

[32, 33]. These species may include both “hitchhiking”
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species – animals, plants that grow associated with the

bivalves and diseases or parasites that may cause out-

breaks in the same or other species [34]. This acts at

two spatial scales: at an interregional or international

scale with respect to the initial introduction of

hitchhiking species and also at a regional scale, where

the transfer of stock among sites may be very important

to the spread of established exotic species locally [35].

The provision of novel habitat by the species being

cultured may also allow for the establishment or ampli-

fication of exotic species that may be introduced

through other vectors or of native species that thrive

in the novel habitat [36–38].

Introductions of the C. gigas, and to a lesser extent

C. virginica and other oyster species, outside of their

native range for aquaculture have been suggested to

be one of the greatest single modes of introduction

of exotic species worldwide [19, 39]. For example,

transfer of organisms with bivalves has been suggested

to be the most important source of exotic species in

northern Europe [17, 40] and among the most impor-

tant vectors elsewhere in that continent [17, 41, 42].

In the northeast Pacific, some authors suggest that

oyster (C. gigas) introductions have even been the

major source of introduction of exotic molluscs [14]

and invertebrates in general [43], historically contrib-

uting at least as many of the exotic species in that area

as has international shipping.

The slipper limpet (Crepidula fornicata), originally

introduced into England with C. virginica, has had

great impacts on some benthic communities in Europe,

particularly in France [44] and the UK [45]. It has

displaced important commercial bivalves, such as the

great scallop (Pecten maximus) in some areas and

native oysters beds in Normandy [46] and the south

coast of England [39]; however, in other areas where it

has not proliferated as much, it appears to have had

little effect on overall macrobenthic community diver-

sity [47].

Introductions have not just been confined to

macrofaunal species. Oyster introductions have also

been strongly implicated in the introduction of para-

sitic organisms and macroalgal species into novel

regions [48–50]. Notwithstanding the records of aqua-

culture-mediated introductions of nonnative species

into marine systems, there still appears to be a paucity

of information and experimental evidence quantifying
the impacts of nonnative oyster introductions on the

receiving environment [13]. The structures associated

with shellfish culture (e.g., ropes, bags, floats) in some

areas provide novel habitat for the colonization and

proliferation of exotic species [18]. In addition to the

likely effects on system function, the colonization of

structures associated with shellfish culture also presents

practical problems for the aquaculturists from

a husbandry perspective.

Biodiversity

The physical presence of large numbers of shellfish in

culture can result in a monoculture which has a finite

period of time in the system as a consequence of hus-

bandry practices, e.g., thinning or harvesting. Given

this constraint, the development of communities asso-

ciated with the cultured shellfish will be restricted and

hence biodiversity is likely to be reduced. This is par-

ticularly true if the culture period is short (i.e., approx-

imately 1 year). The activities associated with shellfish

culture can also be impacting. For example, dredging

associated with on-bottom culture of mussels and oys-

ters can cause damage to seabed (and organisms

therein) and cause sediment plumes to be distributed

beyond the culture environs [51, 52].

Structures

The culture of shellfish species using structures pre-

sents a number of likely interactions with the environ-

ment. The use of structures, i.e., bags and trestles,

longlines with droppers will increase the density of

culture organisms above the seafloor, thus influencing

the flux of materials and nutrients to the seafloor and

into suspension. The physical presence of the structures

can also modify water flow in and around the culture

system resulting in increased deposition of material or

scouring in areas of higher flow. Either way there is

a potential to impact on the sediment structure and

associated communities. As stated above, shellfish

aquaculture can also provide structures that can pro-

vide for the proliferation of individual (fouling) organ-

isms in a system. Some of which might be new to the

system. Finally, the physical presence of the structures

and culture animals can have the effect of shading

the seafloor and thus potentially impacting on species

reliant on light (e.g., maerl or seagrasses).



1442 Shellfish Aquaculture, Methods of Sustainable
The interaction of shellfish culture activities with

the marine environment can be considered from the

perspective of near-field and far-field impacts. While

near-field effects are more easily measured (using many

standard near-field impact indicators identified in

Table 1) and mitigated, the measurement of far-field

effects is more difficult to achieve, although some of the

impacts might be lessened if near-field activities are

reduced or mitigated. Other far-field effects may not

be as easily measured and assigned to a specific causa-

tive activity (as there may be multiple causative factors)

yet they all must be considered when managing marine

systems. To this end, a number of authors (e.g., Tucker

and Hargraves [163]; Costa-Pierce and Page [3]) have

provided a good contextual presentation on the issues

surrounding sustainability of aquaculture activities.

They acknowledge that sustainability solutions can

extend from ecological, technical, and socioeconomic

and cover very small spatial scales to adjusting broader

societal values.

It is important to appreciate that in order tomanage

activities in marine systems, it is imperative that there is

a good understanding linking the culture practice to

a specific environmental response. These interactions

are important in order to coordinate management

responses between regulatory agents and aquaculture

operators, in order to minimize negative environmental

effects while maintaining production returns and

hence, profits.
Evolution of Sustainability for Shellfish Culture

It is widely accepted that most human activities in the

marine environment will have some effect on marine

species and habitats. The scale of these impacts depends

on the nature of the activity, its intensity, and the

sensitivity of the receiving environment. The degree

of change that is considered permissible depends on

a number of factors, not the least of which is public

perception. Empirical data demonstrating change or

impact is the most obvious basis on which to justify

management actions or inactions. Equally important

is linking the change observed directly to the

process under consideration (e.g., bivalve molluscan

mariculture). Best management practices (BMPs) and

performance standards have been adopted as means

of mitigating against unacceptable environmental
interactions. The major categories of practices and

standards include the following:

● Regulatory standards governing molluscan

mariculture

● BMPs (or design standards or specifications) for

bivalve growers, mariculture regulators, and

managers

● Certification standards for molluscan products

(e.g., organic, sustainable, fair trade, domestically

or even locally grown)

● Other innovations, IntegratedMulti-Trophic Aqua-

culture (IMTA)
Legislative Drivers Toward Sustainable Practices

As in many countries there is much national and inter-

nationally derived legislation governing the production

and placement of aquaculture-derived food products

on the market. These regulations consider the product

primarily from a food safety perspective with the goal

of protecting the consumer. In European Union mem-

ber states, Regulation (EC) No 854/2004 [53] of the

European Parliament and of the Council of 29 April

2004 laying down specific rules for the organization of

official controls on products of animal origin intended

for human consumption was implemented to ensure

that consumers of shellfish products are not exposed to

toxins that might have accumulated in shellfish flesh as

a consequence of filtering phytoplankton species

responsible for producing these toxins. Shellfish are

effective bioaccumulators. Such regulation requires

continual monitoring of shellfish products derived

frommarine waters. In the event of an excess of defined

thresholds, the product is not placed on the market and

monitoring continues. The broader environmental

benefits of this legislation are that it can identify areas

of risk (for harmful algal blooms) and has spawned

research to identify factors governing the causes of

bloom events including anthropogenic sources. How

this impacts on sustainability of shellfish aquaculture?

The persistence of HAB and toxic events can dictate the

feasibility of locating or developing shellfish culture

these areas. If areas are subject to prolonged closures,

the product is generally restricted from being removed

and can result in overload and subsequent impact on

system processes.
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The Water Framework Directive [54] is a legislative

driver designed to improve surface and groundwater

quality throughout the European Union. Allied with

a full-risk assessment, each waterbody will be assessed

for its condition in terms of ecological quality elements.

This monitoring program focuses on a range of eco-

logical quality elements (e.g., benthic invertebrates,

phytoplankton, macroalgae, fish in transitional waters)

for which a series of standards have been developed.

The waterbodies included in the monitoring program

were selected on the basis of no obvious pressures

and site for which some pressure has been identified,

e.g., aquaculture activities. The goal of the WFD is

to ensure that all waterbodies achieve good ecological

status by 2015.

The Habitats and Birds Directive [55] in EU mem-

ber states is considered the cornerstone of Europe’s

nature conservation policy. The Directive requires

that certain areas are designated as conservation sites

(Natura sites) and that the conservation features

therein managed such that they are preserved in

a natural state. In many EU member states, licensed

aquaculture activities take place in Natura sites. The

designation does not preclude licensing activities in

Natura sites but the licensing process must ensure

that the proposed activities do not pose a significant

risk to the conservation objectives of the site. In this

regard, the licensing authority must be seen to carry

out and appropriate assessment on the likelihood of

these activities significantly impacting on the conser-

vation features. If the activity is considered impacting,

then the licensing authority or the applicant can miti-

gate with a view to reducing the significance of the

impacts and still fulfill both conservation and aquacul-

ture objectives. Similarly, in the USA, the Magnuson-

Stevenson Fishery Conservation and Management Act,

provides for the protection of essential fish habitat and

the restoration of coastal habitats. Both objectives can

cause the relocation of shellfish aquaculture operations

to less ecologically sensitive areas (e.g., away from

seagrass beds). However, the act also provides some

opportunity for shellfish aquaculturists from the per-

spective of the benefits shellfish aquaculture can

provide specifically as it relates to habitat restoration

goals. The worldwide depletion of natural populations

of shellfish in nearshore coastal areas has been

well documented (reviewed in National Research
Council [18]). The ability of aquaculture to fill the

ecological niche previously provided by native

populations has been postulated. At a minimum aqua-

culture has provided stock for the implementation of

restoration projects in Chesapeake Bay in Virginia and

Maryland [56].

The International Council Exploration of the Sea

Code of Practice on the Introductions and Transfers of

Marine Organisms [57] is not legislation per se; how-

ever, it is cited in legislation and is considered a good

example of a guide/code of practice developed in

response to particular pressures or risks identified

with human activities including, inter alia, shellfish

aquaculture. The ICES Code of Practice recommends

a series of protocols with a view to mitigating any

negative risks associated with intentional introductions

and transfers of marine organisms and is targeted at

individuals or organization that engages in such activ-

ities. As an example of specific legislation citing the

ICES Code is the European Union regulation

concerning use of alien and locally absent species in

aquaculture (708/2007/EC). Specifically, the legislation

is designed to avoid alterations to ecosystems, prevent

negative biological interactions (including genetic

change) with indigenous populations, and restrict the

spread of nontarget species and detrimental impacts on

natural habitats. This legislation directs member states

to ensure that a full-risk assessment is carried out prior

to the introduction of a nonnative species for aquacul-

ture purposes. In order to facilitate any introduction,

the regulator must ensure that the operator mitigate

fully any negative interactions identified as

a consequence of the risk assessment. The protocols

identified in the ICES Code can provide an avenue

toward this mitigation.

The Code is aimed at a broad audience since it

applies to both public (commercial and governmental)

and private (including scientific) interests. In short,

any persons engaged in activities that could lead to

the intentional or accidental release of exotic species

should be aware of the procedures covered by the Code

of Practice.

Notwithstanding the potential for regulation to

positively guide the development and practice of shell-

fish aquaculture activities, there is also the risk that

regulation can result in constraint of bivalve aquacul-

ture development. This has been demonstrated in the
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USA where a range of local, state, and federal ordi-

nances govern the licensing of activities in nearshore

waters (i.e., areas conducive to bivalve aquaculture).

For example, while some coordination has occurred

between state and federal agencies in the USA, it still

requires up to 30 permits to establish a shellfish culture

operation (National Research Council [18]). The com-

plexity can result in a protracted and expensive applica-

tion process on the part of the aquaculturist that can end

with the permit application being refused. The conflict

inherent in the regulatory processes is also reflected by

conflicts of users in the coastal areas, e.g., wild fishery

and aquaculture interests. As a solution to such conflicts,

some jurisdictions have implemented zoning of activi-

ties where certain activities are only permitted. For

example, in an effort to mitigate the conflicts between

shellfish culturists and fisherman, some states (Massa-

chusetts and North Carolina) allow shellfish culture in

areas where bivalves do not naturally grow. While this

offers a somewhat artificial solution to user conflicts, it

would appear to favor fishermen, as shellfish typically

grow best where they are found naturally in the wild and

the availability of approved growing areas might be hard

to locate if shellfish are ubiquitous.

Industry Solutions Toward Sustainable Practices

There have been a number of industry-led initiatives

that have directly or indirectly led to the implementation

ofmore sustainable practices relating to shellfish culture.

As already stated, an important realization among pro-

moters of aquaculture and/or regulatory bodies is that

a good understanding of the likely interactions between

culture practices and environmental concerns is para-

mount in order to structure management responses.

From the industry perspective, these responses are

structured with a view to minimizing the negative envi-

ronmental interactions while maximizing profits.

Integrated Multi-Trophic Aquaculture

Integrated Multi-Trophic Aquaculture (IMTA) is based

upon the principle that the coculture of aquaculture

products in carried out in sequence and that one species

production is dependent upon the outputs of another

[58]. Integration at larger scales may address the opti-

mization of shared resources among various aquaculture

users (e.g., shellfish or seaweed culture near fish farms),
but assumes that the integrated components (species)

are situated within the influence of the system compo-

nent upon which it directly depends for waste/energy

transfer and utilization. In a well-balanced system this

relationship provides the environmental benefits associ-

ated with polyculture, and is the basis of definitions

such as sustainable, or ecological, aquaculture.

Initiatives on the east coast of Canada (New

Brunswick) have recently evaluated the performance of

mussels (Mytilus trossulus) and large macrophytes

(Laminaria) cultured within the infrastructure of an

open net-cage salmon (Salmo salar) aquaculture facil-

ity (see IMTA chapter) [58]. To date, there have been

mixed results in terms of performance of secondary

species, i.e., shellfish species in demonstration projects

for IMTA; however, there are a number of other per-

ceived benefits of location shellfish operations in the

influence of finfish farms. Most notably is the effect of

the shellfish on diseases and parasites of the fish

species. Concern has been raised about the ability of

the shellfish species of retaining and/or transmit-

ting disease-causing organisms to fish species. The

counterargument to these concerns is that the shellfish

species is likely endemic to the area and may form part

of fouling community on structures such that the risk is

not magnified by the presence of the species in culture.

In addition, a demonstrated benefit is that the blue

mussel (Mytilus edulis) has been shown to destroy the

virus for infectious salmon anemia (ISA) [59]. Further-

more, the blue mussel has also been demonstrated to

eat copepodids (the larval stage of the sea louse,

a parasite of salmon) [60] and represents a potential

alternative control mechanism to sea lice to chemical

treatment which have limited efficacy due to a buildup

of resistance in the louse.

The environmental benefits of MTA are not

constrained solely to the direct assimilation of waste

constituents among the cocultured species, but will also

be achieved indirectly through the physical design/

configuration and orientation of such a system with

respect to adjacent, and potentially sensitive marine

habitats. Furthermore, there are a number of perceived

social benefits associated with the development of

marine integrated aquaculture including: (1) optimiz-

ing culture opportunities where space is constrained;

(2) the provision of development opportunities in

remote coastal regions; and/or (3) improving public
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awareness of aquaculture or aquaculture subsequent

environmental accountability. To this end, in the

European Union, the Common Agriculture Policy

and Common Fishery Policy requires primary users

of the natural resources (e.g., agriculturists, fishermen,

aquaculturists) to implement an ecosystem approach

in the management and conservation of the environ-

ment and landscape. It considers polyculture (MTA) as

a viable utilization approach for these areas that could

provide restoration at a lower cost for society.
Certification Schemes

The increasing demand from consumers for informa-

tion pertaining to the products they are consuming has

been the primary driver for the development of aqua-

culture certification schemes. The schemes operate on

the principal that aquaculture products are produced

in fashion that considers a range of factors including,

inter alia:

● Social responsibility and comply with laws such

that they are produced in a legal, safe, and fair

manner

● Environmentally responsible manner such that any

negative impacts on the system are minimized

● That all food safety and quality standards are com-

plied with in the member states

● That all animal health issues are considered and

managed consistent with legislative requirements

To date, the most prominent schemes are overseen

by the Global Aquaculture Alliance (GAA) [61], which

is responsible for the development of best aquaculture

standards for mostly “fed” aquaculture products,

including shrimp hatchery and farm standards. It

would appear that there are currently no plans for the

GAA to develop standards for bivalve shellfish culture.

The Aquaculture Stewardship Council is an association

founded jointly by the WWF and Dutch Sustainable

Trade Initiative with a view to ensuring aquaculture is

carried out in an environmentally and socially sustain-

able fashion. The ASC has developed standards for the

culture of bivalve shellfish products (on foot of the

Bivalve Aquaculture Dialogues [62]). The standards

are governed by a range of broad principles for

addressing the environmental and social issues associ-

ated with bivalve aquaculture. These principles are
consistent with those identified above. The principles

provided the framework for developing the criteria,

indicators, and standards applicable to bivalve farming.

The standards attempt to provide quantitative perfor-

mance levels that determine whether a principle is

achieved or not. The ultimate goal of ASC is to have

comprehensive participation in the certification

scheme by shellfish aquaculturists, which is planned

to be certified by a third party. In addition to bivalves

(clams, oysters, mussels, and scallops) standards have

also been established for abalone. In summary, certifi-

cation standards have been developed by buyers, public

agencies, nongovernmental organizations, or market-

ing groups as a means of providing consumers with

information about a product. The ultimate goal of

certification schemes is to persuade growers to modify

culture practices by influencing consumer choice and

market forces. However, pursuit of certification is

voluntary for growers.
Best Management Practices

The origin of Best Management Practices (BMPs) deal-

ing specifically with environmental interactions is pri-

marily from broader land-based agricultural practices

used to mitigate the effects of soil erosion and nutrient

loading. Similarly, mariculture BMPs have been devel-

oped with a view to minimizing effects resulting from

aquaculture culture practices (see Table 2). Best man-

agement practices often are developed or strongly

supported by the industry group (e.g., oyster growers)

to which they apply and as such, adoption of and adher-

ence to these codes is usually voluntary. As with other

practices (cited above) the adoption of BMPs tend to

have multiple objectives including, for example, reduc-

ing the likelihood that shellfish farming will have unac-

ceptable ecological effects. These effects relate primarily

to changes in the ecology of the system and interactions

with other stakeholders in the system. As highlighted in

Table 2, some examples of BMPs relating to shellfish

culture consist of outreach brochures on husbandry

techniques (e.g., Washington Sea Grant, 2002; Alaska

Sea Grant, 2009; University of Maryland, 2009) to iden-

tify the optimal ways to culture bivalve molluscs. While

these publications focus on methodologies to maximize

production, they can still be considered as rudimentary

BMPs, in that they require, of the culturists or advisors,
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standards for the farming of bivalve molluscs produced by a range of organizations, demonstrating the range of topics

and the variety of subjects covered. Ecosystem Concepts for Sustainable Bivalve Mariculture by Committee on Best

Practices for Shellfish Mariculture and the Effects of Commercial Activities in Drakes Estero, Pt. Reyes National Seashore,

California Reproduced with permission of National Academies Press

Author Affiliation Scope Scale References

U.S. Agency for International
Development

Regulator,
nongovernmental
organization, and academia

Generic guidelines and
environmental interactions

International [151]

World Wildlife Fund Nongovernmental
organization

Environmental interactions International [72]

U.S. Department of
Agriculture

Regulator Policy on organic certification
and environmental
interactions

National [152]

State of Virginia Advisory agency, regulator,
and industry

Environmental interactions
and permitting

State [153]

Pacific Coast Shellfish
Growers Association

Industry Policy and environmental
interactions

Regional [154]

Seafish (UK) Regulator, industry, and
advisory agency

Alien species interactions National [155]

State of Massachusetts Industry, regulatory, and
advisory agency

Environmental interactions,
permitting, and husbandry

State (local) [156]

Maryland Aquaculture
Coordinating Council

Industry, regulatory, and
advisory agency

Environmental interactions,
permitting, and husbandry
advice

State [157]

Ireland Industry and advisory
agency

Generic environmental
interactions

National [158]

Florida Department of
Agriculture and Consumer
Services

Regulator Permitting and environmental
interactions

State [159]

International Council for the
Exploration of the Sea

International convention Alien species Interactions International [56]

Maine Aquaculture
Association

Industry Environmental interactions
and permitting

State [160]

National Oceanic and
Atmospheric Administration

Regulatory Environmental interactions
and policy

National [161]

Creswell and McNevin
(2008)

Academia Generic guidelines,
environmental interactions,
and husbandry

International [162]

Source: From National Research Council [18]
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a good understanding of the likely interactions between

the specific culture methods and the environment

(e.g., performance in light of productivity).

The development of BMPs with a view to managing

environmental interactions should be considered a fluid
or transitory process that should allow for feedback and

subsequent modification of culture practices to mitigate

negative effects associated with the shellfish culture.

Some BMPs are usually nontechnical wherein they

identify a range of issues and present a framework of
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general principles and solutions and as such, are

unlikely to address the range of detailed and local in

aspect, issues that present to regulatory agencies and

the producers. Other BMPs do deal with more regional

issues, and yet others specifically consider the day-to-

day operations at farms and their interactions. These

guidelines can provide important advice on pertinent

laws and ordinances and focus on important local

issues (e.g., environmental interactions, stakeholder

interactions, community relationships). In addition,

they can identify solutions that range from farm- or

small-scale measures to broader societal solutions

focusing upon competing uses and values. Toward

this end, there are a number of general principles that

have applied to the development of BMPs that have

directed the practice of shellfish aquaculture toward

producing molluscs under the broader umbrella of

sustainability. These principles can be broadly catego-

rized under the following headings [50, 63]:

1. Promote a good understanding of environmental

and ecological processes, with the broader view of

generating carrying capacity models for production

areas. This can be further expanded including

important socioeconomic considerations also

(i.e., ecological and socioeconomic sustainability).

2. Utilize the BMP as a means of promoting the

product, i.e., a marketing tool to target a niche

market and/or premium price (i.e., economic

sustainability).

3. Allow a staged increase in production and reduce

uncertainty in terms of environmental interactions

(i.e., ecological sustainability).

4. Provide an important communication tool to high-

light issues and benefits of shellfish culture to rele-

vant regulatory authorities as well other

stakeholders (e.g., nongovernmental organizations)

(i.e., social sustainability).

While a goal of implementing BMPs will undoubt-

edly be the improvement of environmental conditions

or mitigation of negative effects caused by the aquacul-

ture activity, there still remains a question of how the

effects of the BMP are measured. There can be a sharp

distinction between BMPs and performance standards.

On the face of it, both schemes are broadly designed to

limit risk of undesirable environmental impacts. Some

authors [15, 64] correctly note, however, that BMPs are
not a proxy for performance and that they may have

little or no impact in terms of measurable environmen-

tal improvements. Typically there are no measures

associated with BMPs to validate the claims about

mitigating environmental effects. BMPs, in effect, are

akin to design standards, whereby procedures and

practices are strictly defined (e.g., number of longlines

per hectare) which are relatively easily verified. BMPs,

therefore, will have a lower administrative burden for

demonstrating compliance by identifying easily mea-

sured metrics, but have the drawback that there is no

guarantee of environmental benefit. Performance stan-

dards, on the other hand, measure specific environ-

mental objectives, i.e., the effect on the activity on

some aspect of the environment (e.g., free sulfide

concentration in sediments). Performance standards

relate more specifically to objectives focusing upon

ecological integrity of a system [15]. However, perfor-

mance standards have resource implications in terms of

monitoring and enforcement; they are likely more

expensive to administer and implement that BMPs.

Notwithstanding with distinction highlighted

between BMPs and performance standards, it is still

possible for managers to align husbandry practices

with some measure of performance. For example, it is

possible for managers to identify the carrying capacity

of a system and subsequently advise on the design of

husbandry systems. The process must be fluid and

allow for changes in practices and standards as

more information on effects is gathered and uncer-

tainty is reduced. It also should allow for stakeholder

participation to inform management decisions. In

this regard, the science underpinning management

actions is communicated concisely to all with an inter-

est in the subject matter and that the views and expe-

rience of stakeholders are brought to bear on the

process.

Measuring Sustainability: The Development of

Indicators

Indicators are important management and communi-

cation tools used in order to

1. Inform and raise public awareness on environmen-

tal issues

2. Provide information linking driving forces and

impacts
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3. Develop policy responses. To this end, the indica-

tors can be used:

a. To supply information on environmental prob-
lems in order to enable policy makers to value

their seriousness

b. To support policy development and priority

setting by identifying key factors that cause

pressure on the environment

c. To monitor the effects of policy decisions
Communication is a primary function of indicators –

they should enable or promote information exchange

regarding the issue they address. Communication, how-

ever, demands simplicity and therefore indicators should

always simplify complex realities. Sustainability indica-

tors are different from “impact” indicators in that they

tend to be more inclusive and consider not only envi-

ronmental issues but also social and economic features

[3]. Based upon these broad criteria, sustainability

indicators represent an amalgam of the Integrated

Coastal Area Management (ICAM) guidance of the

United Nations Educational, Scientific, and Cultural

Organisation (UNESCO) recommends three basic cat-

egories of indicators:

1. Environmental: Reflect trends in the state of the

environment; are descriptive in nature; and become

performance indicators if they compare actual con-

ditions to desired conditions expressed in terms of

environmental targets.

2. Socioeconomic: Represent the demographics of

humans in the coastal zone and measure quality

of life issues.

3. Governance: Measure the performance of the

state of implementation, measuring the progress

and quality of interventions of the governance

process in relation to program goals set at the

outset.

To this end, sustainability indices (SIs) are needed

by aquaculture resource managers who must sort

through large amounts of information and make

numerous decisions relating to environmental man-

agement and policy implementation. SIs, therefore,

offer a means to prioritize those aquaculture systems

most in need of immediate management attention and

allow scarce management assets to be applied in the

most cost-effective manner. The development and
subsequent utilization of SIs are also valuable to owners

of seafood businesses who wish to procure or develop

“sustainable seafoods,” i.e., as a marketing tool.

Well-developed and scientifically credible SIs are

important tools which can make a range of ventures

including monitoring, baseline data collection,

research enterprises, and communications efforts bet-

ter organized and targeted, and thereby, more cost

effective. Therefore, indicators must be selected or

developed and cover the three components of sustain-

ability. It has been argued that indicators should be as

quantitative as possible. While this is a practical goal,

some descriptors do not lend themselves as easily to

quantitative measurements and therefore qualitative

descriptions may be more appropriate for describing,

say, for example, the social aspects of sustainability [3].

Indicators must be measurable objects that can be

simplified by aggregation and calculation. Outcomes

from theoretical models cannot be considered as indi-

cators. Nevertheless, models may help to indicate the

most relevant factors to be monitored. Ideally, indica-

tors might address the following issues:

● Continuity of supply (environmental, economic,

and social services)

● Social, economic, and environmental costs to pro-

vide this continuity of supply

● Long-term aspects

● Financial viability

● Social and ecological impacts

● Global efficiency
Environmental Indicators

While there is considerable effort directed toward the

development of indicators for coastal areas throughout

the world, the focus primarily remains on environmental

indicators that link specific pressures with impacts. The

development in European UnionMember States of indi-

cators relating to the implementation of the Water

Framework Directive [52, 65] is a clear example of one

such endeavor. Indicators developed in response to this

legislation, for the most part, are responsive to a range

of pressures. The development of sustainability indica-

tors (particularly those targeted at shellfish aquacul-

ture) is at a more nascent stage. It is broadly accepted

that sustainability indicators for shellfish aquaculture
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(and aquaculture generally) should encompass the

criteria outlined previously, i.e., track aquaculture’s

(positive and negative) impacts on the environment

and be able to monitor economic, social, and cultural

externalities, as well as evaluate governance impacts of

policies and regulatory measures on aquaculture. Once

accepted as practical tools, SIs need to be ultimately

included in codes of best practices, decision support

systems, and should be used by managers to steer aqua-

culture development and how it might interact with

other activities and features in the marine environment.
Composite Sustainability Indices

While it is possible to assess sustainability with several

indicators [66], it may sometimes be difficult to make

decisions and comparisons among sectors, production

systems, or companies based on a large number of

performance measurements. To help decision makers

in this respect, it may be useful to use composite

sustainable development index, linking many

sustainability issues and so reducing the number of

decision-making criteria that need to be considered.

In recent years, research has focused on the devel-

opment of composite indices mostly for cross-national

comparisons of economic, societal, environmental,

and/or sustainable progress of nations in a quantitative

fashion [67]. Care must be taken in the development of

composite indicators as, for example, weighting of con-

stituent indicators can be applied subjectively without

any clear quantitative basis. However, this may be

corrected by the application of sensitivity analysis

whereby weightings are adjusted to reflect the true influ-

ences of indicators (and by association, pressures). In

addition, the selection of the indicators to be used in a

composite indicator is crucial to the utility of a sustain-

ability indicator. A solution to this is it requires

a transparent and inclusive process to determine how

andwhowill select themost appropriate indicators [50].

Such a process should avoid risks associated with too

much complexity as well as concerns about the costs

associated with monitoring multiple indicators that

could be irrelevant to managers and the public. Usable

indicators must be more than just a description of state

and should have diagnostic properties that lead to

some insights into processes taking place (i.e., provide

a specific link to the pressure under consideration).
As previously stated, SIs for environmental and

aquaculture management are still in the early stages of

development. However, some investigators [68] have

recommended a simple set of easily quantifiable indi-

cators for sustainability in aquaculture (generally) and

which broadly reflect the criteria outlined previously

describing sustainability indicators:

● Biological: domestication, trophic level, nutrient/

energy conversion

● Ecological: footprint, emissions, escapes

● Intersectoral: water sharing, diversity, cycling,

stability, and capacity

The development of tool-box approach toward

assessing sustainability for aquaculture has been pro-

posed [60]. This approach has been taken further with

the utilization of indicators specifically to shellfish cul-

ture operations [69] with the production of guidance

for effective site selection and targeted approach to

conducting environmental impact assessments and

establishing monitoring standards. Furthermore, the

incorporation of a stakeholder consultation process in

order to identify the most pertinent indicators has also

been incorporated into a variety of initiatives.

Notwithstanding the relatively slow progress

toward the development of specific indicators of sus-

tainability for shellfish aquaculture, there are still

a number of clear criteria proposed that can help define

and direct future development efforts. These are best

elucidated by the International Council for the Explo-

ration of the Sea [70] which has addressed the issue of

sustainability in aquaculture over the last number of

years. They offer some general principles on sustain-

ability indices and how they relate to aquaculture activ-

ities (including shellfish culture). The basic points

below summarize much of the previous discussion

and are as follows:

1. It is important to discern the differences between

“sustainability” indicators and “impact” indicators

which are narrow in their focus. Sustainability indi-

cators should be able to track more than aquacul-

ture’s impacts on the environment and be able to

monitor economic, social, and cultural externali-

ties, as well as evaluate governance impacts (e.g.,

policies and regulatory measures) on aquaculture

and the environment broadly.
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2. Once accepted, SIs should be ultimately included in

codes of best practices (BMPs), decision support

systems, and should be used to inform aquaculture

development by the authorities (e.g., integrated

coastal zone management systems, see below).

3. Sustainability indices must be of the highest scien-

tific credibility and be accepted only after peer

review of the chosen index, and analyses of preci-

sion, accuracy, reliability, and consistency are com-

pleted. It may be contrary to the criteria outlined

above but the SIs must also be cost-effective and be

applicable across a range of environments, habitat

types, and activities.

4. SIs must be flexible enough to be adapted to the

local environment in which they will be used. There

is no chance that a single set of “generic” indicators

may be universally applicable and used in all the

situations in the aquaculture sector. In addition, SIs

may be of use to address the interactions with other

users of marine resources, locally or internationally

because of the opening of global markets.

5. In the development of SIs for aquaculture it is

important to develop them collaboratively and con-

sider SIs from a managers’ and other stakeholders’

perspective. Managers are a critical link between the

science community and the public. Collaborations

between managers, scientists, and the public should

be formalized to facilitate rapid decision-making

and communication. It is important that levels

that exceed those which are accepted by the society

are scientifically credible so that managers can

determine causative agents and what remediation

actions are necessary.

6. SIs must be able to detect the linkages between the

3Ps – people, profit, planet – which suggests a

development of a “sustainability indicator matrix.”

Such a matrix approach could allow flexibility and

be able to address the sustainability factors more

comprehensively for any given situation. Regular

evaluation of SIs may be necessary among the var-

ious actors assessing aquaculture developments,

e.g., producers, policy makers, consumers, NGOs,

suppliers, since aquaculture technologies and site

locations are constantly evolving.

7. To this end it is important to emphasize that SIs

must be sustainable themselves. The production of

information must be practicable at a low cost for
the government, public, and the aquaculture

sectors. Data from SIs must provide meaningful

long-term data series. These time series will need

to be housed in data management frameworks at

the institutional level, but be universally accessible.

Progressing Sustainability in Shellfish

Aquaculture

Heretofore, the difficulty in developing a single (com-

posite) indicator relating to shellfish aquaculture

remains and one has yet to be definitively proposed.

This is borne out by the general conclusion that the

majority of exercises examining the sustainability of

aquaculture operations recommend only specific and

localized “sustainability” (or impact) indicators, with-

out fully addressing the sustainability of aquaculture

from an interactive perspective. It is generally accepted

that the main goal of these programs is to determine an

acceptable aquaculture production capacity for

a defined area. It is also accepted that aquaculture

activities should be managed while fully cognizant of

other activities in a particular area. Consequently, the

likely impacts of aquaculture will, therefore, have to be

assessed individually, cumulatively (with other aqua-

culture operations), and in combination with other

activities, on the environment, ecosystem, and function

of a system. The interactions and impacts of aquacul-

ture have been well documented; it has been this infor-

mation that has provided the framework for many

monitoring programs for aquaculture operations. The

notion of acceptability is critical to fully determining

the sustainability of an activity in the marine environ-

ment. The term “acceptable” is governed primarily by

social values, starting from a global to local perspec-

tives. The social carrying capacity of aquaculture should

be the basis of a sustainability program to assess the sum

of activities, such as aquaculture, within a defined area.

The principles of these programs could flow from global

vision, with regionally based criteria. For example, no

net loss or biodiversity may be a global vision.

Considering the goal of ensuring sustainable levels

of activities in the marine environment, the application

of Integrated Coastal Zone Management (ICZM) is

likely to be an important tool toward achieving this

objective. As already highlighted, the importance of
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linking social, economic, and environmental aspects

into the management of marine systems is critical as

well as the need to have broad sectoral cooperation and

input into the development of these practices.

ICZM facilitates a shift from management and reg-

ulation of activities in the marine environment in iso-

lation to a system where all activities can be considered

and the resource use is optimized with a view to

maintaining the health and productivity of coastal eco-

systems so that they can continue to supply resources

that sustain different forms of activity, including mari-

culture. While these goals are lofty, the implementation

will be challenging. Benthic and pelagic effects of shell-

fish culture are well documented in the literature (from

bothmodeled and empirical studies). The risk posed by

practices associated with aquaculture (both finfish and

shellfish) have also been well documented and evalu-

ated in the areas of disease transmission and introduc-

tions of exotic species to areas. The in-depth knowledge

relating to these impacts and interactions have placed

the pressures posed by mariculture to the forefront in

terms of public awareness and criticism. Ironically the

lack of information pertaining to other pressures may

be a reason they have not been the focus of scrutiny or

criticism (e.g., static gear fisheries, sewage effluent dis-

charges over broad spatial scales). ICZM can be

supported by the development of appropriate decision

support systems (DSS), i.e., in the form of conceptual

models allied with the presentation of geospatial data

in geographic information systems (GIS) can be used

to identify what would seem to be the most appropriate

use of marine ecosystems. The term “use” also includes

nonexploitive activities particularly in areas that have

high intrinsic natural value or have some protection

conferred by legislation (e.g., national parks).

The social science dimension is an important com-

ponent on the issue of ICZM [50, 65]. Application of

social science principles will facilitate a better under-

standing of the expectations of different stakeholders

competing for space and resources in coastal areas and

help establish a consensus among relevant users. More

specifically, a recent initiative in France [71] called

EVAD (ÉVAluation de la Durabilité des systemés

aquacole) addressed the issue of aquaculture sustain-

ability by examining the contribution that aquaculture

systems make to the sustainability at regional levels.

The first component of this approach much merit and
could be an important component into an Integrated

Coastal Zone Management program. Similarly an eco-

system approach to aquaculture management that is

comprehensive and based on the best available scien-

tific knowledge of the ecosystem and its dynamics is

also proposed by numerous fora [72, 73]. Actions are

designed to be taken on the influences of aquaculture

developments that are critical to the health of ecosys-

tems, thereby achieving sustainable uses of ecosystem

goods and services and maintenance of ecosystem

integrity. In these instances, the aim is to assess the

sustainability of all the activities in an area where aqua-

culture is fully and fairly integrated rather than the

sustainability of aquaculture in isolation. At that point,

indicators can be developed, negotiated, and used

to evaluate the effect or impact (positive or negative)

of aquaculture and other activities (drivers) on the

sustainable utilization of resources in a region, based

upon the global principals and the regional-territorial

criteria. Sustainability would thereby no longer be

assessed by indicators of impacts, but mainly criteria

based on objectives instead of thresholds. The sustain-

ability of all activities within a region would thereby

be evaluated on the merit of criteria developed under

an Integrated Coastal Zone Management (ICZM)

approach. It is important to note that assessment of

sustainability at the activity level can lead to the estab-

lishment of thresholds that can be ineffective or even

detrimental to the activity which may only contribute

marginally to one or several criterion. In addition,

smaller aquaculture operations would not be

constrained by the responsibility of monitoring the

sustainability of an area, because they are the newer

addition to the coastal zone territory, already affected

by numerous players.
Future Directions

Sustainability by definition and in application must

include consideration of planning for multiple impacts

and identifying the likely challenges posed by existing

and future development and conservation (general

sense) needs. To this end, sustainability therefore refers

to the ability of a society to continue functioning in the

future without being forced into decline through

exhaustion or overloading of key resources upon

which society’s systems rely [74]. Proponents of
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shellfish aquaculture [75] propose that the accelerated

development of aquaculture in a sustainable fashion is

a realistic goal going forward. Consistent with the

broad view offered above, the focus for aquaculture

development should be to manage existing activities

and proposed expansions in coincidence with other

activities in marine systems such that the management

actions are fully integrated, and that any impacts will be

at a minimum, neutral on both natural and social

ecosystems [76]. It is appreciated that some codes of

conduct and guidelines for certifying sustainability are

sometimes too complex and narrowly focused. There-

fore, there would be an imperative on the part of

managers to see to it that inclusive yet simple and

scientifically credible sustainability indices for maricul-

ture activities are developed and are considered a

cost-effective complement to any codes employed. This

would be driven by the need of regulatory or licensing

agents to have systems with which to take defendable

decisions relating to management of marine issues.

Furthermore, the need to communicate in a transparent,

concise, and credible fashion the likely issues relating

to shellfish culture activities to consumers is another

important justification toward the development of sus-

tainability indices for shellfish culture.

In summary, a SI applicable to shellfish aquaculture

should be able to incorporate all information in a system,

identify what the goals (global vision) for the system are,

and evaluate both positive and negative aspects of any

proposed development. It should be able to determine if

the positive aspects outweigh the negative ones such that

a decision to permit the activity can be taken. In other

words, will the mitigation of eutrophication effects

afforded by the filtration of shellfish outweigh the

increased biodeposition beneath the culture structures?

While these considerations apply generally to all activities

and how they interact with the natural environment

(both terrestrial and aquatic), they also provide

a framework with which to focus more clearly on specific

activities in the marine environment and how these

activities interact with features therein. However, it has

become clear that the application of these concepts have

not been fully implemented because it is apparent that

such generalities apply at the level of the (eco)system and

are difficult to apply at the level of specific activities and/

or environmental features. It is apparent that in order to

fully implement these definitions and take a total view of
sustainability in the marine environment, it is the job of

managers to apply a system-wide view of sustainability.

Such an initiative would have to take into account

a broad range of pressures and would have to define

clearly what might be permissible and acceptable (i.e.,

social carrying capacity guided by legislative or policy

drivers). Such an initiative would have to consider both

spatial and temporal considerations of pressures (activi-

ties) and sensitivities. Of considerable importance, how-

ever, is that the development of management systems

must be informed by a clear notion of an acceptable

endpoint that would be either defined as the level that

a particularly activity (or range of activities) might be

carried out in the marine environment or the mainte-

nance of a specific condition of an environmental feature

(environmental standard). It is important to point out

that, to date, sustainability has been a much used word

with abundant pedagogy but little practice [77] (this

article is a case in point). It would appear that progres-

sion toward truly sustainable practices is hampered

when there is a clear need for interdisciplinary actions

but there is little scientific knowledge to inform these

actions. This contribution highlights, we hope, that the

mechanism toward identifying sustainable activities in

the marine environment will be progressed when clear

policies are elucidated and an inclusive approach is

adopted reflecting fully legislative requirements and

the views of all stakeholders.
Bibliography

Primary Literature

1. Food and Agriculture Organization of the United Nation

(2009) The state of world fisheries and aquaculture 2008.

Food and Agriculture Organization of the United Nation,

Rome

2. Tucker CS, Hargreaves JA, Boyd CE (2008) Aquaculture and the

environment in the United States. In: Tucker CS, Hargreaves JA

(eds) Environmental best management practices for aquacul-

ture. Blackwell, Ames, pp 3–54

3. Costa-Pierce BA, Page GG (2011) Sustainability science in

aquaculture. In: Meyers RA (ed) Encyclopedia of sustainability

science and technology. Springer, New York

4. Helm M, Bourne N (2004) Hatchery culture of bivalves:

a practical manual. Food and Agriculture Organization of the

United Nations, Rome

5. Duarte CM, HolmerM, Olsen Y, Soto D, Marba N, Guiu J, Black J,

Karakassis I (2009) Will the oceans help feed humanity?

Bioscience 59:967–976



1453Shellfish Aquaculture, Methods of Sustainable
6. Pearson T, Rosenberg R (1978) Macrobenthic succession in

relation to organic enrichment and pollution of the marine

environment. Oceanogr Mar Biol Ann Rev 16:229–311

7. Chamberlain J, Fernandes TF, Read P, Nickell TD, Davies IM

(2001) Impacts of biodeposits from suspendedmussel (Mytilus

edulis L.) culture on the surrounding surficial sediments. ICES

J Mar Sci 58:411–416

8. Weise AM, Cromey CJ, Callier MD, Archambault P,

Chamberlain J, McKindsey CW (2009) Shellfish-DEPOMOD:

modelling the biodeposition from suspended shellfish aqua-

culture and assessing benthic effects. Aquaculture 288:

239–253

9. NuguesMM, Kaiser MJ, Spencer BE, Edwards DB (1996) Benthic

community changes associated with intertidal oyster cultiva-

tion. Aquac Res 27:913–924

10. Dame RF (1996) Ecology of marine bivalves: an ecosystem

approach. CRC Press, Boca Raton

11. Jackson JBD, Kirby MX, Berger WH, Bjorndal KA, Botsford LW,

Bourque BJ, Bradbury RH, Cooke R, Erlandson J, Estes JA,

Hughes TP, Kidwell S, Lange CB, Lenihan HS, Pandolfi JM,

Peterson CH, Steneck RS, Tegner MJ, Warner RR (2001) Histor-

ical overfishing and the recent collapse of coastal ecosystems.

Science 295:629–637

12. Newell RIE, Koch EW (2004) Modeling seagrass density and

distribution in response to changes to turbidity stemming

from bivalve filtration and seagrass sediment stabilization.

Estuaries 27:793–806

13. DeAngelis DL, Post WM, Travis CC (1986) Positive feedback in

natural systems. Springer, Berlin

14. Lotze HK, Lenihan HS, Bourque BJ, Bradbury RH, Cooke RG,

Kay MC, Kidwell SM, Kirby MX, Peterson CH, Jackson JBC

(2006) Depletion, degradation, and recovery potential of estu-

aries and coastal seas. Science 312:1806–1809

15. Newell RIE, Fisher TR, Holyoke RR, Cornwell JC (2005) Influence

of eastern oysters on N and P regeneration in Chesapeake Bay,

USA. In: Dame R, Olenin S (eds) The comparative roles of

suspension-feeders in ecosystems: proceedings of the NATO

advanced research workshop on the comparative roles of

suspension-feeders in ecosystems, Nida, 4–9 Oct 2003.

Springer, Dordrecht

16. Newell RIE, KempWM, Hagy JD, Cerco CF, Testa JM, BoyntonWR

(2007) Top-down control of phytoplankton by oysters in

Chesapeake Bay, USA: comment on Pomeroy et al. (2006). Mar

Ecol Prog Ser 341:293–298

17. Pomeroy LR, D’Elia CF, Schaffner LC (2006) Limits to top-down

control of phytoplankton by oysters in Chesapeake Bay.

Mar Ecol Prog Ser 325:301–309

18. National Research Council (2010) Ecosystems concepts for

sustainable bivalve culture. Academic, Washington, DC

19. Carlton JT (1992) Introducedmarine and estuarine mollusks of

North America: an end-of-the-20th-century perspective.

J Shellfish Res 11:489–505

20. Carlton JT (1992) Dispersal of living organisms into aquatic

ecosystems as mediated by aquaculture and fisheries activi-

ties. In: Rosenfield A, Mann R (eds) Dispersal of living
organisms into aquatic ecosystems. Maryland Sea Grant,

College Park, pp 13–46

21. Naylor RL, Williams SL, Strong DR (2001) Aquaculture –

a gateway for exotic species. Science 294:1655–1656

22. Streftaris N, Zenetos A, Papathanassiou E (2005) Globalisation

in marine ecosystems: the story of non-indigenous marine

species across European seas. Oceanogr Mar Biol Ann Rev

43:419–453

23. McKindsey CW, Landry T, O’Beirn FX, Davies IM (2007)

Bivalve aquaculture and exotic species: a review of ecological

considerations and management issues. J Shellfish Res

26:281–294

24. Ruesink JL, Lenihan HS, Trimble AC, Heiman KW, Micheli F,

Byers JE, Kay MC (2005) Introduction of non-native oysters:

ecosystem effects and restoration implications. Annu Rev Ecol

Syst 36:643–689

25. Grizel H, Heral M (1991) Introductions into France of the

Japanese oyster (Crassostrea gigas). ICES J Mar Sci 47:339–403

26. Reise K (1998) Pacific oysters invade mussel beds in the

European Wadden. Senckenbergiana maritima 28:167–175

27. Drinkwaard AC (1999) Introductions and developments of

oysters in the North Sea area: a review. Helgolander Meeresun

52:301–308

28. Branch GM, Steffani CN (2004) Can we predict the effects of

alien species? A case-history of the invasion of South Africa by

Mytilus galloprovincialis (Lamarck). J Exp Mar Biol Ecol

300:189–215

29. Smaal AC, van Stralen M, Craeymeersch J (2005) Does the

introduction of the pacific oyster Crassostrea gigas lead to

species shifts in the Wadden sea? pp 277-289. In: Dame R,

Olenin S (eds). The comparative roles of suspension-feeders in

ecosystems. Proceedings NATO ARW, Nida. Kluwer Academic,

Dordrecht, NL

30. Diederich S (2005) Differential recruitment of introduced

Pacific oysters and native mussels at the North Sea coast:

coexistence possible? J Sea Res 53:269–281

31. Smaal A, Wijsman J, Poelman M (2006) Proliferation of the

pacific oyster, Crassostrea gigas in Dutch coastal waters and

its consequence for human use. In: ICES annual science

conference, Maastricht

32. Carlton JT (1989) Man’s role in changing the face of the ocean:

biological invasions and implications for conservation of near-

shore environments. Conserv Biol 3:265–273

33. Carlton JT (1999) Molluscan invasions in marine and estuarine

communities. Malacologia 41:439–454

34. Barber BJ (1996) Impacts of Shellfish introductions on local

communities. In: Pedersen J (ed) Exotic species workshop:

issues relating to aquaculture and biodiversity. MIT Sea Grant

College Program (MITSG 96–15), Cambridge, pp 18–21

35. Bourque D, Landry T, Davidson J, McNair N (2003) Impact of an

invasive tunicate in Atlantic Canada: recruitment and compe-

tition. J Shellfish Res 22:320

36. Carver CE, Chisholm A, Mallet A (2003) Strategies to mitigate

the impact of Ciona intestinalis (L.) biofouling on shellfish

production. J Shellfish Res 22:621–631



1454 Shellfish Aquaculture, Methods of Sustainable
37. Rodriguez LF (2005) Novel habitats created by non-

indigenous species: the role of oysters and ascidians as

biological substrata for fouling communities. In: Carman

M (ed) International invasive sea squirt conference, Woods

Hole Oceanographic Institution, 21–22 Apr 2005, pp 17/59

38. Locke A, Hanson JM, Ellis KM, Thompson J, Rochette R (2007)

Invasion of the southern Gulf of St. Lawrence by the clubbed

tunicate (Styela clava Herdman): potential mechanisms for

invasions of Prince Edward Island estuaries. J Exp Mar Biol

Ecol 342(1):69–77

39. Wasson K, Zabin CJ, Bedinger L, Diaz MC, Pearse JS (2001) Bio-

logical invasions of estuaries without international shipping:

the importance of intraregional transport. Biol Conserv

102:143–153

40. Minchin D (1996) Management of the introduction and trans-

fer of marine molluscs. Aquat Conserv Mar Freshwater Ecosyst

4:229–244

41. Ribera-Siguan MA (2003) Pathways of biological invasions of

marine plants. In: Ruiz GM, Carlton JT (eds) Invasive species:

vectors andmanagement strategies. Island Press, Washington,

DC, pp 183–226

42. Gollasch S (2006) Overview on introduced aquatic species in

European navigational and adjacent waters. Helgol Mar Res

60:84–89

43. Wonham MJ, Carlton JT (2005) Trends in marine biological

invasions at local and regional scales: the Northeast Pacific

Ocean as a model system. Biol Invasions 7:369–392

44. Goulletquer P, Bachelet G, Sauriau PG, Noel P (2002) Open

Atlantic coasts of Europe – a century of introduced species
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Glossary

Strategic crop management Decisions with respect to

agro-ecosystems on the basis of the expected long-

term performance of these systems, as influenced by

the natural resource base and the socioeconomic

boundary conditions, independent of the current

state of the system.

Tactical crop management Seasonal decision-making

in reaction to the variable and unpredictable envi-

ronment, with a time horizon of the order of 1 year,

independent of the current state of the system.

Operational crop management Decisions concerned

with daily activities of the farm, in response to the

current state of the system and the (anticipated)

environment.

Simulation Building a model and studying its

dynamic behavior.

Model Simplified description of a system.

System A limited part of reality with well-defined

boundaries, containing related elements.

Decision support system (DSS) A class of infor-

mation systems (including but not limited to

computerized systems) that support business

and organizational decision-making activities.

A properly designed DSS is an interactive soft-

ware-based system, intended to help decision
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
makers compile useful information from a combi-

nation of raw data, documents, personal knowl-

edge, or business models to identify and solve

problems and make decisions.

Farming system The particular mix of agricultural

activities in which a farm household engages.
Definition of the Subject

Agricultural production can be defined as the transfor-

mation of sun energy in useful organic material in the

form of food, feed, and fiber. The transformation

requires in principle only limited resources: a piece of

land, some seeds from awanted plant species, some sun

and rain, and some human labor. However, the trans-

formation takes place under erratic and unpredictable

conditions, as especially the availability and timing of

the sun and the rain are extremely difficult, if not

impossible to predict, while their effects are modified

by the qualities of the land and the interventions of the

farmer. Any methodology that would improve the pre-

dictability of the availability of the resources and their

impact on the performance of the production system

could in principle improve that performance and

reduce the level of uncertainty. Crop growth simulation

models that were developed from the late 1960s onward

and that allowed exploration of the performance of

plant production systems as governed by the properties

of the plant species/variety in interaction with the envi-

ronmental conditions, promised to be excellent tools

for the reduction of this uncertainty. Following 40 years

of experience in this realm of the application of crop

growth simulation models in support of the manage-

ment of plant production systems, the current situation

is still highly ambiguous. On the one hand, some of the

modelers still advocate the use of these tools in crop

management, while many others have become disen-

chanted and emphasize their limited impact on crop

performance. Although definitely the last word has not

been said about their advantages and disadvantages, in

this contribution an attempt will be made to summa-

rize the past experiences and the current state of affairs,

and to make an effort to identify their possible contri-

bution in the future. As mentioned, there appear large

differences among agricultural and systems-analytical

specialists in judging the contribution and the
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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possibilities for application of crop growth models in

support of crop management, and thus this contribu-

tion will not lead to unequivocal judgments and

recommendations, but it should serve as a starting

point for those interested in the subject.

Introduction

Crop Management

Performance of agricultural production systems at

any given location is determined on the one hand by

the agro-technical possibilities and constraints and on

the other by the socio-economic conditions under

which the farmer and his customers operate. The

agro-technical possibilities are largely determined by

the quality of the natural resources, most importantly,

soil characteristics and the prevailing climatic condi-

tions. Agricultural systems that have developed in var-

ious regions are therefore strongly linked to these

characteristics of the environment. However, within

comparable natural environments, the viability of

various agricultural systems is dependent on the

socio-economic environment, which can broadly be

characterized by the prevailing price ratios of crop

products and inputs, modified by other factors, such

as the risk that can be accepted, access to credit facili-

ties, and the relative importance attached to other

objectives than purely economic, for example, environ-

mental considerations. In agricultural production sys-

tems, decision making can be schematically subdivided

in three hierarchical levels [1]. The first level is that of

strategic management, that is, strategic decisions with

respect to agro-ecosystems, made on the basis of

expected long-term performance of these systems,

determined by the (quality of the) natural resource

base and the socio-economic boundary conditions,

but independent of the current state of the system

and its expected short-term performance. Strategic

management is mainly oriented toward long-term

planning and deals with the selection of farming sys-

tems, that is, the particular mix of agricultural activities

in which the farm household engages (e.g., arable

farming, horticulture, animal husbandry), and the

associated investment decisions. The time horizon for

such decisions varies therefore from more than 1 year

up to 10 or 20 years, that is, the time it takes,

for instance, for machinery to become technically
obsolete, or for farmers to become acquainted with

new production techniques.

Once the strategic decisions have led to the selection

of a certain cropping system, the farmer, in actual

practice, is faced with the task of implementing

a certain number of crop systems. A conspicuous char-

acteristic of agricultural production systems is that they

operate in highly variable and hardly predictable natu-

ral environments [2]. Although climate for a given

region may be characterized on the basis of long-term

records, that hardly helps the farmer in his actual

decision-making, as year-to-year variability is generally

large and the actual performance of the system is

dependent on weather conditions rather than on cli-

mate. Therefore, in most agricultural production sys-

tems, the quality of the tactical decision-making process,

that is, the reaction to this variable and unpredictable

environment, is a major factor in determining their

success. The time horizon of tactical management,

that is, seasonal decision making, is therefore in the

order of 1 year, dealing with such issues as the selection

of a specific crop (and/or variety) mix to be cultivated

and the allocation of land, both in terms of how much

and where, to the various crops.

Finally, decisions at the operational level are mainly

concerned with daily activities on the farm, such as

selection of sowing dates, water (irrigation), nutrient

(fertilizer), and pest and disease management, and time

horizons varying from days to, sometimes, hours in

relation to decisions on spraying and harvesting.
Crop Modeling

Crop modeling as a scientific activity has been in exis-

tence now for almost 50 years, following among others,

the pioneering work of De Wit (cf. [3–5]). Its history

and its position within current agricultural research

have been dealt with extensively in the last two decades

from various angles [6–10]. An interesting analysis is

that of Sinclair and Seligman [6], who draw parallels

between the growth and development of crop simula-

tion models and human development. Their overview

ranges from birth and infancy of the discipline with the

appearance of mainframe computers in the 1960s, via

a juvenile stage in the 1970s, and an adolescent stage in

the 1980s, to a maturity stage in the 1990s. The infancy

and juvenile stages were characterized by the
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expectation that crop modeling would provide the

answers to questions in many areas of crop science,

which led to the development of detailed “comprehen-

sive” models, aiming mainly at increasing understand-

ing of the interactions between the crop and its

environment.

These development stages of the models were sub-

sequently translated into functional categories [9], that

is, in the 1960s and 1970s, the main aim of these

modeling activities was to generate understanding at

the crop scale, on the basis of the underlying processes

and to test hypotheses on crop-physiological function-

ing, as illustrated among others in the series Simulation

Monographs (cf. [11]). In the 1980s, major efforts were

directed to obtaining full understanding of crop

performance under a wide range of environmental

conditions. In the 1990s, the focus shifted toward

applications in agronomic practice and policy making.

In the 1990s, crop models also found their application

in studies at higher levels of integration, that is, farm

and regional scale. In these studies, crop models were

used to quantify a broad range of land use systems;

subsequently, these land use systems were aggregated

to farm or regional scale using various techniques

(e.g., linear programing) or procedures. Studies on

designing environmentally friendly systems for arable,

dairy, and flower bulb farms were conducted, also

enabling analysis of trade-offs between economic and

environmental objectives.

Land use studies were carried out with a focus on

interactive exploration of different strategies for the

European Union, Mali, Costa Rica, and Southeast

Asia. Finally, crop models were used to explore limits

for food production capabilities at global scale.

In the beginning of the twenty-first century, all of

the functions of crop growth models continued to be

performed and improved, but the development efforts

shifted to reuse of models and to their applications for

policy support [12].

Crop simulation models were thus originally devel-

oped as research tools and have had their greatest

usefulness and impact so far as part of the research

process. The advantages of integrating simulation

modeling approaches into a research program have

adequately been summarized [13]: (1) identification

of knowledge gaps; (2) generation and testing of

hypotheses, as an aid to the design of experiments;
(3) determination of the most influential parameters

of a system (sensitivity analysis); (4) provision of

a medium for better communication between

researchers in different disciplines; and (5) bringing

researchers, experimenters, and producers together to

solve common problems.

In addition to their use as tools in research, almost

from the beginning of their development, crop models

have been advocated as tools to help in decision-

making processes of practitioners, with the develop-

ment of so-called decision support systems (DSSs) for

crop management. DSSs have evolved over the years

from rudimentary single-decision rules to multiple-

criteria optimization software. In its simplest form,

a DSS can be a pest management threshold, calculated

using empirical relations and field data on a calculator.

In a sophisticated form, it can be an interactive com-

puter system that utilizes simulation models, databases,

and decision algorithms in an integrative manner. DSSs

typically have quantitative output (as opposed to an

expert system with qualitative reasoning) and place

emphasis on the end user for final problem solving and

decision-making. There is often no clear-cut boundary

between models used in research and those used in DSS,

that is, in the literature, models used in research are

promoted in terms of their potential to aid in decision-

making, although there is not always evidence that they

have been or are being used for this purpose!
Simulation Models in Support of Crop

Management

Cropmodeling has helped in finding improved ways to

manage crops, fields, and farms in practice, but the

pathway has been problematic. Early expectations of

computerized decision support systems as the

connecting vehicle between crop models and manage-

ment practice have, to a large extent, been unrealized.

Nonetheless, some lessons have emerged from the

attempts. It has been argued that the most significant

contribution of these attempts at decision support has

not been the actual production of decision support

systems, but rather the bringing together of researchers

and farmers to improve farm management [14].

Alternatively, it has been argued that for successful

development and adoption of simulation approaches:

(1) issues to be addressed must be neither trivial nor
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obvious, (2) a modeling approach must reduce com-

plexity rather than proliferate choices in order to aid

the decision-making process, and (3) the cropping

systems must be sufficiently flexible to allow manage-

ment interventions based on insights gained from

models [15]. Despite the limited application of opera-

tional decision support systems in actual commercial

farming at the moment, a wide variety of such systems

have been described. Without trying to be exhaustive,

a number of illustrative examples are given here,

following the classification of strategic, tactical, and

operational decisions, as explained earlier.
Strategic Management

Strategic management support does not aim at gener-

ating answers for management to practitioners, but

focuses on facilitating and supporting the dialogue

with various stakeholders. This has led to the develop-

ment of “discussion” support software [16], systems

designed to facilitate dialogue about management

practice that is relevant and significant to the decision

maker. There exist significant opportunities for current

capabilities in cropping systems analysis and modeling

to contribute better to discussions about long-term

economic and ecological issues associated with agricul-

tural production systems. A number of these opportu-

nities have been explored during the 1990s and

cropping system simulation tools, such as APSIM

(Agricultural Production system SIMulator; [17, 18]),

CropSyst [19, 20], STICS [21], and DSSAT (Decision

Support System for Agrotechnology Transfer; [22]),

were designed with these targets in mind.

Increasingly over the last decade, crop models have

been used to explore and design options for farm and

regional land use systems. Studies at farm and regional

scale require proper coverage of the system’s physical

conditions and the agroecological production options.

Once sufficient information on soils and climate of an

agricultural production system is available, crop

models are useful tools for assessing their performance,

that is, quantifying the inputs and outputs of (new)

production systems. Two ways of using crop-soil

models for farm and regional scale studies have been

developed and elaborated. In the first method, crop

yields are simulated for a range of well-defined

(by soil and climate) points in a region and
a geographical information system (GIS) is used to

interpolate input data and aggregate results for the

entire region. This method is generally suited to analyze

or evaluate a limited number of land uses with little or

no spatial interaction, but if necessary, with significant

physiological detail. Examples of such approaches are

an agroecological zonation for potato production at

global scale [23] and an assessment of potential global

food supply for a number of scenarios with respect to

food demand, using low and high external input pro-

duction systems [24]. In the second approach, crop

models, supplemented with empirical relations and

expert knowledge, are incorporated in so-called tech-

nical coefficient generators (TCGs) for production

activities (e.g., [25, 26]). In this approach, crop models

are used to quantify a broad range of land use systems

in terms of inputs and outputs, which are subsequently

aggregated to farm or regional scale using bio-

economic optimization models (e.g., [27–34]). Exam-

ples of such TCGs are PASTOR and LUCTOR [35] and

TechnoGIN [36]. The use of TCGs in combination with

optimization models is particularly helpful in situa-

tions where many alternative crops and production

technologies must be evaluated concurrently, and

where spatial or temporal interactions are limited or

less relevant for the type of questions to be addressed.

The approach has proven to facilitate effective cooper-

ation between agro-ecological and economic disci-

plines, and enables analysis of trade-offs between

economic and environmental objectives at farm and

regional scales.
Tactical Management

Tactical management basically refers to the medium

term and deals with decisions that are taken once

during the growing season, with respect to such issues

as crop/variety selection, allocation of land to various

crops, and identification of the most appropriate sow-

ing or planting date.

An early example of a tactical decision support

system is the program TACT, targeted at farm advisers

and consultants but as the authors assure, readily use-

able by farmers [37]. It includes a simulation model of

wheat performance (development, biomass accumula-

tion, and yield) with a user-friendly interface. It calcu-

lates probability distributions of yield and gross
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margin, using data on location, soil type, wheat variety,

sowing time, and weather conditions to date, and his-

torical rainfall records. In addition to calculating

expected crop performance, TACT can also be used

for climatological analyses which have an impact on

‘break of season’ decisions, using criteria defined by the

program user in combinationwith historical daily rain-

fall and temperature records to investigate, for exam-

ple, the incidence of frost. Other suggested applications

at the time were calculating the probabilities of sowing

opportunities, given a sowing rule and the probability

of a dry period after a given date. This kind of infor-

mation aids tactical decisions by estimating the risks of

replanting if crops are sown early and the penalties for

missing an early sowing opportunity. Most of the ana-

lyses generate a distribution of expected outcomes, for

example, yield, which is used to derive probabilities.

TACT could be tailored to individual circumstances

in two ways. Users could select from a wide range of

parameters from TACT program menus, such as loca-

tion, soil type, and sowing rule. These parameters tailor

either the simulation model or climatic analyses to the

user’s specifications. Users could also adopt a proba-

bility level in the output, consistent with their attitude

to risk.

In the last decade, computer-aided support for tac-

tical decision making has received substantial atten-

tion, especially since it appeared possible to generate

a characterization of in-season rainfall in (semi-)arid

regions on the basis of, for instance, the El Niño/South-

ern Oscillation (ENSO) phenomenon [38]. Especially

in (northeast) Australia this procedure has been rela-

tively successful, because of three factors: a highly var-

iable environment, which heightened riskiness of crop

production decisions [39]; some ability to anticipate

risks by utilizing seasonal climate forecasting [40, 41];

and a research culture that fostered close linkages

between researchers and decision makers [42]. To facil-

itate crop management discussions in farmer-driven

workshops, using analyses of management options

based on crop simulation and seasonal climate fore-

casts, theWhopper Cropper software tool was designed

[43]. As an example of using Whopper Cropper in

relation to an issue involving seasonal climate forecast-

ing, consider farmers in the Callide valley of Central

Queensland, Australia, planning summer cropping

options. For this scenario, it is November and the SOI
phase [40] for September–October was positive. The

farmers have heard that a positive SOI at this time of

year means an improved chance of a better-than-usual

season in terms of rainfall, and are considering sowing

sorghum earlier than usual. The clay soil on properties

in this area has a plant available water-holding capacity

(PAWC) of about 170 mm, and is two-thirds full of

moisture after good spring rain. To start with, it was

assumed that a medium-maturing hybrid of sorghum

was sown at a density of 10 plants m�2 on November 15

and that total nitrogen available to the crop (the

amount in the soil plus the amount applied) is 100 kg

ha�1. By conducting a simulation of this scenario with

the 100-year historical climate record for the location,

a 100-year time series of yield outcomes was generated,

with each year differing only in the seasonal climate

realized. Time series analysis showed the year-to-year

variability in yield for this scenario, compared to the

long-term median, and then compared to those years

in which the September–October SOI phase was posi-

tive. For this scenario, a positive SOI phase is often, but

not always, associated with higher-than-median yields.

Similar graphs can be produced for each SOI phase.

The value of seasonal climate forecasting based on SOI

phases in crop management stems from the shift in the

expected yield distribution associated with each of the

five phases [44]. For the sorghum cropping scenario,

the distribution of yield associated with years having

a positive SOI phase at the end of September–October

has higher median yield and reduced risk of low yield

compared to the distributions associated with years in

the other phase categories. Products such as Whopper

Cropper can be used for discussions about tactical

decision-making, but can also be used to encourage

debate on the design of planned and flexible rotations.

The El Niño-Southern Oscillation (ENSO) also

contributes to the vulnerability of crop production to

climate variability in the Pampas region of Argentina.

Predictability of regional climate anomalies associated

with ENSO provides opportunities to tailor decisions

to expected climate, either to mitigate expected adverse

conditions or to take advantage of favorable condi-

tions. Model analysis was used to explore the potential

for tailoring land allocation among crops to ENSO

phases at the farm scale in two subregions of the

Pampas [45]. The model identifies, as a function of

risk preferences and initial wealth, the crop mix that
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maximizes expected utility of wealth at the end of

a 1-year decision period, based on current costs and

prices, and crop yields simulated for each year of

historical weather. The model reproduced recent land

allocation patterns at the district scale under moderate

risk aversion, and predicted increasing diversification

with increasing risk aversion. Differences in land allo-

cation among ENSO phases were consistent with

known climate response to ENSO, and crop response

to water availability. The relationship between the

potential value of ENSO information and risk aversion

was not monotonic, and differed between locations.

Crop mix and information value also varied with crop

prices and initial soil moisture. There are potential

financial benefits of applying this approach to tailoring

decisions to ENSO phases.

It was also shown that a similar procedure yielded

relevant results for Kenya [46], thus increasing confi-

dence in the use of seasonal weather forecasts for tac-

tical crop management.

Water Management Crop growth simulation models

have been used extensively to analyze the effects of

tactical crop water (irrigation) management. In most

instances, various water management regimes are being

tested under local conditions, sometimes with the aim

of exploring the scope for improvements in actual

management practices, sometimes with the aim of con-

tributing to the discussion on water management.

Without trying to be exhaustive, a few typical examples

are given.

The ORYZAWmodel [47] was used [48] to evalu-

ate alternative management options for rice produc-

tion in the light of farmers’ attitudes toward risk. The

model was used to generate probability distributions of

rainfed lowland rice yields under different manage-

ment scenarios which included water management

(bund height, puddled soil depth, planting density,

seedling age at transplanting). Stochastic dominance

analysis was applied to identify risk-efficient manage-

ment options. It appeared not possible to evaluate to

what extent farmers (or extension officers) actually

(have) apply(ied) the methodology in decision-making

in commercial farming.

The interactive computer program WIRROPT7,

a modification of the CERES-Wheat model, was

applied [49] to explore the possibilities for the
intra-seasonal irrigation regime that maximizes total

gross margin for particular soil, weather, and crop

management combinations, within the constraints of

land and water availability. The use of the system was

demonstrated for two soils near Harare in Zimbabwe

and for two strategies – maximizing gross margin per

unit area with a frequent irrigation schedule, or maxi-

mizing overall profits by reducing the application per

unit area by irrigating less frequently but growing

a larger area. As the variability of yields and gross

margins are higher with the second strategy, the

farmer’s attitude to risk will determine which strategy

he or she adopts. The authors recommend that the

model should be seen only as a guide to irrigation

management due to its limitations such as lack of

routines describing nutrients and pests and the need

to use mean historical weather data. The actual irriga-

tion strategy should take into account real-time esti-

mates of water use as well. It is not stated if the system is

actually being used by farmers or extension staff.

The Environmental Policy Integrated Climate

(EPIC) model was used to evaluate its application as

a decision support tool for irrigation management of

cotton and maize under South Texas conditions [50].

Simulation of the model was performed to determine

crop yield, crop water use, and the relationships

between the yield and crop water use parameters such

as crop evapotranspiration (ETc) and water use effi-

ciency (WUE). On-farm simulation results in this

study demonstrated that the EPIC model can be used

as a decision support tool for crops under full and

deficit irrigation conditions in South Texas. EPIC spe-

cifically appears to be effective in long-term (strategic)

and preseason (tactical) decision making for irrigation

management of crops. However, more studies are

needed to employ the model as a decision support

tool addressing other irrigation issues such as opera-

tional management, dealing with irrigation allocation

and scheduling.

Within the Australian cotton industry, the impera-

tive to reduce water use and optimize irrigation man-

agement through the understanding of risk, using

information generated by computerized decision aids

was identified and subsequently developed into the

HydroLOGIC irrigation management software [51].

On-farm experiments throughout the development

period allowed the validation of internal software
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logic, irrigator decision processes, and the OZCOT

cotton growth model [52]. The software demonstrated

the ability to improve yield and water use efficiency by

optimizing strategic and tactical irrigation decisions in

the Australian furrow irrigation cotton production sys-

tem. In 7 of the 11 on-farm experiments conducted, the

use of HydroLOGIC helped improve overall field water

use efficiency by optimizing the timing of irrigation

events or by indicating further irrigations would not

provide yield or maturity benefits. Using concise

reports, users can easily assess the risk of different

irrigation management options at any crop stage,

from land preparation through to postharvest

benchmarking. HydroLOGIC may also be used within

an integrated whole farm water management planning

process to provide information on the impact of

water allocations and subsequent evaluation of water

security, water cost, and risk.

Nutrient Management As a basis for formulation of

crop nitrogen requirements for rice, the ORYZA

0model was developed and tested [53, 54], a “parsimo-

nious” model based on incident solar radiation, bulk

leaf nitrogen, and a site calibration factor. The model

was subsequently applied [55] to classify some irrigated

rice soils in India into those in which the soil N supply

was sufficient to meet crop demand up to the onset of

flowering and those that required a basal dressing of

N fertilizer. The results were then used to generate

fertilizer N recommendation curves that identified dif-

ferent optimal timing of N application for the different

soil N supply regimes. The model was also used in

a similar exercise in China, where it was found that

significantly higher yields were obtained by following

the recommendations produced by the model com-

pared to the local recommendations [56]. Whether

the model is able to make significant improvements

over local recommendations in a wider range of envi-

ronments remains to be seen. A limitation of ORYZA

0 is that it must be calibrated for each site, in this case

by measuring the seasonal pattern of crop N uptake,

which, because of year-to-year variation, makes it dif-

ficult to use the model in a predictive way. Also, no

account is taken of the ability of the soil to act as

a reservoir or “bank” of nitrogen – that is, nitrogen

applied earlier in the season can remain in the soil for

uptake by the crop later, so that it is not critical when
the fertilizer is applied. The model only indicates how

much nitrogen must have been applied by a specific

crop age, and not when and how (i.e., as a single dress-

ing or as split doses) it should be applied.

In a study for Walbundrie in Southeast Australia,

the Agricultural Production System Simulator

(APSIM) was used to simulate crop production and

drainage passing the crop root zone of wheat and

canola crops in response to nitrogen application rates

from 0 to 300 kg N ha�1 year�1, using historical climate

records from 1889 to 2002 and variable values of stored

soil water at sowing time (SSMS) [57]. The capability

of the Southern Oscillation Index (SOI) phases to fore-

cast growing season rainfall and crop yield was ana-

lyzed. The results showed that the optimal N rates were

100, 150, and 200 kg N ha�1 year�1 in the years when

April/May SOI phases were falling/negative, near zero,

and rising/positive, respectively. Combining April/May

SOI phases and SSMS to manage N application

increased wheat gross margin, and reduced deep drain-

age for wheat, compared with Nmanagement based on

historical climate data only. Similar results were

obtained for a continuous canola cropping system.

Pest Management InfoCrop, a generic crop growth

simulation model [58] was applied to simulate rice

planthopper damage on Pusa Basmati 1 rice [59]. The

model was used to simulate economic injury levels

(EILs) of planthoppers and iso-loss curves, depicting

combinations of crop age and planthopper populations

that resulted in similar yield losses. Combinations of

EILs and iso-loss curves can be used in monitoring

planthopper populations and promoting judicious

pesticide applications to avoid unwarranted control

expenditure and environmental contamination. The

simulation models, based on detailed crop ecological

and physiological processes and pest damage mecha-

nism can thus aid in the development of location-

specific decision support tools and ensure precision in

pest management decisions.
Operational Management

Operational management refers to day-to-daymanage-

ment of agricultural production systems, and deals

with decisions by individual farmers on timing and

intensity of interventions in their crops. From the
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very beginning of the development of crop growth

simulation models, their capabilities for support in

operational management have been recognized. In

hindsight, it must be concluded that in actual practice,

at the moment, only a very limited number of such

operational support systems are actually being applied

at large scale. The scope for the use of crop growth

simulation models as part of operational decision sup-

port systems has been expanded in the last decade

through integration of mechanistic crop growth simu-

lation models with earth observation techniques. Both,

simulation modeling and remote sensing have been

shown to be valuable tools in separate applications in

agriculture. Integration of both techniques can lead to

improvements in the dynamic simulation of the crop-

soil system and thus contribute to improvements in

management decision support systems for environ-

mentally sound agricultural production [60–63].

In this section, a number of the decision support

systems for operational management are illustrated

that have been proposed, subdivided in the categories

derived from the production situations [25], that is,

water management (including irrigation), nutrient

management (including fertilizer application), and

crop protection management (including weed control

and pest and disease control).

Water Management In many agricultural produc-

tion systems, availability of water is the yield-

determining factor, and therefore water management

is an important aspect of cropmanagement. The objec-

tive generally is to supply supplementary water to

the crop in such a way that the water constraint is

alleviated, the applied water is used as efficiently as

possible, and, in some cases, specific water quality

criteria are met.

Irrigation scheduling is an area in which models

have been used extensively as decision support systems.

It has been claimed [64] that there are at least 140

models based on the use of the water production func-

tions developed by FAO [65]. However, he cautions

that such models do not correctly forecast the effect

of water stress on crop growth, as they do not take into

account the dynamic processes. In mechanistic crop

growth models such as CERES–Maize [66], EPIC

[67], and CROPSYST [20], the effects of soil water

depletion in the course of the crop growth cycle are
simulated. They can, therefore, be used as effective

tools for forecasting the water content of the soil and

the crop response to it [64].

As an early example, the use of the real-time crop

growth model EPIC-PHASE is illustrated [68], func-

tioning at a daily time step, as a new method that might

support the irrigator in answering questions such as

“how much” and “when” to irrigate. Their results

showed the potential progress that the irrigator could

make by scheduling irrigation according to the pre-

dictions of water stress intensities. However, the effi-

ciency of this schedule is dependent on the accuracy of

weather forecasts. The study noted that the simulations

gave a large difference in the choice of operational

irrigation, depending on whether weather forecasts or

actual weather data were used. From an agronomic

standpoint, it is necessary to test other methods such

as updating the weather forecasts every 24 h, or deter-

mining, in terms of risk on yields, the weight of possible

climatic errors according to the crop phase, thus

allowing the irrigator to take his decision to irrigate

or not with a full knowledge of the facts.

A pilot irrigation scheduling project was established

in Northern Zululand in South Africa on a commercial

estate [69]. Meteorological variables were measured

with an Automatic Weather Station (AWS) and the

data transmitted electronically to the experimental sta-

tion every week. A model was used to estimate the soil

water content on a daily basis. A report on the current

soil water status was then generated and advice on

when next to irrigate was sent to the irrigator.

In Denmark, irrigation scheduling based on local

experience and rules of thumb proved inadequate to

deal with the increasing complexity of water manage-

ment. A PC-based DSS (MARKVAND) was developed

in response to a need to find more efficient forms of

irrigation due to increasing water demands in different

sectors of society in Denmark [70]. It is being used to

give daily information on the timing, amount, and

economic net return of irrigation for a wide group of

agricultural crops. The model includes conceptual and

empirical sub-models for crop development, water bal-

ance, and crop yield.

In the United Kingdom, Irrigation Management

Services (IMS) provided a consultancy service that

gave farmers weekly advice on which fields to irrigate,

when and how, based on the results of computer
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simulation [71, 72]. IMS employs a simple water bal-

ance model with crop evapotranspiration estimated on

the basis of soil, crop, and weather factors. It was used

between 1984 and 1989 to provide an irrigation sched-

uling service to farmers and growers in eastern England

in conjunction with in-field monitoring of soil water

and crop cover [72]. When the service began in 1984, it

operated on a bureau basis with communication by

phone combined with farm visits. Farmers saw this

personal touch as beneficial, since it gave them confi-

dence in the service and enabled them to discuss

broader issues with the adviser. However, by 1990, the

use of microcomputers had become more common

and farmers began to demand the scheduling packages

themselves as this was greatly cheaper than paying for

a consultancy service [72]. In time, some farmers even-

tually felt experienced enough in estimating when to

irrigate such that they no longer needed to use the

model. Despite the technological advancements in

irrigation scheduling, most irrigators do not use the

real-time procedures that have been developed by sci-

entists. However, it has been argued [73] that if the

efficiency of irrigation is to improve in order to help

meet the increased demands for water from all sectors

of society, such tools must be adopted. The challenge to

researchers is to develop economically viable technol-

ogy that is readily adaptable for use by farmers. This

requires more interactive communication between

researchers, extension staff, and farmers for improving

the transferability and applicability of irrigation sched-

uling techniques [73].

Recently [74], an approach was presented to

explore water management options in irrigated agri-

culture, combining remote sensing, crop growth

modeling, and optimization, taking into account the

constraints of water availability and the heterogeneity

of irrigation system properties. The method contains

two components: (i) system characterization using

a stochastic data assimilation procedure where the irri-

gation system properties and operational management

practices are estimated using remote sensing (RS) data;

and (ii) water management optimization, exploring

water management options under various levels of

water availability. A soil–water–atmosphere–plant

model (SWAP) is applied in a deterministic–stochastic

mode for regional modeling. The distributed data, for

example, sowing dates, irrigation practices, soil
properties, depth to groundwater, and water quality,

required as inputs for the regional modeling is

estimated by minimizing the residuals between the

distributions of field-scale evapotranspiration (ET)

simulated by the regional application of SWAP, and

a surface energy balance algorithm for land (SEBAL;

[75]) using two Landsat7 ETM+ images. The derived

distributed data were used as inputs in exploring

water management options. A generic algorithm was

used in data assimilation and water management

optimizations.

The results showed that regional crop productivity

can be improved by considering water and crop man-

agement practices as one, not as independent entities

under limited water conditions. Adjusting sowing dates

and their distributions in the irrigated area were found

to impact positively the regional yield. This manage-

ment option could complement the practice of deficit

irrigation. On average, the farmers could allow their

crops to experience water stress of about 27% before

irrigation, with the current conditions in the study

area. This could result in an increase of about 8.5% in

the expected regional wheat yield and a regional water

productivity of 1.6 kg m�3. When water supply is very

limited, high equity in water distribution could result

in better performance of the irrigation system, and this

should be also complemented by an earlier date of

sowing in the growing season with wider distribution.

This is also true when water is non-limiting but the

farmers have higher degrees of freedom in their plant-

ing activities. There is an optimum point where the

benefit would justify additional use of water for irriga-

tion, beyond this point, water should be saved.

In a more proactive mode, if a seasonal climate

forecast is available, the approach can be applied to

explore water management decisions before the

wheat-growing season [76].

Nutrient Management In the Netherlands, in an

interdisciplinary project, nitrogen-fertilizer recom-

mendations were formulated on the basis of results of

a simulation model [77]. The model was initialized in

early spring on the basis of field measurements of crop

biomass and soil mineral nitrogen contents. Antici-

pated wheat yields were calculated on a weekly basis

using measured weather data until the day of simula-

tion and historical weather data for a 20-year period
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prior to the season of prediction. Expected yield and its

range were then calculated from the simulated yields

for the 20-year period. Fertilizer recommendations

were derived from these values on the basis of simu-

lated N deficiencies in the crop. The results, following 3

years of testing on a number of experimental and

commercial fields in the Netherlands, were rather dis-

appointing, as final yield appeared strongly dependent

on the actual weather conditions (temperature, deter-

mining the length of the grain filling period and radi-

ation, determining the rate of grain growth) after

flowering of the wheat crop. At that point in the

crop’s phenology, total crop nitrogen content can

hardly be changed anymore (uptake takes place essen-

tially before flowering), so that no adjustment was

possible. The recommendations were therefore not

better than those based on measured mineral nitrogen

content in the soil profile in early spring, the common

method at that time in the Netherlands.

AmaizeN [78] is a decision support system to help

maize growers schedule nitrogen (N)-fertilizer applica-

tions for site-specific maize crops. It forecasts crop

yields and N-fertilizer application rates for potential

yield and best economic returns, and predicts the con-

sequences of user management decisions. It takes into

account both crop production and environmental

impact. In an evaluation study with 16 field trials,

covering a wide range of weather and soil conditions,

AmaizeN-predicted maize yields (for both silage and

grain) matched field measurements well, and gave

a reasonably good indication of silage crude protein

content and silage harvest date. The system was also

capable of estimating N-leaching during the cropping

season and predicting residual soil mineral-N at the

end of the season, but more effort is needed to improve

the accuracy of some predictions. In all instances,

the AmaizeN-recommended N-fertilizer strategy

was more efficient than the growers’ practice.

Recommended N-fertilizer rates were on average

85 kg ha�1 less than conventional application rates

across ten crops, with no yield reduction. Its

recommended higher-than-conventional application

rate at another crop brought about a significant yield

increase. System development was guided by an indus-

try user group who requested the decision support

system interface to be ‘simple and easy to use’. To

ensure user adoption of the system, some compromises
in system prediction accuracy were required.

Local agricultural production conditions were also

incorporated.

Pest and Disease Management Because of the com-

plex relationships between crops and their pests and

diseases, and because populations of pests and diseases

are dynamic in nature, a systems analysis approach is

required to understand how pest and disease problems

arise and how they may be tackled. In the case of pest

and disease populations themselves, the approach brid-

ges the gap between knowledge at the individual level

and understanding at the population level.

The EPIPRE (EPIdemic PREvention) system was

developed between 1977 and 1981 in the Netherlands

as a system for supervised control of diseases and pests

in winter wheat [79] and was intended to reduce the

use of chemical crop protection agents. A major advan-

tage of the system was that the farmers, recruited from

Wheat Study Clubs, were able to learn as they went

along and were always aware of how the systemworked.

They were trained to recognize disease symptoms, car-

rying out their own disease and pest monitoring, and

sending their field observations to a central team who

entered them on a daily basis into a computerized data

bank. The system produced recommendations for

treatment by optimizing financial returns for crop pro-

tection. There were three major decision options:

(1) treat, (2) do not treat, and (3) make another field

observation. When the season was over, every farmer

received a record of his actions and the recommenda-

tions, as well as a financial account of the crop protec-

tion activities. The results were discussed with farmers

in regional meetings. The farmers listened critically and

often expressed appreciation of their improved exper-

tise. Eighty-five percent of farmers participating in

1 year participated in the next. Complete adherence

varied between 20% and 80%. Partial adherence was far

greater than full adherence [79]. In 1981, 6% of Dutch

winter wheat was covered by the system [80] saving on

average £15 ha�1 [79]. In Belgium, the system func-

tioned under the auspices of the National Soil Service,

and in 1992, EPIPRE was used to advise on disease

control in 500 fields in Belgium and northern France

[81]. The research in Sweden (from 1982 to 1985)

found that although EPIPRE was an interesting and

useful system, it would require alteration if it were to
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be introduced to farmers for routine use. There was

a need to incorporate meteorological parameters into

the model and to adjust the plant growth model to

suit Swedish conditions, as the model was still

recommending unnecessary spraying [82]. Experience

in Switzerland found that EPIPRE-treated fields

yielded 3% less than traditionally treated fields (0.5%

with corrected gross return), but that farmers were able

to reduce the spray frequency by 20–100%. The con-

clusion was that although the farmers did not make

more profit, the new practice was ecologically benefi-

cial and helped to reduce selection pressure for pesti-

cide resistance [83]. It was calculated that in 1981, if all

Dutch winter wheat would have been treated with the

EPIPRE recommendations, the pollution load would

have been reduced by 12Mg [79]. Characteristic for the

EPIPRE system was that there was an initial steady

increase in membership, which resulted in an improve-

ment in pest management. However, subsequently

membership declined, as the growers felt that they

had learned what the model would predict and there-

fore did not need it any more [6]. The system was

successful in that it contributed to improved pest man-

agement by developing farmers’ understanding and by

helping them to interpret their own field observations

more effectively.

A comparable system was developed in Australia,

that is, SIRATAC, a dial-up crop management system

to assist cotton growers in making good tactical deci-

sions about the use of insecticides in irrigated cotton on

a day-to-day basis [84]. It was run by SIRATAC Ltd.,

a nonprofit commercial company formed in 1981 to

market the system to the cotton industry. SIRATAC

aimed to reduce the risk associated with pesticide use

by adopting Integrated Pest Management principles. It

consisted of several simulation models and a decision

model helping the grower decide whether or not to

spray pesticide and which pesticide. The area managed

using SIRATAC increased steadily during the early

1980s. In 1981–1982, there was demand for a tenfold

expansion [14]. However, by 1985, it had reached

a ceiling in adoption at 25% (by area) of the industry

and its use declined after 1987 [85]. In 1989, SIRATAC

Ltd. went into voluntary liquidation due to a predicted

declining market share and cash flow problems, despite

the fact that the area managed by SIRATAC was at

a historical high [14]. It was replaced by an informal
user group (SUG) that continued the program for a few

more seasons, but by 1993 the group had ceased oper-

ation and the field-support system was no longer avail-

able. A moratorium on SIRATAC development meant

that only minor changes were made to the program.

Attempts to achieve similar functionality on a micro-

computer failed. An in-depth participatory analysis

found that many of the reasons for the poor adoption

of SIRATAC were based on organizational issues rather

than on problems with the model itself [84]. The

important themes that emerged from their survey were:

– Widely held negative views against SIRATAC and

SIRATAC Ltd. by nonusers.

– Many growers did not consider SIRATAC’s intangi-

ble benefits to be worth paying for. They wanted to

see tangible cost-saving benefits.

– Many people based their opinions on hearsay and

did not really know what SIRATAC was or what it

could do.

– Many felt that they were often overriding the system

and so abandoned it. They felt uncomfortable with

the recommendations of the system (e.g., expensive

sprays when cheaper ones would do, not enough

spraying – they felt it may put crops at risk).

– Practical limitations: no office or computer or reli-

able telephone service.

– Growers felt threatened – they saw it as aman versus

machine issue and felt that their own experience

and knowledge was being undervalued.

Hence, in both, the SIRATAC and EPIPRE cases,

there was an initial steady increase in membership,

which resulted in an improvement in pest manage-

ment. However, both organizations then experienced

a decline in membership as the growers felt that they

had learned what the models would predict and there-

fore did not need them any more [6]. Both systems

were successful in that they contributed to improved

pest management by developing farmers’ understand-

ing and by helping them to interpret their own field

observations more effectively.
Future Directions

Since the beginning of the development of crop growth

simulation models, attention has been paid to applica-

tion of these models in crop and farm management.
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The possibility to quantitatively address, in an inte-

grated fashion, many different aspects of decision-

making and the expected consequences on crop and

agricultural system performance, made such models

attractive tools for such analyses.

With respect to strategic management, substantial

progress has been made in methodological develop-

ment in the last decade, and tools have been

developed that (can) play a role as discussion and

decision support systems in such areas as agricultural

land use planning [86–88]. However, in a recent review

on quantitative assessment of agricultural production

systems, the remark was made: “The probably biggest

challenge is to transfer the methodologies developed in

land use studies to the unruly practice of land use

policy formulation and implementation” [89]. “That

requires close cooperation with the ultimate users of

the methodologies, the various stakeholders, through

the development of discussion and negotiation

platforms” [90].

In the same sphere, it was concluded that the com-

bination of the boundary arrangement perspective

with critical leverage points presents a basis to design

an institutional pathway for enhancing impact of

modeling research in the policy sphere [91]. For

researchers functioning in a science-domain-oriented

environment, more options appear available than the

frequently proposed ‘more participation’ for increasing

the likelihood that their policy-oriented work is used.

These include establishing contacts with research

groups or institutes that are in a position to function

as “stepping stones,” or engaging with others to develop

social networks in the policy sphere.

Following a critical evaluation of development and

application of the Land Use Planning and Analysis

System (LUPAS), it was concluded that its successful

use is only possible if there is sufficient, shared aware-

ness of problems and the need for solutions among the

stakeholders [88]. Once a prototype of LUPAS was

operational (preferably with a user-friendly interface)

and stakeholders had the proper level of comprehen-

sion, LUPAS served as a vehicle to demonstrate poten-

tial conflicts, reveal strategic resource use options,

and stimulate discussion among different stakeholder

groups. However, presumably the project would

have benefited from a more complete identification of

problems and information needs as perceived by
stakeholders and policy makers. A better contextuali-

zation (cf. [92]) would have been an asset in bridging

the gap between the information supply of LUPAS and

the needs of the stakeholders (cf. [93, 94]).

All of these experiences thus point in the direction

of the fact that cooperation with the stakeholders, that

is to say with the clients of the information, is critical in

creating impact of the modeling work in the policy

arena. This interaction with stakeholders should start

at the beginning of the modeling work, so that problem

identification and the associated design of the model-

ing tool should also be carried out jointly. The transi-

tion from the research field to the application field thus

requires more attention than at the moment in general

is being accorded.

In the area of tactical management, an extensive

analysis of a long-term effort to develop in a multi-

stakeholder setting an operational system was analyzed

by the FARMSCAPE project team in Australia [95].

Their self-evaluation, supported by external evalua-

tions, shows mixed feelings with respect to their suc-

cess. Near the end of the first round of training and

accrediting commercial agronomists in the application

of FARMSCAPE tools, with the main focus on facili-

tating the agronomists involved in the application of

these new skills and tools within their business systems,

the team states “their success is our primary goal and

our evaluation of how system monitoring and simula-

tion is perceived and adopted within agribusiness and

their clientele will continue as a key learning objective.”

Looking ahead, they state that they are in serious

negotiations with a consortium of agribusiness compa-

nies who wish to invest in a national delivery system for

APSIM simulations targeted at farmer clients. This

initiative was first mooted and is now being designed,

promoted, and will be financed and implemented by

the agribusiness consortium. APSRU (Agricultural

Production System Research Unit)’s role will be to

provide and support the APSIM software and train

accredited users. The commercial system being pro-

posed is well aligned with the FARMSCAPE approach

to decision support, with emphasis on the need for

simulations to be contextualized to the requests and

circumstances of individual farmers. If established, this

commercial delivery system could be an important

market test for the applicability of computerized

decision support to the industry.
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While the operational focus is on facilitating devel-

opment of delivery systems through commercial agro-

nomic service providers, research continues to focus on

learning about the market for decision support and its

viable delivery, through (i) continued efforts at

assessing the internet as a delivery vehicle [96] and

(ii) addressing a market barrier to wide adoption of

decision support. As pointed out [97], a major chal-

lenge to the delivery of DSSs is gaining the attention of

farmers beyond “Innovator”/“Early Adopter” types to

those who comprise the majority. Accordingly, research

has been initiated aimed at penetrating the “Early

Majority” market for improved risk management, by

creating reference groups of satisfied adopters among

the pragmatist category of farmers who are crucial to

the diffusion process required for viable market vol-

ume. This new project is to be based on case studies

built around farmer groups involving both innovative

and pragmatist farmers, consultant agronomists, and

key researchers.

FARMSCAPE has developed into a successful

approach to systems research, specifically in the explo-

ration of a role for computerized decision support. Its

focus has been on dryland farming systems of northeast

Australia with participant interest concentrating on

decisions that impact on the economics of alternative

cropping options. There is now interest, both within

APSRU and from collaborating researchers, to expand

and replicate the FARMSCAPE approach in other

regions, and to address a broader range of issues.

Research projects implementing the FARMSCAPE

approach have already commenced elsewhere in Aus-

tralia, as well as internationally. Collaborative projects

have commenced to assess the role for APSIM in

improving management practices in smallholder agri-

culture, such as a WifAD session successfully held with

smallholder farmers in Zimbabwe [98]. Expanding the

systems view to incorporate natural resource manage-

ment, weed management and agroforestry systems are

all new project initiatives being undertaken by the

FARMSCAPE team.

When leaning backward, and trying to identify sys-

tems that at the moment actually are used in opera-

tional farm management, the results are on the whole

disappointing.

Although crop-soil simulation models dealing with

soil water balances and cropwater used have proliferated
and in general, the relevant processes are well under-

stood, there are very few examples where these models

are being applied at the individual plot level to guide

irrigation scheduling. One of the reasons is no doubt the

fact that there is always a substantial degree of uncer-

tainty, because rainfall cannot be predicted with great

accuracy, neither in timing nor in amount, an uncer-

tainty that propagates into predictions of future irriga-

tion requirements. An additional constraint on the use

of these models is that individual farmers are often

dependent on irrigation systemmanagement, that deter-

mines when and how much water is available.

Application of operational nutrient management

systems (fertilizer recommendations) is hampered by

a number of difficulties. As mentioned in the descrip-

tion of the wheat nitrogen-fertilizer recommendation

system in the Netherlands, the “final” demand for

nitrogen, governed by the realized yield level, is deter-

mined at a point in the crop’s life cycle when uptake by

the crop cannot any more be affected by management.

An additional problem is that the fertilizer is added to

the soil and that it is impossible to predict when and

how much of the fertilizer nutrient is actually being

taken up by the crop, because that depends, among

others, again on the soil and crop water balance, almost

impossible to accurately predict. The uncertainty asso-

ciated with simulation of the nutrient supply from

natural sources, particularly that from soil organic

matter, in general the largest source, adds uncertainty

to the accuracy of estimating fertilizer requirements,

both in timing and in rate.

Crop protection systems in the field of pest and

disease management have had substantial success in

the past, in a combination of farmers’ monitoring and

simulationmodels. However, these systems have largely

disappeared again, mainly as farmers indicated,

because the learning associated with application of

these systems made them redundant. Farmers felt that

after a number of years, interpretation of the monitor-

ing data did not require model results, but could be

done by the farmers themselves. Whether crop growth

simulation models can really provide added value in

this area is difficult to foresee, although they could play

a role in quantitative assessment of damage levels on

the basis of famer-supplied incidence levels at different

stages of crop development, with or without control

measures. The farmer could then decide, taking into
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account the level of risk that he is prepared to take,

whether to implement control measures or not, very

much in line with the original EPIPRE and SIRATAC

decision support systems.

At present, there is an increasing demand for weed

management systems with reduced use and reliance on

herbicides, and the ecophysiological competition

models have great potential for contributing to the

design of such alternative weed management systems.

In the near future, more attention should be given in

these models to the accuracy with which growth, mor-

phological development, and seed production of weed

species are being simulated, as the long-term develop-

ment of weed populations becomes increasingly impor-

tant. In this way, a functional link can be established

between crop-weed competition research and research

on weed population dynamics. Continuous interaction

between modeling and experimental research should

support determination of the required level of detail in

crop-weed competition models and will provide leads

for focusing future weed ecological research.

In conclusion, the great expectations that originally

existed with respect to the use of crop growth simula-

tion models in crop management (cf. [6]) unfortu-

nately have not materialized. There are a number of

reasons for this disappointing development. One is

doubtless the fact that crop production takes place in

an uncertain environment and that meteorological sci-

ences have as yet, not been able to predict weather con-

ditions in the near future with any great accuracy. The

performance of crops is to a large extent governed by

these weather conditions and thus it remains difficult to

recommend actual actions when the future weather con-

ditions are uncertain. Another problem is that most

simulation models have been developed, tested, and val-

idated against data from experimental stations and com-

mercial crops often perform differently from those in

experimental stations.When sufficient time and capacity

is available, this problem can to a large extent be over-

come, as reported for the Australian situation [99], but

such extended programs for the development of crop

management systems are seldom if ever available.

In contrast, there appears to be ample scope for

application of crop growth simulation models in stra-

tegic and tactical management, in which such models

are part of so-called discussion support systems that

can be used by farmers to explore “what-if” questions,
based on explicit quantitative information [100]. It has

been shown convincingly that the success of such dis-

cussion support systems is greatly enhanced when the

relevant stakeholders (“clients”) are from the very

beginning involved in the design and development of

these systems, so that the relevant questions and the

available information can be dovetailed in the most

efficient way [101].

Therefore, although substantial progress has been

made in the last 3 years, the situation has not basically

changed and that in order to effectively make use of

crop growth simulation models in crop management,

the biggest challenge is to transfer the methodologies

developed in land use studies to the unruly practice of

land use policy formulation and implementation. That

requires close cooperation with the ultimate users of

the methodologies, the various stakeholders, through

the development of discussion and negotiation plat-

forms [89, 91, 101].
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Glossary

Animal breeding The process of selection and mating

of parents to produce the next generation of

a population, aiming to genetically improve

populations of livestock and fish.

Associative effect Heritable effect of an individual on

the phenotypic of another individual.

BLUP (best linear unbiased prediction) a method to

estimate breeding values of individuals, making use

of their pedigree and observed phenotypes.

Breeding value Expected phenotypic trait value of an

individual given its genes

Genetic parameters Genetic component of the vari-

ances and covariances of traits in a population. Also

encompasses derived parameters such as

heritability.

Heritability Magnitude of the heritable variation in

a population, expressed as a proportion of the

observed variation among individuals.

Phenotype Observable trait value of an individual.

Response to selection Change in mean value of

a phenotypic trait due to genetic selection.

Selection The choice of individuals to become parents

of the next generation. The selection determines

which genes are passed on to the next generation.

Social interactions The social process between indi-

viduals, which may affect the phenotypic trait

values of those individuals.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Definition of the Subject

Livestock genetic improvement, also known as animal

breeding, refers to the selection and mating of parents

to produce the next generation of a population. The

aim is to genetically improve populations of livestock

and fish so that they better meet the future needs of

markets and societies. Genetic improvement programs

gradually change the genetic composition of

populations and may create large changes over time.

The social environment that individuals experience

profoundly affects their productivity, health, and wel-

fare, but has largely been overlooked in animal breed-

ing. There is, however, increasing evidence that traits of

individuals are affected not only by the genes carried by

those individuals, but also by genes in the individuals

present in their social environment. Thus there is

a need to generalize the classical theory of inheritance

and response to selection to make optimum use of the

genetic variation present in the social environment.

This involves both the basic mathematical description

of the inheritance of socially affected traits, and

methods for statistical genetic analysis of populations

and designs of breeding schemes.

Introduction

Classical breeding has been very successful [1]. In many

species, yields have increased dramatically, particularly

in species with short generation intervals in which the

focus has been on traits of moderate to high heritability

recordable on the selection candidate, such as growth

rate in broiler chickens [2, 3]. In many cases, however,

there has been a trend for aspects of fitness to decline.

Balanced genetic improvement in multiple traits is

hampered by trade-offs between those traits, which

are observed as unfavorable genetic correlations.

Typical examples are trade-offs between yield and fer-

tility in dairy cattle, between litter size and piglet

survival in pigs, egg size and egg number in laying

hens, and between growth rates and female fertility in

broilers. Particularly the widespread trade-off between

production and reproduction traits appears to be

a systematic biological phenomenon [4].

Genetic improvement in the presence of trade-offs

has compromised animal welfare, at least in some live-

stock species. This has partly been due to a lack of tools
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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to efficiently breed for health-related traits. In many

cases, production traits have been most easy to record,

have higher heritabilities than reproduction or health-

related traits, and are available earlier in life. Breeding

for longevity in dairy cattle, for example, has long been

hampered by the lack of suitable statistical tools to

account for censored records [5]. Moreover, in cases

where yield related traits have greater heritability and

better or earlier available phenotypic information,

selection for the economically optimal index tends to

yield negative responses in traits related to fitness. In

addition, there has been a difficulty to market traits

related to health and welfare of livestock. Profit mar-

gins in livestock production are often narrow, so that

there is a strong emphasis on the economics of produc-

tion. Genomic selection [6] is a very promising tool for

a more balanced genetic improvement of productivity

versus health and welfare, mainly because it provides

estimated breeding values early in life for all recordable

traits. However, though genomic selection largely

removes trade-offs related to breeding scheme design,

it does not remove the biological trade-offs between

traits. In the absence of genetic engineering, traditional

genetic parameters, such as the genetic correlation,

remain the key parameters reflecting the prospects for

genetic improvement.

There are different levels of modeling the causal

mechanisms underlying the observed trade-offs. From

a physiological perspective, for example, trade-offs can

be understood from a resource allocation point of

view. When resource intake becomes increasingly

limiting, traits sharing the same resources will show

an increasingly negative relationship [7, 8]. This

perspective suggests that breeding for increased effi-

ciency, which should be the overall goal of livestock

genetic improvement [9], will lead to increasingly

negative relationships between traits. From a genetic

perspective, systematic trade-offs are the result of unfa-

vorable pleiotropic effects of segregating genes.

Sustained multitrait selection will increase such trade-

offs because genes with favorable pleiotropic effects will

become fixed by selection, while genes with unfavor-

able pleiotropic effects will remain segregating for

much longer. There is no contradiction between the

physiological and the genetic perspective; they merely

represent different levels of causality. The evolutionary

history of a population represents the ultimate level of
causality because millions of years of evolution have

shaped the biology of current livestock species. Hence,

an evolutionary perspective may help to identify new

opportunities for genetic improvement because it pro-

vides some understanding of the forces that have

shaped the current livestock populations.

Denison et al. [10] consider opportunities for

genetic improvement of agricultural populations from

an evolutionary perspective. They argue that breeders

cannot compete with the natural selection that has

occurred in the evolutionary history of livestock

populations because of the difference in time scales,

being years for breeders and millions of years for nat-

ural selection. Consequently, it is unlikely that breeders

can improve traits that have always been a target of

natural selection. Typical examples are general disease

resistance and basic efficiencies of metabolic processes.

Hence, rather than trying to mimic natural selection,

breeders should investigate other directions for genetic

improvement.

A second reason why breeders should not try to

mimic natural selection is that they have a fundamen-

tally different objective. While natural selection acts

on individual fitness, breeders are interested in the

average performance of groups of animals or entire

populations. Because natural selection acts on individ-

ual fitness, it has the intrinsic tendency to increase

competition among population members. Thus natu-

ral selection may result in selfish individuals that are

successful at the expense of others, rather than in max-

imization of output on the population, flock, or herd

level. A clear example comes from the difference

between wild wheat and rice versus modern cultivars.

In natural populations, individual plants compete for

sunlight. Natural varieties and traditional cultivars,

therefore, have long stems making them sensitive to

lodging (falling over). Modern wheat and rice cultivars,

however, owe their high-yield potential largely to their

short stature, relative to traditional cultivars. Short

stature reduces lodging and increases growth of grain

at the expense of stems, but artificial selection for these

traits has resulted in decreased individual competitive-

ness. Forced to compete with traditional, low-yielding

cultivars, modern high-yield rice cultivars completely

disappear within as few as three generations [10]. This

result clearly demonstrates that natural populations

do not provide a useful blueprint for agriculture.
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Moreover, it illustrates the relevance of competition

among individuals in natural populations, which may

also be relevant for livestock genetic improvement.

Denison et al. [10], therefore, conclude that

breeders should investigate directions of human inter-

est that are not already exhausted by natural selection.

They identify two such directions. First, since domes-

tication has greatly changed the environment to which

populations are exposed, certain traits that are essential

in nature may no longer be useful in domestic

populations. Thus this change in environment releases

usable genetic variation. Most modern agricultural spe-

cies do, e.g., not need the capacity to escape from

predators, or to deal with seasonal starvation. Hence,

to achieve progress in traits of human interest, breeders

should provide good environments and accept sacrific-

ing traits that are essential in natural populations,

rather than trying to breed robust individuals that

can deal with very challenging environments. This

direction has already been exhausted to a great deal in

livestock. Improvement of genetics, husbandry, and

feeding have gone together ever since domestication,

and classical selection strategies implicitly utilize the

genetic variance released by improvement of the envi-

ronment. This approach, however, is gradually

reaching limits. Concerns about animal welfare are

on the increase in Western societies, and producers

sometimes have difficulty providing the environment

allowing animals to express their full genetic potential

(personal communication Egbert Knol (IPG) and

Frans van Sambeek (ISA)). Hence, breeders already

utilize opportunities arising from improved environ-

ments, and it seems unlikely that current rates of

genetic improvement can be accelerated by further

improvement of the environment.

Second, Denison et al. [10] argue that breeders

should target traits beneficial to the population but

not to the individual expressing the trait. This is

because natural selection acts on individual fitness

and does, therefore, not exhaust the genetic variance

in the social effect that individuals have on each other.

Hence, they suggest breeding for decreased competi-

tion among population members. Thus the quantity of

interest here is the heritable effect of an individual on

the trait values of its group mates, known as the asso-

ciative or indirect genetic [11, 12], rather than on its

own trait value. Most livestock populations are kept in
groups, ranging from cages of four laying hens, groups

of moderate size in pigs and beef cattle in feed lots, to

large flocks of broilers, sheep or beef cattle. In those

systems, performance of individuals may depend on

(social) characteristics of the other individuals present

in the same group. Well-known examples are mortality

due to cannibalistic behaviors in non-beak-trimmed

laying hens [13], and tail biting and aggression

at mixing in swine [14]. Results in pigs, moreover,

indicate that growth rate is affected by heritable

social effects, even in ad libitum feeding [15]. Also

aquaculture species provide a typical example of

social effects, where variation among individuals is

often considerably increased due to competition for

feed [16].

When trait values depend on social interactions

among individuals, selection of the best individuals

may cause the average performance of a population to

decline, rather than increase. In non-beak-trimmed

laying hens, for example, selection of the survivors

has decreased survival in the next generation because

the survivors had a negative heritable effect on survival

of their cage mates [17]. Results in plant breeding,

however, illustrate that selection for increased yield in

the presence of social interactions can be successful.

Properties of modern crops show that plant breeders

have successfully improved yields by decreasing com-

petition (see above). Reasons for this success may be

that plant breeders are more aware of competition

among individuals, and that breeding for reduced com-

petition is much easier in plants. (Theory shows that

selection between clonal plots exploits the full heritable

variance in traits, including the component due to

competition; see below and in [18]). In livestock breed-

ing, in contrast, relatively little is known of the magni-

tude of associative effects. With the exception of

maternal genetic effects, breeders have hardly

attempted to utilize associative effects for genetic

improvement (But see Muir’s selection experiments;

[17, 19–21]). Hence, there is a need for further research

on the magnitude of associative effects in livestock

populations.

At first glance, breeding for improved social effects

may seem difficult to apply in practice because social

effects will often be the result of certain behaviors that

may be difficult to record. Breeding for improved

behavior is rarely applied in modern breeding practice
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because recording behaviors is usually very labor inten-

sive. [22], however, showed that heritable social effects

can be estimated in a similar way as maternal genetic

effects [23] without the need to record the behaviors

underlying the associative effects. At present, flexible

tools are available to estimate social genetic effects

without the need to observe the traits underlying

them (See section on “Estimation of Genetic Parame-

ters” below). Hence, nowadays breeders have the

opportunity to address improvement of social interac-

tions in their improvement programs.

Whether or not social interactions are of interest to

breeders will depend on the trait considered and on the

environment in which individuals are kept. Selection

experiments on mortality in non-beak-trimmed layers

kept in cages illustrate the relevance of social genetic

effects in that situation [17, 20, 21]. For non-beak-

trimmed laying hens, Ellen et al. [24] found that

more than half of the total heritable variation in sur-

vival days originated from social effects. Bergsma et al.

[15] found that social genetic effects contribute to

heritable variation in growth rate and feed intake in

pigs. In contrast, results of Arango et al. [25] in growing

pigs indicate that social genetic effects may be difficult

to estimate and not deviate significantly from zero. At

present, knowledge of the importance of social genetic

effects in populations of livestock and fish is still lim-

ited. In aquaculture, the large size differences among

individual fish indicate that competition is important

and that it affects uniformity [16], but the heritable

effects underlying such competition are largely

unknown. It would be interesting to see whether fish

breeders can achieve something similar as plant

breeders, who have effectively reduced competition

among individuals in wheat [10]. Though social genetic

effects may not always be important and may be diffi-

cult to utilize in some cases, the promising results

observed in layer chickens should be sufficient incen-

tive for further research in this area. Moreover, genetic

improvement of productivity resulting from improved

social interactions may cause less trade-offs in health

and welfare traits because it may reduce energy waste

rather than shifting resources from fitness traits toward

production traits [17]. This chapter summarizes the

quantitative genetic theory of socially affected traits,

covering the basic models, expressions for response to

selection, and estimation of genetic parameters.
Quantitative Genetics of Socially Affected Traits

Quantitative Genetic Model

Classical Model In classical quantitative genetics and

animal breeding theory, individual phenotypic values,

P, are modeled as the sum of a heritable component, A,

known as breeding value, and a residual, E, known as

environment (Table 1) [26, 27],

P ¼ Aþ E ð1Þ
The breeding value is the sum of the so-called

average effects of the genes of the individual on its

phenotype [28, 29]. It represents the heritable compo-

nent of an individual’s phenotype, whereas the “envi-

ronment” comprises all non-heritable effects, including

the non-heritable genetic effects arising from domi-

nance and epistasis.

The absolute magnitude of the heritable effects is

measured by the variance of the breeding values, s2A,
known as the additive genetic variance. The relative

magnitude of the heritable effects is measured by the

heritability, the ratio of heritable variance over pheno-

typic variance [26, 27],

h2 ¼ s2A=s
2
P ð2Þ

Heritability expresses the relative contribution of

heritable effects to phenotypic variance among individ-

uals, taking values from 0 through 1. In the classical

model, heritability also has the natural interpretation

as the regression coefficient of offspring phenotype on

mean phenotype of the parents; it is the proportion

of phenotypic superiority in the parents that is recovered

in the offspring. In the context of selection experiments,

this quantity is known as the realized heritability [26].

Social Model As summarized in the Introduction,

individuals may affect each other’s phenotypes. The

“environmental” component of the phenotype, there-

fore, also includes effects of the social environment pro-

vided by other individuals that interact with the focal

individual. In contrast to the physical environment,

however, the social environment is biological in origin

and may therefore contain a heritable component.

Hence, the E-term in Eq. 1 may contain heritable com-

ponents due to other individuals. Such heritable effects

on trait values of others are known as indirect genetic

effects in the evolutionary genetic literature [12, 30],
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Symbol Meaning

P, A, h2 Phenotypic value, breeding value,
heritability

i, j, n Focal individual, group mate of focal individual, group size

PD;i , PS;i Direct effect of i, (full) associative effect of i

AD;i , AS;i Direct genetic effect of i, associative genetic effect of i

ED;i , ES;i Direct non-genetic effect of i, associative non-genetic effect of i

AT;i , T
2 Total breeding value of i, relative heritable variance

AM;i , EM;i Breeding value for maternal effect of i, non-genetic maternal effect of i

R Response to selection

r, rT Traditional accuracy of selection, total accuracy of selection

rD, rS Direct and social accuracy of selection

g, r Degree of between-group selection, relatedness between group mates

rf , t relatedness between candidate and relatives, intraclass correlation between relatives

s2AD , s
2
AS

Direct genetic variance, associative genetic variance

sADS , rg Covariance and correlation between direct and associative genetic effects

sEDS , rE Covariance and correlation between direct and non-genetic associative effects

s2P, sPDS Phenotypic variance, full covariance between direct and associative effects

s2AT Total heritable variance

s2g, s
2
e Between-group non-genetic variance, residual variance

d Degree of dilution of associative effects with group size

Nf , m Number of families, effective number of records per family

s2z , s
2
f , s

2
e Full variance of records, between-family variance, residual variance

SE, nopt;x Standard error, optimum family size for parameter x
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and as associative effects or social effects in the animal

breeding literature [11, 17, 31]. Associative effects are

of interest to animal breeders because they are heritable

and thus can contribute to response to selection.

Hence, for socially affected traits, the classical model

in Eq. 1 needs to be modified because it treats associati-

ve effects as part of the non-heritable environment [11].

Also the definition of heritable variance may be mod-

ified because the classical additive genetic variance

excludes the contribution of associative effects.

In most livestock and aquaculture populations,

individuals are kept in groups, and interactions

among individuals occur within group. In a population

consisting of groups of n individuals each, the
phenotype of an individual can be expressed as the

sum of a direct effect rooted in the individual itself,

and the associative effects of each of its n � 1 group

mates [11],

Pi ¼ PD; i þ
Xn�1

i 6¼j

PS;j ; ð3Þ

where PD;i denotes the direct effect due to the focal

individual i, PS;j the associative effect of its group

mate j, and the summation is over the n� 1 group

mates of the focal individual. Both the direct and

associative effect may be decomposed into a heritable

component, A, and a non-heritable component, E. The
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Socially Affected Traits, Inheritance and Genetic Improvement. Figure 1

(a) The phenotype of individual 1 is the sum of its own direct effect plus the associative effects of its group mates,

P1 ¼ AD;1 þ ED;1 þ
P

j¼ 2;3;4 AS;j þ ES;j
� �

. (b) The total breeding value of individual 1 is the sum of its heritable effects on all

group members, including itself, AT ;1 ¼ AD;1 þ 3AS;1
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phenotype, therefore, is the sum of the direct breeding

value and direct environmental effect of the focal indi-

vidual, and the summed associative breeding values

and associative environmental effects of each of its

n � 1 group mates [11, Fig. 1a],

Pi ¼ AD; i þ ED; i þ
Xn�1

i 6¼j

AS;j þ
Xn�1

i 6¼j

ES;j ð4Þ

In this expression, AD;i is the direct breeding value

(DBV) of individual i, and AS;j the associative breeding

value (SBV) of its group mate j. The DBV corresponds

to the classical (direct) breeding value, whereas the SBV

is a generalization of a breeding value for maternal

effect (See section on “A Special Case: Maternal Genetic

Effects” below). An individual’s DBV is the sum of the

direct average effects of its genes, whereas its SBV is the

sum of the associative effects of its genes. In total, the

AD; i þ
Pn�1

i 6¼j AS;j is the best predictor of the phenotype

of the focal individual from the average effects of its

own genes and those in its group mates, obtained using

the method of least squares [27–29, 32]. The ED;i and

ES;i are the corresponding non-heritable effects

(“environment”).

At first glance, it seems that the summation in Eq. 4

implies additivity of associative effects, whereas, in

reality, an individual’s associative effect may depend

on the individual it interacts with. For example, an

individual may interact in a positive manner with
a certain group mate, but have adverse effects on

other group mates. Equation 4, however, considers

the average associative effect of a genotype, which is

additive by definition. This is an analogy of the average

effect of an allele in, e.g., a single locus model [26, 29].

In the presence of dominance, the effect of an allele

depends on the other allele at the locus. Nevertheless,

one can still define the average effect of an allele, which

is the effect relative for heritable variance and response to

selection (at least in the short term). Hence, Eq. 4 does

not assume additivity of the social interactions, but

focuses on the heritable component of these interactions.
Breeding Value The objective of livestock genetic

improvement is to generate response to selection,

that is, to genetically change the mean trait values of

the population. For this purpose, an individual’s quality

is measured by its heritable effect on themean trait value

of the population. In the classical model, an individual’s

heritable effect on the population mean simply equals

the classical breeding value, A, as defined in Eq. 1. With

associative effects, an individual’s full heritable effect

on the mean trait value of the population is the sum of

its direct heritable effect on its own phenotype, plus its

social heritable effect on the phenotypes of its group

mates. Hence, an individual’s total breeding value may

be defined as [31; Fig. 1b]

AT ;i ¼ AD;i þ ðn� 1ÞAS;i ð5Þ
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In contrast to an individual’s phenotype, its total

breeding value is entirely a property of its own genes

(Fig. 1a vs 1b). The total breeding value is a generaliza-

tion of the classical breeding value and is the heritable

property relevant for response to selection in socially

affected traits. Taking the average phenotype of the

population shows that response to selection equals

the change in mean total breeding value,

R ¼ D�AT ð6Þ
In contrast to the classical breeding value, however,

the total breeding value contains a part that is not

expressed in the individual’s own phenotype, nor in

the phenotypes of its offspring, but in the group mates

of the individual and of its offspring.

Heritable Variance In the classical model, heritable

variance equals the variance of the breeding values

among individuals. By analogy, for socially affected

traits, the total heritable variance may be defined as the

variance in total breeding values among individuals [31],

s2AT
¼ s2AD

þ 2ðn� 1ÞsADS
þ ðn� 1Þ2s2AS

; ð7Þ
where s2AD

is the variance in direct breeding values, s2AS

the variance in associative breeding values, and sADS
the

covariance. The total heritable variance reflects the

magnitude of the heritable differences among individ-

uals that determine the potential of the population to

respond to selection (See section “Response to Selec-

tion” below). The ðn� 1Þ2s2AS
term represents the her-

itable variance present in the social environment. This

term shows that even small associative effects can sub-

stantially increase the total heritable variance, particu-

larly when groups are large. (But see the section “The

Effect of Group Size on Heritable Variance” below.)

This may explain the rapid response to group selection

observed by Muir [19, 21]. The term 2ðn� 1ÞsADS

shows that a negative genetic covariance between direct

and associative breeding values reduces the total heri-

table variance. With negative sADS
, individuals with

positive breeding values for their own phenotype have

on average negative associative effects on the pheno-

types of their group mates, and vice versa. Thus

a negative sADS
may be interpreted as “heritable com-

petition.” Heritable competition, therefore, reduces

total heritable variance and thus the potential of the

population to respond to selection. Heritable
cooperation (sADS
> 0), in contrast, increases total her-

itable variance.

The s2AT
expresses heritable variance in absolute

units. The interpretation of the magnitude of the her-

itable variation is facilitated by expressing heritable

variance relative to phenotypic variance, analogous to

classical heritability (Eq. 2). By analogy, for socially

affected traits, the ratio of total heritable variance

over phenotypic variance equals [15],

T 2 ¼ s2AT

s2P
ð8Þ

A comparison of h2 and T 2 reveals the proportional

contribution of associative to heritable variance.

When group members are unrelated, phenotypic

variance equals

s2Pr¼0
¼ s2AD

þ s2ED þ ðn� 1Þ s2AS
þ s2ES

� �
ð9Þ

With associative effects, phenotypic variance

depends on relatedness between group members

[15, 33]. As a consequence, T 2 depends on relatedness

between group members when using the realized phe-

notypic variance in Eq. 8, which is inconvenient for

a standardized parameter. Hence, to achieve standardi-

zation, it is preferable to scale total heritable variance by

the phenotypic variance for populations with unrelated

group members, using T 2 ¼ s2AT
=s2Pr¼0

, rather than

using the realized phenotypic variance in Eq. 8.

Comparison of Eqs. 7 and 9 shows that total her-

itable variance, s2AT
, is not a component of phenotypic

variance, illustrating that an individual’s total breeding

value is not a component of its trait value (Eq. 4 vs

Eq. 5). Because an individual’s total breeding value is

dispersed over multiple individuals, it is hidden to

direct observation. As a consequence, total heritable

variance may exceed phenotypic variance, and T 2 may

take values greater than one, whereas classical herita-

bility has an upper limit of one. When group members

are unrelated, the difference between the genetic com-

ponent of phenotypic variance and total heritable var-

iance equals (personal communication J. Bruce Walsh)

s2AT
� s2P ¼ ðn� 1Þ 2sADS

þ ðn� 2Þs2AS

h i
; ð10Þ

illustrating that heritable variance may substantially

exceed phenotypic variance particularly when groups
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are large. (But see the following section on “The Effect

of Group Size”.) Social interactions, therefore, result in

hidden heritable variation. Empirical results indeed

indicate that T 2 may considerably exceed h2, but values

greater than one have not been found so far (See Table 3

below). Note, however, that greater heritable variance

than phenotypic variance does not necessarily imply that

associative effects increase response to selection.

Whether or not the available heritable variance translates

into response to selection depends on selection criterion

and on relatedness between group members [11, 18, 33]

(See section on “Response to Selection” below).

The Effect of Group Size on Heritable Variance The

careful reader will have noted that total heritable vari-

ance approaches infinity when groups become large

(Eq. 7), which is unrealistic. Indeed, when s2AS
remains

constant while group size increases, the s2AT
in Eq. 7

increases continuously. The magnitude of the associa-

tive genetic variance, s2AS
, however, will probably also

depend on group size because interactions between

a specific pair of individuals are likely to be less intense

in large groups [25]. The relationship between the

magnitude of associative effects and group size is rele-

vant because it affects the dynamics of response to

selection, heritable variance, and group size. It deter-

mines, for example, whether or not selection is more

efficient with larger groups.

Models accounting for the relationship between

group size and associative effects have been provided

in Refs. [25, 42, 43]. In [43], the relationship between

associative effects and group size is modeled as

AS;i;n ¼ �n� 1

n� 1

� �d

AS;i;�n; ð11Þ

where AS;i;n is the associative effect of individual i when

it would be expressed in a group of n members, AS;i;�n

the associative effect of i when expressed in a group of

the average size, �n, and d the degree of dilution. The

degree of dilution measures the decrease of an individ-

ual’s associative effect when group size increases.

With no dilution, d = 0, an individual’s associative

effect is the same for all group sizes, AS;i;n ¼ AS;i;�n, so

that its total associative effect summed over all group

mates is proportional to the number of group mates,

ðn� 1ÞAS;i;n ¼ ðn� 1ÞAS;i;�n. This may occur, for

example, in trees, where a large tree’s associative effect
may result from shading all individuals under its can-

opy, the effect on each individual being independent

of the total number of individuals under the canopy

(personal communication J. Bruce Walsh). With full

dilution, d = 1, in contrast, an individual’s total asso-

ciative effect summed over all group mates is indepen-

dent of group size, ðn� 1ÞAS;i;n ¼ ð�n� 1ÞAS;i;�n, while

its associative effect on each individual group mate is

inversely proportional to the number of group mates,

AS;i;n ¼ ½ð�n� 1Þ=ðn� 1Þ� AS;i;�n. This may occur, for

example, with restricted feeding on group level, where

an individual consuming 1 kg of feed has a total asso-

ciative effect of�1 kg, and an average associative effect

of AS,i,n = �1/(n� 1) kg on each of its group mates.

More generally, the magnitude of associative effects may

be modeled as a function of the intensity of the interac-

tion. In trees, for example, the associative effect of one

tree on another may be modeled inversely proportional

to the distance between both trees [17]. The degree of

dilution of associative effects is an empirical issue,

which may be trait and population specific, and needs

to be estimated for the population of interest (See

section on “Estimation of Genetic Parameters” below).

Dilution of associative effects alters the relationship

between genetic variances and group size. The associa-

tive genetic variance for groups of nmembers equals,

s2AS ;n
¼ �n� 1

n� 1

� �2d

s2AS ;�n
; ð12Þ

which decreases with group size for d > 0. The total

heritable variance for groups of n members equals

s2AT ;n
¼ s2AD

þ 2ð�n� 1Þdðn� 1Þ1�dsADS ;�n

þð�n� 1Þ2dðn� 1Þ2�2ds2AS ;�n

ð13Þ

(This expression may seem complex, but note that

�n is a constant for any particular population). Hence,

for sADS
¼ 0, total heritable variance increases with

group size as long as dilution is incomplete (d < 1),

and total heritable variance is independent of group

size with full dilution (d = 1). Since total heritable

variance depends on group size and on the degree of

dilution, response to selection will also depend on

those factors. To account for the effect of dilution on

response to selection, the s2AS
and s2AT

should be

substituted by Eqs. 12 and 13 in the expressions for

response to selection provided below.
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When genetic and non-genetic associative effects

show the same dilution with group size, the phenotypic

variance in populations of groups of nunrelated mem-

bers equals

s2P;n ¼ s2PD þ ð�n� 1Þ2dðn� 1Þ1�2ds2PS ;�n ð14Þ
showing that phenotypic variance increases with group

size for d< 0.5, is independent of group size for d = 0.5,

and decreases with group size for d > 0.5. Hence, the

relationship between phenotypic variance and group

size provides an approximate impression of the degree

of dilution.

Response to Selection

In a series of papers, Griffing [11, 33, 44–46] showed

theoretically that associative effects on trait values alter

response to genetic selection, not only in magnitude

but potentially also in direction, and demonstrated that

response depends strongly on relatedness among

interacting individuals and on the selection criterion.

Results of Griffing, however, do not fit easily in the

common animal breeding framework for response to

selection and have largely been overlooked. Griffing

[44] summarized his results into a more common

theoretical framework, but this work was published

in a conference proceeding and was also largely

overlooked. Muir [17] and Bijma et al. [31]

rediscovered those results and expressed them in

terms familiar to animal breeders. This section sum-

marizes the resulting expressions for response to arti-

ficial selection, accounting for associative effects,

genetic relatedness among interacting individuals, and

selection acting onmultiple levels, such as individual or

group, or on an (optimum) index of both.

General Expression for Response to Selection In

classical animal breeding theory, i.e., in the absence of

associative effects, response to selection is commonly

expressed as the product of the intensity of selection, i,
the accuracy of selection, r, and the additive genetic

standard deviation in the trait, sA [e.g., 47],

R ¼ irsA ð15Þ
In this expression, R is the genetic change in mean

trait value from one generation to the next. The selec-

tion intensity expresses the phenotypic superiority of

the selected parents in standard deviation units,
i ¼ S=s, where S is the superiority of the selected

parents for the selection criterion and s is the standard

deviation of the selection criterion among the candi-

dates for selection. The accuracy is the correlation

between the value of the selection criterion (SC) and

the additive genetic merit for the trait (the breeding

value) in the candidates for selection,

r ¼ corrðA; SCÞ ð16Þ
Equation 15 partitions response to selection into

three clearly distinct components; a scale-free measure

of the strength of selection, i, a scale-free measure of

how accurately the selection criterion resembles an

individual’s true breeding value for the trait of interest,

r, and a measure of the magnitude of the heritable

differences in the population, sA. The intensity of

selection is largely determined by the reproductive

potential of the species and the availability of repro-

ductive technologies such as artificial insemination.

The accuracy reflects the quality of the selection crite-

rion, which depends on the type and amount of infor-

mation collected. The genetic standard deviation is an

intrinsic biological property of the population,

reflecting its potential to respond to selection, and is

outside human control. (Equation 15 can easily be

extended to account for two sexes [26]).

The classical expression for response can be gener-

alized to account for associative effects [48]. From the

trait model (Eq. 4), it follows that response to selection

equals the increase in mean direct breeding value plus

the increase in mean associative breeding value

weighted by the number of group mates,

R ¼ D �AD þ ðn� 1Þ�AS½ �, which is the change in mean

total breeding value, D�AT (Eq. 5). The change in mean

total breeding value equals the mean total breeding

value of the selected parents expressed as a deviation

from the overall mean and follows from regression of

the total breeding value on the selection criterion,

R ¼ bAT ;SC ðSC� SCÞ. From the definitions of regres-

sion and correlation coefficients, and using

SC� SC ¼ isSC, it follows that

R ¼ irTsAT
; ð17Þ

where the total accuracy of selection, rT , is the corre-
lation between the selection criterion and the total

breeding value in the candidates for selection, and

sAT
is the total genetic standard deviation in the
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trait (Eq. 7). Equation 17 applies to any selection strat-

egy and inheritance model, as long as the total breeding

value represents the average effects of an individual’s

genes on the mean trait value of the population.

(See [49] for an application to maternal effects, and

[49] for an application to both associative andmaternal

effects). Equation 17 corresponds to the first term of

Price’s Theorem [50] and represents the change in trait

value due to change in allele frequency, keeping average

effects of alleles constant for all elements of the inher-

itance model. Because intensity and accuracy are scale-

free parameters depending on the breeding design, the

total genetic standard deviation reflects the intrinsic

potential of a population to respond to selection.

Thus the total heritable variance defined in Eq. 7

bears a direct relationship to response to selection. In

theory, sAT
may exceed sP (see above), suggesting that

response in socially affected traits can be very large

relative to phenotypic standard deviation. While this

agrees with the very large response observed by Muir

[19, 21] in cannibalistic laying hens, it is unlikely that

this phenomenon is widespread in livestock. Neverthe-

less, the potential for genetic improvement of socially

affected traits may be larger than suggested by classical

theory (see Table 3 below).
Accuracies of Selection Traditional selection

methods include mass selection, selection based on

information recorded on relatives, mostly full sibs,

half sibs, or progeny, index selection [51, 52], and

selection on estimated breeding values (EBV) obtained

using Best Linear Unbiased Prediction (BLUP, [53]).

Those methods are aimed at the classical (direct)

breeding value and do therefore not fully utilize the

available heritable variation when trait values are

affected by associative effects. Efficient improvement

of socially affected traits, therefore, requires modifica-

tion of classical selection methods. Research in the field

of evolutionary biology [12, 18, 30, 54–57] and early

work on associative effects [11, 33] indicates that

genetic relatedness among interacting individuals and

selection acting on the group rather than the individual

level strongly affect response to selection. Relatedness

between group members and selection between groups

are, therefore, important factors in response to selec-

tion for socially affected traits.
The following summarizes the accuracies for direct,

associative, and total breeding value for a number of

selection strategies (Table 2). In all cases, the individ-

uals that provide the information for selection are kept

in groups of nmembers, but the selection criterionmay

differ. For any parameter, response to selection is the

product of intensity (i), accuracy (r), and genetic stan-
dard deviation (sA) for the parameter of interest,

RD ¼ irDsAD
ð18aÞ

RS ¼ irSsAS
ð18bÞ

R ¼ RD þ ðn� 1ÞRS ¼ irTsAT
ð18cÞ

Individual Selection (IS) With individual selection

(also known as “mass selection”), the individuals with

the best phenotypes are selected as parents of the next

generation. The total accuracy of individual selection

equals (Ellen et al. 2007),

rT ;IS ¼
r s2AT

þ ð1� rÞ½s2AD
þ ðn� 1ÞsADS

�
sAT

sP
ð19Þ

In the numerator of Eq. 19, relatedness acts as

a weighting factor; greater relatedness increases the

s2AT
term, while decreasing the s2AD

þ ðn� 1ÞsADS

term (Fig. 2a).

When group members are unrelated, IS does not

directly target the associative breeding value, as illus-

trated by the accuracy of associative effects,

rS;ISðr ¼ 0Þ ¼ sADS
=ðsAS

sPÞ (Table 2). Hence, when

group member are unrelated, response in associative

effects is entirely dependent on the covariance between

direct and associative effects (Fig. 2b). When this

covariance is negative, IS yields a negative response in

associative effects, meaning that competition among

individuals increases. Moreover, with unrelated

group members, the negative response in associative

effects may exceed the positive response in direct

effect, � ðn� 1ÞRS > RD , yielding a negative net

response and a negative total accuracy. This occurs

when s2AD
þ ðn� 1ÞsADS

< 0. The risk of negative

response is not merely a theoretical possibility, but

has been observed for egg number in cannibalistic

laying hens by Muir [17].

When relatedness between group members

increases, components in the numerator shift away

from a potentially negative term, s2AD
þ ðn� 1ÞsADS

,
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Socially Affected Traits, Inheritance and Genetic Improvement. Figure 2

Accuracies of mass selection. (a) Total accuracy. No symbols: rADS ¼ �0:5; boxes: rADS ¼ 0; crosses: rADS ¼ þ0:5. (b) Direct and

associative accuracies. Solid lines: direct accuracy; dotted lines: associative accuracy. Symbols as in panel a. Other

genetic parameters are n = 8, s2AD ¼ 1:5, s2AS
¼ 0:05, h2D ¼ h2S ¼ 0:3 and rEDS ¼ rADS

. These parameters yield a phenotypic

variance of s2P ¼ 6:17 when relatedness equals zero, and total heritable variances of s2AT
¼ 2:03 for rADS ¼ �0:5, s2AT ¼ 3:95

for rADS ¼ 0, and s2AT ¼ 5:87 for rADS ¼ þ0:5, respectively
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toward a positive term, s2AT
, which increases the accu-

racy (Fig. 2a). In the extreme case with fully related

group members (clones), rT ;IS ðr ¼ 1Þ ¼ sAT
=sP ,

which is an analogy of the classical accuracy of indi-

vidual selection, rmass ¼ h ¼ sA=sP [26]. This illus-

trates that a population consisting of clone groups is

genetically equivalent to a population consisting of

noninteracting individuals with heritability

h2 ¼ s2AT
=s2P . In other words, the “group becomes

an individual” when group members are fully related.

In summary, with individual selection, relatedness

between group members can prevent negative

accuracies.

Group Selection (GS) With group selection, selection

is based solely onmean trait values of the groups, so that

parents are selected from the best groups [33, 58, 59].

The accuracy of group selection equals [48]

rT ;GS ¼
½1þ ðn� 1Þr�sAT

ns�P

; ð20aÞ

where s�P is the standard deviation of the group means,

s2�P ¼ 1

n
s2P þ ðn� 1ÞCovðPi; PjÞ
	 
 ð20bÞ
in which CovðPi; PjÞ is the covariance between the

phenotypes of two group members,

CovðPi; PjÞ ¼ 2sPDS þ ðn� 2Þs2PS
þ r s2AD

þ 2ðn� 2ÞsADS

h

þ ðn2 � 3nþ 3Þs2AS

i
:

ð20cÞ

Because both the numerator and denominator of

Eq. 20a are nonnegative, accuracy of group selection is

nonnegative, irrespective of relatedness. Accuracy of GS

has lower limit of zero, which occurs when all groups are

composed in exactly the same manner; for example,

when 10 clones are allocated to 10 groups, each group

containing precisely one individual of each clone. In that

case, r ¼ �1=ðn� 1Þ and accuracy is zero [60]. In this

case, there is no between-group genetic variance, so

that group selection cannot create response. In all

other cases, GS directly targets the total breeding

value, as illustrated by the sAT
in the numerator of

Eq. 20a. This is because an individual’s total breeding

value surfaces in the group mean; the direct breeding

value via its own phenotype and the associative breeding

value via the phenotypes of each of its ðn� 1Þ group
mates. Group selection, therefore, also directly targets
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both direct and associative breeding values, as

illustrated by the s2AD
and s2AS

in the numerator of the

direct and associative accuracy, respectively (Table 2).

When group members are unrelated, however, the

n in the denominator causes accuracy to be low partic-

ularly when groups are large. This is because the

between-group genetic variance is proportional to

1=n when group members are unrelated. Hence, with

unrelated group members, the genetic variance that can

be utilized by group selection decreases with group size,

and approaches zero for large groups. Relatedness

between group members considerably increases the

accuracy of group selection because it increases

the between-group genetic variance. In the extreme

case of fully related group members (clones),

rT ;GS ðr ¼ 1Þ ¼ sAT
=s�P , which may be interpreted as

the square root of the group heritability, s2AT
=s2�P . Note

that GS outperforms IS when group members are fully

related because sAT
=s�P > sAT

=sP . This occurs because
GS does not waste effort on within-group selection,

which is useless when group members are genetically

identical. In summary, group selection prevents nega-

tive accuracy, but is efficient only when groupmembers

are sufficiently related.

Multilevel Selection Rather than selecting solely on

individual or mean group phenotype, one may select

on a linear combination of phenotypes of group mates

and individual phenotype. In terminology used in

evolutionary biology, this is an application of multilevel

selection, where the levels of selection are the individual

and the group. In natural populations, multilevel

selection occurs when individual fitness depends on

both properties of the individual itself and on properties

of its groups. Multilevel selection is widespread in nature

[61], but can also be applied as a breeding strategy in

livestock and aquaculture [17, 31, 44].

Multilevel selection may be described by the follow-

ing index [17, 31, 44]

Ii ¼ Pi þ g
X
n�1

Pj ð21Þ

where g represents the weight on the summed pheno-

types of the ðn� 1Þ group mates. A g = 0 corresponds

to individual selection, whereas a g = 1 corresponds to

selection on Ii;g¼1 ¼
P

n Pj , where the summation is

over all ngroup members, including the individual of

interest. Hence, a g = 1 corresponds to between-group
selection. Thus the gmay be interpreted as a measure of

the degree of group versus individual selection. A

g = �1/(n� 1) corresponds to within-group selection,

where individuals are selected based on the deviation of

their phenotype from the mean phenotype of their

group. (Interestingly, the value of � 1=ðn� 1Þ is also
the lower bound for relatedness between group mem-

bers, indicating a symmetry between gand r ; [60]).

The accuracy of multilevel selection equals [62]

rT ;I

¼ ½g þ r þ ðn� 2Þgr�s2AT
þ ð1� gÞð1� rÞ½s2AD

þ ðn� 1ÞsADS
�

sAT
sI

ð22Þ
Note that the numerator of this expression is fully

symmetric in the degree of group selection, g, and

relatedness, r, indicating that group selection and

relatedness have precisely the same effect on the

covariance between the index value and the total breed-

ing value of selection candidates. The first term in the

numerator, ½g þ r þ ðn� 2Þgr�s2AT
, shows that group

selection and relatedness cause selection to

target the total breeding value. The second term,

ð1� gÞð1� rÞ½s2AD
þ ðn� 1ÞsADS

�, shows that the com-

plement of group selection and relatedness acts on

a term that is potentially negative. The

½s2AD
þ ðn� 1ÞsADS

� is the numerator of the accuracy

of individual selection with unrelated group members,

which may indeed give negative response (See section

on “Individual Selection” above). Hence, group selec-

tion and relatedness shift selection away from

a potentially negative term toward the total genetic var-

iance, thereby preventing negative response due to

increased competition. Figure 3a illustrates this effect,

showing that the combination of multilevel selection

and relatedness may strongly increase accuracy. When

group members are unrelated, the effect of multilevel

selection on accuracy may be only moderate, and an

intermediate value of gmay be optimal. Figure 3b

shows that multilevel selection and relatedness increase

the accuracy of the associative effect, which may be at

the expense of the direct effect when the direct-

associative genetic correlation is negative.

Optimum Index Selection If the genetic parameters of

direct and associative effects are known, then the degree

of between-group selection, g, can be optimized using
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Socially Affected Traits, Inheritance and Genetic Improvement. Figure 3

Accuracy of multilevel selection, Ii ¼ Pi þ g
P

n�1 Pj . (a) Total accuracy. No symbols: g = 0, r 2 [0, 1]; boxes: r = 0, g 2 [0, 1];

crosses: r = g 2 [0, 1]. (b) Direct and associative accuracies. Solid lines: direct accuracy; dotted lines: associative accuracy.

Symbols as in panel a. Other genetic parameters are n = 8, s2AD
¼ 1:5, s2AS ¼ 0:05, rADS ¼ �0:5, h2D ¼ h2S ¼ 0:3 and

rEDS ¼ rADS
. These parameters yield a phenotypic variance of s2P ¼ 6:17 when relatedness equals zero, and a total heritable

variance of s2AT ¼ 2:03
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selection index theory [17, 44, 48, 51]. For this

purpose, it is convenient to rescale the index to

Ii ¼ b1Pi þ b2
X
n�1

Pj ð23Þ

This index is equivalent to Ii ¼ Pi þ ðb2=b1Þ
P
n�1

Pj, so

that the optimum degree of group selection is

gopt ¼ b2;opt

b1;opt
ð24Þ

From selection index theory, optimum index

weights are [52]

bopt ¼ P�1Gv; ð25Þ
where bopt is a column-vector of optimum index

weights, b
0
opt ¼ b1;opt b2;opt½ �, P is the symmetric

matrix of covariances between the information

sources in the index,

P ¼
VarðPiÞ Cov Pi;

P
n�1

Pj

� �

Cov Pi;
P
n�1

Pj

� �
Var

P
n�1

Pj

� �
2
664

3
775;

G is the matrix of covariances between the information

sources in the index (rows of G) and the true direct
and associative breeding values of the individual of

interest (columns of G),

G ¼
CovðPi;AD;iÞ CovðPi;AS;iÞ

Cov
P
n�1

Pj ;AD;i

� �
Cov

P
n�1

Pj ;AS;i

� �2
4

3
5;

and v is a vector of weights on direct and associative

breeding values (also known as “economic values”).

Because response equals R ¼ D½AD þ ðn� 1ÞAS�, the
weights required to optimize response to selection are

given by v
0 ¼ 1n� 1½ �.

Elements of P are

P11 ¼ s2P ð26aÞ
P12 ¼ P21 ¼ ðn� 1ÞCovðPi; PjÞ ð26bÞ
P22 ¼ ðn� 1ÞVarðPiÞ þ ðn� 1Þðn� 2Þ

CovðPi; PjÞ;
ð26cÞ

where CovðPi; PjÞ is the covariance between the phe-

notypes of two group members, which equals

CovðPi; PjÞ ¼ 2sPDS þ ðn� 2Þs2PS
þr s2AD

þ 2ðn� 2ÞsADS

h

þðn2 � 3nþ 3Þs2AS

i
:

ð27Þ
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Improvement. Figure 4

Accuracy of an optimum index of own performance and

group mates, I ¼ b1Pi þ b2
P

n�1 Pj , as a function of

relatedness among group members. For three genetic

correlations between direct and associative effects; dashed

line rADS
¼ �0:5, dotted line rADS ¼ 0, solid line rADS ¼ þ0:5.

Other genetic parameters are n = 8, s2AD ¼ 1:5, s2AS
¼ 0:05,

h2D ¼ h2S ¼ 0:3 and rEDS ¼ rADS . These parameters yield

a phenotypic variance of s2P ¼ 6:17 when relatedness

equals zero, and total heritable variances of s2AT ¼ 2:03 for

rADS ¼ �0:5, s2AT
¼ 3:95 for rADS

¼ 0, and s2AT
¼ 5:87 for

rADS ¼ þ0:5, respectively
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The first two terms of this expression can be

obtained from mixed model analysis using,

2sPDS þ ðn� 2Þs2PS ¼ 2sADS
þ ðn� 2Þs2AS

þ s2g ; where
s2g is the between-group non-genetic variance

(See section “Estimation of Genetic Parameters”

below). Elements of G are

G11 ¼ s2AD
þ ðn� 1ÞrsADS

ð28aÞ

G12 ¼ sADS
þ ðn� 1Þrs2AS

ð28bÞ

G21 ¼ ðn� 1Þ rs2AD
þ sADS

þ ðn� 2ÞrsADS

h i
ð28cÞ

G22 ¼ ðn� 1Þ rsADS
þ s2AS

þ ðn� 2Þrs2AS

h i
ð28dÞ

Using those P andG, the optimumweight on group

versus individual, gopt, follows from Eqs. 25 and 24.

Note that gopt may fall outside the 0–1 range. For

example, when associative effects are large, gopt may

exceed one, indicating that the individual phenotype

is weighted negatively relative to the overall group

mean.

The accuracy of the optimum index can be obtained

either by substituting gopt into Eq. 22, or from

rT ;Iopt ¼ sI=sAT
; ð29Þ

where sI is the standard deviation of the index,

sI ¼
ffiffiffiffiffiffiffiffiffiffi
b0Pb

p
ð30Þ

For any index, i.e., for any combination of

weights on the phenotype of the individual versus the

summed phenotypes of its group mates, accuracy is

given by

rT ðbÞ ¼
b0Gv
sIsAT

ð31Þ

This expression is equivalent to Eq. 22, where

g ¼ b2=b1. Total response to selection follows from

Eq. 17, and responses in direct and associative effects

are given by

D�AD

D�AS

� �
¼ b

0
G

i
sI

; ð32Þ

where i is the intensity of selection [26].

Figure 4 illustrates the accuracy of index selection,

showing that accuracy is always positive and increases

considerably with relatedness among group members.
Hence, also when index weights are optimized, there is

still a clear benefit of using groups composed of related

group members. This result extends to selection on

estimated breeding values using best linear unbiased

prediction (see below).

Selection Based in Information of Relatives The above-

mentioned selection methods rely on phenotypic

information collected on the selection candidates

themselves, which requires that the selection

candidates are kept in groups (When selection

candidates are housed individually, their phenotypes

provide no information on their associative effect).

Keeping selection candidates in groups, however, is

often undesirable or difficult to apply in practice,

particularly in laying hens and broilers. This is because

group housing may interfere with recording data on an

individual basis for important traits such as egg number

or individual feed intake. Moreover, for behavioral traits
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such as cannibalism, group housing may increase loss

of selection candidates which is costly and reduces the

intensity of selection. Also for veterinary reasons, it is

often required that selection candidates are kept in

clean conditions, such as Specific Pathogen Free

environments, which are very different from the

average production environment. Hence, response to

selection based on information collected on the

candidates themselves may be sensitive to genotype by

environment interaction. Finally, recording of certain

traits, such as carcass quality, may require sacrificing

the individual, in which case selection cannot be based

on own performance information.

For those reasons, selection decisions are often based

on phenotypic information collected on relatives of the

selection candidates, particularly sibs or progeny. Ideally,

those relatives are kept in environments resembling

commercial production environments, such as group

housing and increased levels of disease. The following

provides expressions for response to selection in socially

affected traits when selection decisions are based on

phenotypes of relatives kept in groups [48].

Consider selection on the average phenotype of

relatives of the selection candidate, �Prels. The pheno-

typic value of a relative j consists of the direct effect of j,

and the summed associative effects of its group mates,

Pj ¼ PDj
þP

n�1 PSk , k denoting a group mate. When

the group mates of the relative are unrelated to the

candidate (rik = 0, idenoting the candidate), then the

phenotype of the relative provides information only on

the direct effect of the candidate, so that response in

associative effect is entirely dependent on the genetic

correlation between direct and associative effects.

This is illustrated by the covariance between the

total breeding value of the selection candidate and

the phenotype of its relative, of which the

component CovðAT ;i;
P

n�1 PSk Þ ¼ 0, so that

CovðAT ;i; PjÞ ¼ rij ½s2AD
þ ðn� 1ÞsADS

� (Beware of

a typo in this expression in [48]). In this case, accuracy

is simply a scaled version of that with mass selection

and unrelated group members,

rT ;rels ¼
rrels½s2AD

þ ðn� 1ÞsADS
�

sAT
s�Prels

; ð33Þ

where rrels is relatedness between the candidate and its

relatives providing the information for selection.

Hence, just as with mass selection, when using
information recorded on sibs kept in groups with

unrelated members, there is a risk of negative accuracy

and thus negative response.

To capture the entire total breeding value of the

selection candidates, relatedness between a candidate

and the group mates of its relatives needs to be equal to

relatedness between the candidate and its relatives,

rik = rij, i denoting the candidate, j its relative, and k a

group mate of j. In that case, CovðAT ;i; PjÞ ¼
CovðAT ;i;AD;j þ

P
n�1 AS;kÞ ¼ rrelss2AT

, showing that

the phenotype of the relative captures the total breed-

ing value of the candidate. This can be achieved by

keeping relatives in family groups. For example, when

selection is based on sib information, groups may

be composed of full sibs of the candidate, so that

rik= rij = 0.5. The following, therefore, describes the

accuracy of selection based on relatives when they are

kept in family groups.

The accuracy of selection based on the mean phe-

notypic value of relatives kept in family groups is an

analogy of the classical expression for traits not affected

by social interactions [48]. In the absence of social

interactions, the accuracy of selection based on relatives

is commonly expressed in terms of relatedness between

the candidate and its relatives, rrels, the square root of

heritability, h, and the intraclass correlation t between

the relatives (e.g., [63]),

r ¼ rrelshffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t þ ð1� tÞ=Np ; ð34Þ

where t ¼ rwh
2, being the product ofmutual relatedness

between the relatives, i.e., the within-family relatedness

rw , and heritability, and N is the number of records of

relatives for each selection candidate. Note that there

may be a difference between relatedness between the

candidate and its relatives, rrels, and mutual relatedness

rw within the group of relatives. For example, for half-

sib progeny of the candidate, rrels ¼ 1
2
, whereas rw ¼ 1

4
.

For full sibs of the candidate, rrels ¼ rw ¼ 1
2
, and for

half sibs of the candidate, rrels ¼ rw ¼ 1
4
. When relatives

are kept in family groups, with m groups per candidate

each containing n members, yielding a total of mn

records of relatives per candidate, the accuracy for

socially affected traits equals,

rrel ¼
rrels�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

tþ ð1� tÞ=mn
p ; ð35aÞ
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Socially Affected Traits, Inheritance and Genetic

Improvement. Figure 5

Accuracy of selection methods. The accuracy is shown for

individual selection when the animals in a group are either

full sibs (♦) or unrelated (e), for group selection with

groups of full sibs (▲), and for selection based on relatives

kept in family groups, as a function of the number of

groups per candidate (m), where relatives can be either half

sibs (■), full sibs ( ) or half-sib progeny (●). (For n = 4;

s2PD ¼ 1; s2PS ¼ 0:33; h2D ¼ 0:10; h2S ¼ 0:10; rA = rE = 0; Taken

from Ellen et al. 2007)
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which is an analogy of Eq. 34 [48]. The Greek symbols

in Eq. 35 are analogies of the “heritability” and the

intraclass correlation;

� ¼ sTBV
sTPV

ð35bÞ

is an analogy of the square root of heritability,

h ¼ sA=sP , and

t ¼ rw�
2 ð35cÞ

is an analogy of the intraclass correlation between rel-

atives t ¼ rwh
2. The � and t account for interactions

among individuals, and, therefore, depend on the total

breeding value (TBV) and on the total phenotypic

value (TPV) contributed by an individual. The TPV is

the phenotypic analogy of the TBV (Eq. 5). It is not the

observed phenotype of the individual, but represents

an individual’s effect on all phenotypes in the popula-

tion, which is the sum of its direct phenotypic effect

and n�1 times its associative phenotypic effect,

PT ;i ¼ PD;i þ ðn� 1ÞPS;i , so that,

s2PT ¼ s2PD þ 2 n� 1ð ÞsPDS þ n� 1ð Þ2s2PS ð35dÞ
Thus, the TPV measures the total effect of an

individual on performance of its group, the total

breeding value is the heritable component of the

TPV, and �2 ¼ s2AT
=s2PT is the proportion of the

variance of the TPV which is heritable, analogous to

the classical heritability. The intraclass correlation t
equals the correlation between TPVs of relatives, anal-

ogous to the classical intraclass correlation t, which

equals the correlation between phenotypes of relatives

for traits not affected by interactions [26]. In the

absence of interactions, � reduces to h, t reduces to t,

and sTBV reduces to sA, so that Eq. 35a reduces

to Eq. 34.

Hence, Eq. 35a shows that response to selection

based on relatives kept in family groups can be obtained

from the classical expression for response to selection

based on relatives (Equation 34), when replacing heri-

tability by s2AT
=s2PT and the intraclass correlation

between relatives by rws2AT
=s2PT . The key issue is that

the sibs need to be kept in family groups. For example,

when 16 half sibs are available and groups consist of 4

individuals, 4 groups of 4 individuals each should be

used; the 16 half sibs should not be distributed over 16

groups each also containing 3 unrelated individuals.
Figure 5 illustrates the accuracy of selection based

on relatives as a function of the number of groups of

relatives per candidate. With many groups of relatives

per candidate, m ! 1, accuracy approaches

maxðrT ;relsÞ ¼
rrelsffiffiffiffiffi
rw

p ; ð36Þ

which is 0.5 for half sib information,
ffiffiffiffiffiffi
0:5

p
for full sib

information, and 1 for information on half-sib progeny

of the candidate [26]. Those values are the same as for

classical selection based on relatives. Hence, with selec-

tion based on phenotypes of relatives, limiting accura-

cies for socially affected traits are the same as those for

classical traits. For example, it is possible to obtain an

accuracy approaching unity by using information on

a large number of half-sib progeny kept in groups

consisting of half sibs.

Selection on Estimated Breeding Values (EBVs) In

animal breeding practice, breeding values are usually

estimated using the so-called BLUP-procedure (Best

Linear Unbiased Prediction; [53]. In the traditional
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BLUP approach, phenotypes of individuals are

analyzed using a mixed “animal model” containing

fixed correction factors, such as herd, sex, or age of

the individual, and a random genetic effect of the

animal [27, 53, 64],

y ¼ Xbþ Zaþ e; ð37Þ
where y is a vector of phenotypes, b a vector of

fixed correction factors with incidence matrix X, a a

vector of random additive genetic effects (“breeding

values”) of individuals with incidence matrix Z,

and e a vector of residuals (Note that elements of y in

Eq. 37 correspond to Pi in Eq. 4.). In animal

breeding, interest is in the vector of estimated breeding

values, â. Estimates for fixed effects and breeding values

are obtained from the so-called Mixed Model

Equations (MME). When residuals are independent

and identically distributed, the MME are [27, 53, 64]

X
0
X X

0
Z

Z
0
X Z

0
Zþ aA�1

� �
b

a

� �
¼ X

0
y

Z
0
y

� �
; ð38aÞ

so that the estimates follow from

b̂

â

� �
¼ X

0
X X

0
Z

Z
0
X Z

0
Zþ aA�1

� ��1
X

0
y

Z
0
y

� �
; ð38bÞ

where A is a matrix of relatedness coefficients between

all individuals in a, and a ¼ s2E=s
2
A. The use of BLUP

requires knowledge of heritability of the trait to

calculate the a ¼ ð1� h2Þ=h2. Further details and

extensions are in [27, 64].

In contrast to selection index theory, BLUP is

extremely flexible. It utilizes all available information,

it allows correction for systematic non-genetic effects

such as herd, sex or age, it allows for any degree of

relatedness among individuals, any number of relatives,

it provides also estimated breeding values for individ-

uals without records, and it accounts for selection

(under certain conditions).

Deterministic prediction of the accuracy of

selection on BLUP-EBV is possible with selection

index theory [65, 66], but is tedious, particularly

when the model contains additional random effects

such as maternal or associative effects. For this reason,

consequences of selection on BLUP-EBVare often inves-

tigated using stochastic simulations. The following
discusses the consequences of selection on BLUP-EBV

when trait values are affected by associative effects, first

when the mixed model ignores the associative effects,

and afterward when accounting for associative effects.

BLUP Ignoring Associative Effects When only direct

breeding values are modeled (i.e., when using Eq. 37),

the consequences of selection on BLUP-EBV will

depend critically on relatedness among group

members [67]. When group members are unrelated,

the EBV captures only the direct genetic effect of

individuals, so that response in associative effects

depends entirely on the genetic correlation between

direct and associative effects. The accuracy derived

from the MME, therefore, refers to the direct breeding

value, not to the total breeding value. The actually

achieved accuracy for the total breeding value is given by

rT ;BLUPðr ¼ 0Þ � r̂MME

s2AD
þ ðn� 1ÞsADS

sAD
sAT

� �

ð39Þ

The r̂MME is the ordinary accuracy of BLUP-EBV

derived from the diagonal elements of the inverse of the

coefficient matrix of the MME [64], and the term in

square brackets is the correlation between the direct

and total breeding value (Note that this result reduces

to rT ;BLUPðr ¼ 0Þ � r̂MME when associative effects are

absent). This result shows that BLUP selection with

unrelated group member yields a negative accuracy

when s2AD
þ ðn� 1ÞsADS

< 0, which is the same

condition as for mass selection with unrelated group

members (Table 2). When s2AD
þ ðn� 1ÞsADS

< 0, the

correlated response in associative effects is negative and

greater in absolute magnitude than the direct response,

yielding a negative net response. Results of Muir [17] in

cannibalistic quail illustrate that this is not merely

a theoretical possibility, but may indeed occur in

practice. (See section “Results of Social Selection

Experiments” below.)

When groups are composed of families, the EBVof

the traditional BLUP model implicitly captures the

total breeding value of individuals, even though the

associative component of trait values is not explicitly

included in the model (Eq. 37; [67]). The reason is that

the covariance between family members equals rs2AT
,

where r = 0.5 for full sibs and 0.25 for half sibs, when
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groups consist of family members (When groups are

composed at randomwith respect to family, the covari-

ance between sibs equals rs2AD
). Consequently, the

accuracy of BLUP-EBVobtained from data containing

groups of family members is approximately equal to

the ordinary accuracy derived from the MME,

rT ;BLUP;fam � r̂MME ð40Þ

Moreover, the estimated additive genetic variance

from an ordinary mixed model as in Eq. 37 will yield an

estimate of s2AT
rather than s2AD

. This occurs because

the covariance between relatives equals rs2AT
rather

than rs2AD
when groups consist of family members.

Hence, the accuracy of BLUP-EBVs will always be pos-

itive when it is obtained from data consisting of family

groups. This theoretical prediction agrees with results

of Muir et al. [67] in quail, who found a negative

response with BLUP selection and unrelated group

members, but a positive response to BLUP selection

when group members were related (referred to as Kin-

BLUP in [67]).

BLUP Including Associative Effects Muir and

coworkers [17, 22] extended the traditional mixed

animal model to include Griffing’s associative effects.

In this model, the phenotype of each individual

contains two separate components: a direct breeding

value of the individual itself and the summed

associative breeding values of its group mates,

y ¼ Xbþ ZDaD þ ZSaS þ e; ð41Þ

where y is the usual vector of observations, b a vector of

fixed effects with incidence matrix X, aD a vector of

direct additive genetic effects with incidence matrix ZD

linking phenotypes of individuals to their own direct

genetic effect, and e a vector of residuals. (Note

that elements of y in Eq. 41 correspond to Pi in

Eq. 4.) The ZSaS represents the associative additive

genetic effects, where aS is a vector of associative

effect, with incidence matrix ZS linking phenotypes of

individuals to the associative effects of their group

mates. For example, for a population of 8 individuals

kept in two groups of 4 individuals, individuals 1

through 4 in the first group and 5 through 8 in the

second group, where individuals 2, 5, and 8 are female

and the rest is male, a mixed model with a separate
mean for both sexes and direct and associative effects

for all records is

y1

y2

y3

y4

y5
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y7

y8

2
66666666666664

3
77777777777775

¼

1 0
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þ
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The covariance structure of the random

genetic terms is: Var
aD
aS

� �
¼ C� A, where

C ¼ s2AD
sADS

sADS
s2AS

� �
, A is a matrix of relatedness

coefficients between individuals, and � denotes the

Kronecker product of matrices. Thus, Eq. 41 is involves
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three genetic variance components, s2AD
, sADS

and s2AS
.

(See section “Estimation of Genetic Parameters” below

for more details, such as the residual variance

structure.)

The estimated breeding values for the direct and

associative effects follow from the solution of the mixed

model equations,

b̂

âD

âS

2
64

3
75 ¼

X
0
R�1X X

0
R�1ZD X

0
R�1ZS

Z
0
DR

�1X Z
0
DR

�1ZD þ g11A�1 Z
0
DR

�1ZS þ g12A�1

Z
0
SR

�1X Z
0
SR

�1ZD þ g21A�1 Z
0
SR

�1ZS þ g22A�1

2
64

3
75
�1

�
X

0
R�1y

Z
0
DR

�1y

Z
0
SR

�1y

2
64

3
75

ð42Þ
where R is the covariance matrix of the residuals,

R ¼ VarðeÞ, and the gij denote elements of the inverse

of the genetic covariance matrix,
g11 g12

g21 g22

� �
¼

s2AD
sADS

sADS
s2AS

� ��1

. The elements of R are given in the

section on “Estimation of Genetic Parameters” below.

When fitting Eq. 41, fixed effects and potential

additional random effects must be chosen carefully

because not only an individual’s direct effect but also

its associative effect may be affected by fixed and ran-

dom factors. Hence, in addition to the ordinary fixed

effects, which refer to effects on the individual produc-

ing the record, one may need to fit fixed effects for its

group mates. For example, when groups consist of

mixed breeds, one may fit a fixed associative effect for

the breed of each group mate. When associative breed

effects are omitted, they may inflate the estimated

associative effects and their variance. Similarly, when

groups consist of mixed sexes, one may fit a fixed

associative effect for the sex of each group mate. More-

over, when common-litter effects play a role, one may

fit a random common-litter associative effect [41]. An

example is given in the section on “Estimation of

Genetic Parameters” below.

Deterministic prediction of the accuracy of selec-

tion on BLUB-EBV obtained from Model 41 is very

tedious. In principle, selection index theory can be

used to derive that accuracy, using the pseudo-BLUP

selection index methodology suggested by [66]. How-

ever, for a population consisting of full and half sib

families, a pseudo-BLUP selection index for a single
trait contains 24 distinct sources of information.

Hence, the variance matrix of the index contains

242 elements. Thus the use of stochastic simulation is

more practical.

Some insight in the factors determining accuracy of

BLUP selection can be obtained from a simplified

index. The selection index of Muir et al. [67] shows

that relatedness between group members may have

greater impact on accuracy than extension of the

mixed model to account for associative effects. They

compared Kin-BLUP, in which the mixed model

contained direct effects only (Eq. 37) and group mem-

bers were related, to C-BLUP, in which the mixed

model contained both direct and associative effects

(Eq. 41), but group members were unrelated. The

accuracy of Kin_BLUP exceeded that of C_BLUP, and

the correlation of the true associative BV with the EBV

of Kin_BLUP was greater than that with the associative

EBV of C_BLUP. Hence, though Kin_BLUP does not

explicitly account for associative effects, it can have

greater accuracy for associative effects than C_BLUP.

This result agrees with the empirical observations of

Muir et al. [67] who observed greater response with

Kin-BLUP than with C-BLUP in cannibalistic quail.

Kin_BLUP picks up associative effects because they

are hidden in the own performance and FS-

performance when group members are related.

In conclusion, both empirical and theoretical

results indicate that relatedness within groups is the

key factor for response to selection; the use of C_BLUP

does not make relatedness superfluous. C_BLUP,

however, will always outperform Kin_BLUP when

applied to the same breeding structure because it

explicitly models the associative effects. When both

methods are applied to data with full-sib groups, for

example, C_BLUP will outperform Kin_BLUP [67].

A Special Case: Maternal Genetic Effects Maternal

genetic effects are a common case of social interactions

among individuals, where the mother affects the trait

values of her offspring. Maternally affected traits usu-

ally depend on both the genes for maternal effect in

the mother and genes for direct effect in the offspring

[23, 27, 68, 69]. Preweaning growth rate and survival

of piglets, for example, will depend on maternal

milk yield and behavior of the sow, but also on the

direct effect of the piglets for growth rate. Other
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examples are calving ease in dairy cattle [70], and

preweaning survival in sheep [71].

Maternal effects should not be confused with the

genes for direct effect that the offspring inherits from

its mother, but refers to the effect of the mother on her

offspring that arises through the environment, for exam-

ple, due to maternal care. Hence, direct and maternal

effects are genetically distinct traits. For growth rate in

piglets, for example, genes for direct effect will relate to

juvenile growth rate, whereas genes for maternal effect

may relate to milk yield or behavior of sows.

Maternal effects may be modeled as [68, 69]

Pi ¼ AD;i þ ED;i þ AM ;j þ EM ;j ; ð43Þ

where i is the offspring, j the mother, Pi is the pheno-

type of the offspring, AD and AM the direct and mater-

nal breeding values, and ED and EM the non-heritable

direct and maternal effects, respectively. From Eq. 43,

response to selection equals the sum of the changes in

mean direct and mean maternal breeding value

[68, 69],

R ¼ D�AD þ �DAM ; ð44Þ
Based on Eq. 44, Eaglen and Bijma [49] defined

a total breeding value for maternally affected traits,

being the sum of an individual’s breeding values for

direct and maternal effect,

AT ¼ AD;i þ AM ;i; ð45Þ

so that response to selection equals R ¼ D�AT . In con-

trast to the phenotypic value, the total breeding value

includes the individual’s own breeding value for mater-

nal effect, rather than that of its mother. This is because

an individual transmits its own genes formaternal effects

to its offspring, not those of its mother. The total

heritable variance that can be used to generate response

to selection in maternally affected traits equals the

variance in total breeding values among individuals,

s2AT
¼ s2AD

þ 2sADM
þ s2AM

ð46Þ

From Eq. 17, response to selection equals [49]

R ¼ irMsAT
; ð47Þ

where rM is the accuracy of selection for maternally

affected traits, which is the correlation between the
selection criterion and the total breeding value of an

individual.

A number of studies have referred to a “total

heritability” [72, 73], citing Willham [69],

h2r ¼
s2AD

þ 11
2
sADM

þ 1
2
s2AM

s2P
ð48Þ

Willham [23, 69] referred to h2r as the “fraction

of the selection differential realized if selection were

on Px” (Px being the offspring phenotype). Hence, h2r
represents the realized heritability for mass selection,

h2r ¼ R=S, the ratio of response over the selection dif-

ferential, rather than the ratio of heritable variance over

phenotypic variance [68]. Thus response to mass selec-

tion can be predicted as R ¼ h2r S. Equation 47 yields

the same result for mass selection, but applies to any

selection strategy.

Maternal genetic effects can be estimated using

mixed models that include both a direct and maternal

genetic effect [64]. Issues related to the estimation of

maternal genetic effects are discussed in [23, 64,

74–78].
Results of Social Selection Experiments Only a few

social selection experiments have been applied in live-

stock.Muir [19] selected laying hens, housed in half-sib

groups, based on total egg production per group.

Hence, this experiment combined group selection

with relatedness. In six generations, mortality

decreased from 67% to 8%. Most of the response

occurred within the first few generations of selection.

Eggs per hen housed increased from 91 to 237 eggs,

mainly as a result of increased survival. In the seventh

generation, the group selected and control lines were

compared to the commercial line fromwhich the group

selected line was derived [20, 79, 80]. In single-bird

cages, egg production was significantly greater for the

commercial line. In 12-bird cages, however, the reverse

was seen. The most remarkable difference was for

mortality at 58 weeks of age, which was 89% for the

commercial line, 20% for the group selected line and

54% for the control. These results confirm the theoret-

ical expectation that group selection with related group

members yields large response to selection when asso-

ciative effects are important.
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The changes in mortality were accompanied by

changes in behavior, stress physiology, and immunol-

ogy [81, 82].Under conditions of social stress, birds

from the low mortality population were more hesitant

to attack other birds, showed less feather pecking,

had a lower H/L ratio and had lower dopamine and

corticosterone blood concentrations, indicating lower

stress levels [83, 84]. Cheng and Muir [82] suggested

that these changes in birds from the low mortality

population may reflect a greater ability to cope with

novel environments and to have a greater resistance

to stressors than birds from the high mortality

population.

Muir and coworkers [17, 22, 67] presented results of

25 cycles of selection for body weight in quail housed in

groups of 16 birds. Three selection programs were com-

pared. First, selection on conventional animal model

BLUP EBV considering direct effects only (AM_BLUP,

Eq. 37). Second, selection on estimated total breeding

values derived from a mixed model, including both

direct and associative effects (C_BLUP, Eq. 41). Group

members were unrelated in those selection programs.

The third selection program used groups consisting of

half-sibs families, and selection on conventional animal

model BLUP EBV considering direct effects only

(Kin_BLUP). Results showed that the AM_BLUP pro-

gram decreased body weight and increased mortality,

whereas the Kin_BLUP program increased body weight

and decreased mortality. The C_BLUP program was

intermediate. Those results agree with expectations

based on the theory presented above.

At Wageningen University, Ellen and coworkers

initiated a selection experiment in laying hens, com-

bining individual selection for egg number and group

selection for low mortality in non-beak-trimmed kin-

groups, based on the method of [48]. Selection candi-

dates were housed individually, allowing recording of

individual egg number. Non-beak-trimmed full sibs of

these selection candidates were housed in family

groups in which mortality was recorded. Selection

was for a combination of egg number and mortality.

Rodenburg et al. [85, 86] and Bolhuis et al. [87]

investigated the behavioral and physiological conse-

quences of this selection program in the second

generation. Animals of the selected line were less

fearful and less sensitive to stressors in a range of

behavioral tests. Consistent results were found both in
young chicks [87] and in adult birds [88] in two envi-

ronments (cages and floor pens).

A number of group selection experiments have been

performed in laboratory species, particularly in flour

beetles (Tribolium castaneum). Wade [58, 59] was the

first to demonstrate the power of group selection

experimentally. Goodnight [89] reviewed 12 group

selection experiments. Without exception, all group

selection experiments showed a significant response

to selection both in animals, plants, and microbial

communities. Similar results have been found in bac-

teria [90]. Again, those results demonstrate that selec-

tion between groups and use of related group members

increases response to selection in traits affected by

social interactions, which agrees with theoretical expec-

tations (see above).
Estimation of Genetic Parameters

Statistical Methodology

Some of the selection methods described above can be

applied without knowledge of the genetic parameters,

such as mass and group selection. Without knowledge

of the genetic parameters, however, it is unclear

whether associative effects are present and whether

those selection strategies are needed and/or efficient.

Moreover, most applied breeding programs make use

of Best Linear Unbiased Prediction [53] for estimating

breeding values, e.g., to correct for systematic environ-

mental effects, which requires knowledge of the genetic

parameters. Knowledge of the genetic parameters is

also needed to quantify the expected response to

selection, which may be required to make decisions

on investment in breeding programs. Moreover, there

is a wider biological interest in the heritable compo-

nents affecting individual trait values and responses to

selection, both in agriculture and in other fields of

biology such as evolutionary genetics [30, 62]. Thus

there is a need to estimate the genetic parameters for

socially affected traits, which are the additive genetic

variances of direct genetic effects, s2AD
, the additive

genetic variances of associative effects, s2AS
, and the

additive genetic covariance of direct and associative

effects, sADS
. This section addresses the estimation of

those parameters, starting with a review of existing

results.
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Empirical Estimates of the Associative Vari-

ance Table 3 summarizes estimates of direct and

associative heritabilities. Brichette et al. [37] were the

first to publish estimates of the associative genetic

variance. They analyzed growth in mussel cultures

and found strongly significant direct and associative

effects. Their model is somewhat different from the

mixed models discussed in this chapter, and estimates

may not be directly comparable. In each group, they

tested a single focal family against a mixed reference set

containing members of all families. In this design, the

effect of the focal family on the mean phenotype of the

reference group represents the associative effect of that

family. Hence, in this setup, the associative effect is
Socially Affected Traits, Inheritance and Genetic Improveme

and aquaculture populations

ĥ2D ĥ2S

Beef cattle (Bos taurus)a

Feed lot growth rate 0.06 0.0

Cod (Gadus morhua)b

Condition factor 0.05 NR

Dorsal fin erosion 0.83 NR

Caudal fin erosion 0.08 NR

Growth rate 0.11 NR

Body weight 0.37 NR

Laying hens (Gallus gallus)

Survival time, Line W1c 0.07 0.0

Survival time, Line WBc 0.10 0.0

Survival time, Line WFc 0.02 (n.s.) 0.0

Survival time, Cross W1�WBd 0.03 0.0

Survival time, Cross WB�W1d 0.05 0.0

Mussel cultures (Mytilus galloprovincialis)e

Length 0.17 0.0

Area 0.17 0.1

Pigs (Sus scrofa)

Growth rate fatteningg 0.21 0.0

Growth rate fatteningh 0.13 0.0

Growth rate fatteningi 0.20 0.0

Body weightj 0.39 0.0
defined for a set of family members, rather than for

a single individual, and the factors ðn� 1Þ and ðn� 1Þ2
in the total genetic variance do not apply (Eq. 7).

Brichette et al. [37] obtained direct heritabilities of

0.104 and 0.232 for length measures, and 0.097 and

0.234 for area measures. Corresponding estimates for

associative heritability were 0.010 and 0.087 for length

and 0.220 and 0.082 for area. Direct-associative genetic

correlations were negative, averaging �0.2. These

results suggest that s2At
=s2P � 0:24, and that associative

effect contributed �1/3 of heritable variance in growth

of mussel cultures.

Later studies focused primarily on laying hens and

pigs. Particularly in pigs and beef cattle, it has proven
nt. Table 3 Genetic parameter estimates from agriculture

T̂2 r̂ADS

03 2.01 0.69

0.21 NR

1.32 NR

0.47 NR

0.12 NR

0.57 NR

10 0.19 0.18 (n.s.)

14 0.15 �0.31

04 (n.s.) 0.06 (n.s.) 0.11 (n.s.)

33 0.26 �0.37

36 0.17 �0.83

49f 0.21 �0.09 (n.s.)

51f 0.27 �0.30 (n.s.)

07 0.71 0.20 (n.s.)

02 0.23 0.11 (n.s.)

01 0.61 0.24

01 (n.s.) 0.47 0.07 (n.s.)
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ĥ2D ĥ2S T̂2 r̂ADS

FI fatteningg 0.17 0.006 0.70 0.38 (n.s.)

Back fatg 0.35 0.001 (n.s.) 0.41 �0.02 (n.s.)

Back fatj 0.45 0.001 (n.s.) 0.47 0.07 (n.s.)

Muscle depthg 0.21 <0.001 (n.s.) 0.32 0.33 (n.s.)

Muscle areaj 0.29 0.001 (n.s.) 0.31 �0.63 (n.s.)

Growth suckling pigletsk 0.07 0.001 (n.s.) 0.15 �0.27 (n.s.)

Quail (Coturnix coturnix japonica)

Body weightl 0.17 0.014 2.56 �0.56

ĥ2D ¼ ŝ2AD=ŝ
2
P , ĥ

2
S ¼ ŝ2AS=ŝ

2
P , T̂

2 ¼ ŝ2AT =ŝ
2
P , r̂ADS ¼ ŝADS=ðsADsAD Þ, see Eqs. 4–9 for further information.

a[34], first 28 days of growth period, no evidence for associative effects found in other periods.
b[35], significance levels not reported.
c[24], individuals were not beak-trimmed.
d[36], individuals were not beak-trimmed.
e[37].
fThe h2S is defined somewhat different here, see text.
g[15].
h[38], for d= 1.
i[39], model 2.
jH [40], model 2, significance levels tested against model 6.
k[41], model 4.
l [17], non-genetic associative effects not accounted for, thus ŝ2AS and T̂2may be inflated; significance levels not reported. NR: not reported.

n.s. not significantly different from zero.
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difficult to reliably estimate the associative genetic var-

iance. Often the estimates suggested a considerable

contribution of associative effects to total heritable

variance (T 2 >> h2D), but the estimated associative

genetic variance was nevertheless not significantly dif-

ferent from zero (Table 3). This occurred particularly

when group sizes were relatively large, so that the

number of groups was fairly small [25]. These obser-

vations agree with theoretical predictions, which indi-

cate that the number of groups is the major

determinant of statistical power, and that designs with

small groups are often superior ([32]; see section on

“Power and OptimumDesigns” below). Hence, in large

groups, even small values of the associative heritability

can make a major contribution to total heritable vari-

ation (Eq. 7), but this contribution is difficult to esti-

mate accurately, as reflected by the large standard

errors of ŝ2AT
. Estimates in laying hens, which come

from data containing groups of four individuals, have

been more accurate [24, 36].

Several studies have shown that the estimated asso-

ciative genetic variance is very sensitive to the choice of
the statistical model. Models not accounting for non-

genetic associative effects, i.e., models that fit neither

environmental associative effects nor pen effects or

correlated residuals, generally yielded strongly inflated

estimates [34, 40, 91, 92]. Hence, the choice of the

statistical model requires careful consideration. To

properly estimate the genetic variance components,

additional fixed and random associative effects may

be required to account for other sources of variation,

such as litter environment or group size (see below).

QTL: There appears to be only a single QTL-study

involving associative effects. Biscarini et al. [93]

performed an association study to map direct and

associative QTL for feather damage across nine differ-

ent genetic lines of laying hens. A total population of

662 hens were genotyped for 1022 SNPs. Eleven signif-

icant SNPs were detected for direct effect and 81 for

associative effect. From the significant associative

SNPs, six were located at the sex chromosome. The

SNPs identified suggest a relationship between behav-

ior and immunology, and a role of the serotonergic

system in feather pecking.
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Mixed Models Muir and coworkers [17, 22]

extended the traditional mixed animal model to

include Griffing’s associative effects (See Eq. 41

above). The following describes an extension of their

model, taking the basic model as a starting point. In the

basic model (Eq. 3), observed trait values are the sum of

direct and associative effects, Pi ¼ PD;i þ
Pn�1

j¼1

PS;j . The

full direct and associative effects are not solely genetic,

but may depend also on fixed effects, random genetic

effects, and other random effects such as permanent or

litter effects,

PD;i ¼ fixedD þ AD;i þ EDP ;i þ EDC ;i þ ED;i ð49aÞ

PS;i ¼ fixedS þ AS;i þ ESP ;i þ ESC ;i þ ES;i; ð49bÞ
where subscripts P and C indicate permanent and

common-litter effects, respectively. (Note that

Eqs. 49a and b are not exhaustive; they may be

extended with, e.g., maternal genetic effects.) Just as

in classical mixed models, omission of associative per-

manent effects or associative common-litter effects

may lead to overestimation of s2AS
. In pigs, for example,

two full sibs may develop similar social skills because

they experienced the same litter environment. In the

fattening period, this similarity in social skills will

create a covariance between the pen mates of both

full sibs. When not accounted for, this covariance

will largely be attributed to the associative genetic

variance because the mixed model implies that

Covð�PpenmatesðFS1Þ; �PpenmatesðFS2ÞÞ ¼ 1
2
s2AS

when associa-

tive litter effects are not included. A similar reasoning

applies to permanent effects. For example, when an

individual has been member of two distinct groups,

the covariance between the phenotypes of two group

mates, one taken from each group, equals s2AS
þ s2ES .

When permanent associative effects are omitted

from the mixed model, this covariance will be fully

attributed to associative genetic effects, leading to

overestimation of s2AS
.

In general, therefore, the mixed model for socially

affected traits is given by

y ¼ XDbD þ ZDaD þ ZDP
eDP

þ ZDC
eDC

þ � � � þ eDf g
þ XSbS þ ZSaS þ ZSPeSP þ ZSC eSC þ � � � þ eSf g

ð50Þ
where subscriptsD and S indicate direct and associative

effects, P and C indicate permanent and common-litter

effects, X and Z denote incidence matrices, and e the

residual. Whether or not a specific model component

needs to be included will depend on the data structure.

Direct and associative fixed effects may often be

fully confounded, so that fitting a single effect is suffi-

cient. For example, group members will usually be

in the same herd at the same time. Hence, the

direct and associative herd-year effects will be fully

confounded, so that fitting a single herd-year effect

suffices. In some cases, therefore, the simplest model,

y ¼ Xbþ ZDaD þ ZSaS þ e, may be appropriate. (But

see the section on “Non-Genetic Associative Effects”

below.)

In other cases, however, additional fixed or ran-

dom associative effects may be required. Consider, for

example, a pen of four beef cows, the first individual

being a Hereford, and individuals two through

four being Charolais. In this situation, fitting both

a direct and an associative fixed breed-effect may be

appropriate,

y ¼XDbD þ XSbS þ ZDaD þ ZSaS þ e

y1

y2

y3

y4

2
6664

3
7775 ¼

1 0

0 1

0 1

0 1

2
6664

3
7775

HD

CD

� �
þ

0 3

1 2

1 2

1 2

2
6664

3
7775

HS

CS

� �

þ ZDaD þ ZSaS þ e

where HD and CD are the fixed direct breed effect of

Hereford and Charolais, respectively, and HS and CS

are the fixed associative breed effect of Hereford and

Charolais, respectively. The record of individual 1, for

example, contains three fixed Charolais associative

effects, because its three pen mates are all of the Cha-

rolais breed. When associative breed effects are omit-

ted, they may partly end up in the estimated associative

genetic variance. Moreover, when groups consist of

mixed sexes, fitting a fixed associative effect for sex of

the group mates may be appropriate.

As a second example, consider social interactions

in fattening pigs. Because litter-mates may develop

similar social skills, fitting a common-litter associative

effect is of interest in this case [15]. Consider a pen of 8

individuals originating from three distinct litters;

individuals 1 through 3 are born in litter 1, individual
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4 is born in litter 2, and individuals 5 through

8 are born in the third litter. The mixed model for

this pen is

y ¼ Xbþ ZDaD þ ZSaS þ ZCD
eCD

þ ZCS
eCS

þ e

ð51Þ

y1

y2

y3

y4

y5

y6

y7

y8

2
66666666666664

3
77777777777775

¼ Xbþ

1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 1

2
66666666666664

3
77777777777775

aD;1

aD;2

aD;3

aD;4

aD;5

aD;6

aD;7

aD;8

2
66666666666664

3
77777777777775

þ

0 1 1 1 1 1 1 1

1 0 1 1 1 1 1 1

1 1 0 1 1 1 1 1

1 1 1 0 1 1 1 1

1 1 1 1 0 1 1 1

1 1 1 1 1 0 1 1

1 1 1 1 1 1 0 1

1 1 1 1 1 1 1 0

2
66666666666664

3
77777777777775

aS;1

aS;2

aS;3

aS;4

aS;5

aS;6

aS;7

aS;8

2
66666666666664

3
77777777777775

þ

1 0 0

1 0 0

1 0 0

0 1 0

0 0 1

0 0 1

0 0 1

0 0 1

2
66666666666664

3
77777777777775

eCD ;1

eCD ;2

eCD ;3

2
64

3
75

þ

2 1 4

2 1 4

2 1 4

3 0 4

3 1 3

3 1 3

3 1 3

3 1 3

2
66666666666664

3
77777777777775

eCS ;1

eCS ;2

eCS ;3

2
64

3
75þ

e1

e2

e3

e4

e5

e6

e7

e8

2
66666666666664

3
77777777777775

The ZS links the record of each individual to the

associative genetic effect of its group mates, whereas ZCS

links the record of each individual to the litter of its

group mates. Hence, with groups of 8 individuals, each

row of both ZS and ZCS
has a sum of 7, because each
individual has 7 group mates. For this model, the vari-

ance structures for genetic effects is Var
aD
aS

� �
¼ G� A,

where G ¼ s2AD
sADS

sADS
s2AS

� �
, A is the usual numerator

relationship matrix [27], and � denotes the

Kronecker product of matrices. The variance structure

of the common-litter effects is Var
eCD

eCS

� �
¼ C� I,

where C ¼ s2ECD sðECD
; ECS

Þ
sðECD

; ECS
Þ s2ECS

" #
, and I is an

identity matrix of dimension equal to the number of

litters. The s2ECD is the variance of the (usual) direct

litter effects, s2ECS the variance of the associative litter

effects, and sðECD
; ECS

Þ the covariance between the

direct and associative effect of a litter. Hence, Eq. 51

involves the estimation of six variance components and

the residual variance. (See below for the variance struc-

ture of the residual). Canario et al. [38] showed that an

associative common-litter effect may be required to

prevent overestimation of the associative genetic vari-

ance in fattening pigs.

Non-Genetic Associative Effects In both above

examples, the direct residual effect of the focal

individual and the associative residual effects of its

group mates have been summarized into a single

residual, ei ¼ ED;i þ
Pn�1

j¼1 ES;j . This is because the

non-genetic parameters s2ED , sEDS and s2ES are not

uniquely identifiable when group size is constant

[39, 40, 92]. Hence, a model including both ES and

a (direct) residual is overspecified. Nevertheless, non-

genetic associative effects have consequences for the

variance structure of the residuals. First, the residual

variance becomes dependent on group size [39, 92],

s2e ¼ s2ED þ ðn� 1Þ s2ES ; ð52Þ

Hence, when group size varies in the data, it may be

appropriate to fit a separate residual variance for each

group size. Second, the residuals of group mates

become correlated [39, 92],

Covðei; ejÞ ¼ 2sEDS þ ðn� 2Þs2ES ; ð53Þ
where i and j are group mates. Equations 52 and 53

illustrate that the non-genetic variance components are
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non-identifiable because there are only two observable

(co)variances in the data, but three unknowns. In other

words, there is an infinite number of combinations of

s2ED , sEDS and s2ES that yield the same values of s2e and
Covðei; ejÞ [15, 39, 92]. (This becomes different when

group sizes vary; see below).

Equation 53 shows that the residual covariance

may take negative values, particularly when groups

are small. In that case, it may be required to allow for

correlated residuals within group in the mixed model,

using [92] VarðeÞ ¼ Rs2e ; with

Rii ¼ 1; ð54Þ
Rij ¼ re when i and j are group mates, and Rij ¼ 0

when i and j are in different groups.

This results in a block-diagonal structure for the

correlation matrix of residuals, R. For two groups of

four individuals, for example, the correlation matrix of

residuals equals

R ¼

1 re re re 0 0 0 0

re 1 re re 0 0 0 0

re re 1 re 0 0 0 0

re re re 1 0 0 0 0

0 0 0 0 1 re re re
0 0 0 0 re 1 re re
0 0 0 0 re re 1 re
0 0 0 0 re re re 1

2
66666666664

3
77777777775

The correlation between residuals of group mates

equals re¼ 2sEDSþðn� 2Þs2ES
h i

= s2ED þ ðn� 1Þs2ES
h i

.

This structure can be fitted in ASREML using

the CORU statement in the description of the

R-structure [94].

When groups are reasonably large, the residual

correlation is likely to be positive because the

ðn� 2Þs2ES becomes the dominant term in Eq. 53. In

that case, one can account for residual correlations by

adding a random group effect to the model and fitting

independent residuals [15, 34, 39]. Fitting a random

group effect is computationally easier than fitting cor-

related residuals and is therefore preferable when the

correlation between residuals of group mates is posi-

tive. This leads to the model

y ¼ Xbþ ZDaD þ ZSaS þ Zgg þ e; ð55Þ
where g is a vector of random group effects, with

incidence matrix Zg linking phenotypes of individuals
to their group, VarðgÞ ¼ Is2g , VarðeÞ ¼ Is2e , I denoting
an identity matrix, s2g the between-group non-genetic

variance and s2e the residual variance. With Eq. 55,

s2g ¼ 2sEDS þ ðn� 2Þs2ES ; and ð56aÞ
s2e ¼ s2ED � 2sEDS þ s2ES ð56bÞ
Note that, in contrast to Eq. 41, the residual vari-

ance of Eq. 55 is independent of group size, whereas the

between-group variance depends on group size. Hence,

when group size varies in the data, it may be appropri-

ate to fit a different group variance for each group size.

(But see the section “Accounting for Variation in Group

Size” below.)

Ignoring non-genetic associative effects, e.g., by

omitting a group effect and fitting a simple residual,

may inflate the estimated genetic variance components

by as much as 200–300% [39, 40, 92]. In this case, the

covariance between trait values of group mates, which

equals 2sPDS þ ðn� 2Þs2PS , is attributed entirely to the

genetic components because the model implies that

Covgroupmates ¼ 2sADS
þ ðn� 2Þs2AS

.

Accounting for Variation in Group Size The above

has ignored variation in group size within

a population, which will be very common in practice.

When group sizes vary in the population, merely fitting

a fixed effect for group size may not be sufficient

because variance components may also differ between

group sizes. For example, interactions among individ-

uals may be less intense in large groups, meaning that

the associative genetic variance decreases with group

size.

When the underlying parameters, s2AD
, sADS

, s2AS
,

s2ED ,sEDS and s2ES are assumed to remain constant,

variation in group size requires only modifying the

variance structure of the non-genetic part of the

model. In the genetic part of the model (Eq. 51),

ZDaD þ ZSaS, variation in group size is automatically

accounted for in ZS. Consequences for the non-genetic

part of the model will depend on the model. When

fitting a model with correlated residuals, both the

residual variance and the residual within-group

correlation will vary among group sizes ( Eqs. 52–54).

When fitting a model with random group effects,

the group variance will be heterogeneous among

group sizes while the residual variance is homogeneous
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(56 and Eqs. 57). Hence, when the underlying variance

components are assumed constant, a model including

a random group effect is more easily adapted to

account for varying group size.

However, assuming that the underlying parameters

remain constant with varying group size is a

strong a priori assumption. In many cases, associative

effectsmay become smaller in larger groups because they

are distributed over more group mates, a phenomenon

known as “dilution” [25, 42, 43]. In principle, one could

estimate separate genetic parameters for each group

size. However, this would be a waste of information,

and require large data sets for each group size.

A simpler solution is to scale the magnitude of associa-

tive effects by a factor depending on the inverse of the

number of group mates (Eq. 11),

AS;i;n ¼ �n� 1

n� 1

� �d

AS;i;�n;

where AS;i;n represents the associative effect of individ-

ual iwhen expressed in a group of nmembers, AS;i;�n the

associative effect when expressed in a group of the

average size, and d the degree of dilution. Further

details on dilution of associative effects are summarized

above in the section “The Effect of Group Size on

Heritable Variance”.

The degree of dilution can be estimated from data

containing variation in group size by using a mixed

model with Restricted Maximum Likelihood and

evaluating the likelihood for different fixed values of d

[25, 38]. Estimates of AS, s2AS
and sADS

referring to the

average group size may be obtained from the following

mixed model [38, 43],

y ¼ Xbþ ZDaD þ ZSðdÞaS;�n þ Zgg þ e; ð57Þ
where y is the vector of observations, Xb are the usual

fixed effects, ZDaD are the direct genetic effects, Zgg are

random group-effects, and e is a vector of residuals.

The aS;�n is a vector of associative effects referring to the

average group size, and ZSðdÞ is the incidence matrix for

associative effects, which depends on the degree of

dilution. Elements of ZSðdÞ are

ZSðdÞði; jÞ ¼ �n� 1

ni � 1

� �d

when j is a group member of i;

ZSðdÞði; jÞ ¼ 0 otherwise;

ð58Þ
where �n denotes the average group size, and ni the

size of the group of individual i. This model yields

estimates of genetic parameters and breeding

values referring to the average group size because the

½ð�n� 1Þ=ðni � 1Þ�d ¼ 1 when ni ¼ �n.

When non-genetic associative effects depend on

group size in the same manner, also the group and

residual variance for the model in Eq. 57 will depend

on group size [43],

s2g ;n ¼ 2
�n� 1

n� 1

� �d

sEDS ;�n þ ðn� 2Þ �n� 1

n� 1

� �2d

s2ES ;�n

ð59aÞ

s2e;n ¼ s2ED � 2
�n� 1

n� 1

� �d

sEDS ;�n þ
�n� 1

n� 1

� �2d

s2ES ;�n

ð59bÞ

Hence, to obtain unbiased estimates of the genetic

parameters and d, it may be required to fit a separate

group and residual variance for each group size. An

alternative solution is to explicitly model ES. When

group size is constant, the non-genetic parameters can-

not be estimated, and a model including both ES and

a residual is overspecified (See below Eq. 53). When

group size varies, however, s2ED , sEDS and s2ES may be

identifiable (unless d = 1), and it may be possible to fit

the model

y ¼ Xbþ ZDaD þ ZSðdÞaS;�n þ ZSðdÞeS;�n þ e;

with Var
eS;�n
e

� �
¼ E� I;where E ¼ s2ES ;�n sðED; ES;�nÞ

sðED; ES;�nÞ s2ED

� �
.

However, it may not be possible to implement the

nonzero CovðeS;�n; eÞ of this model in standard

software.

Canario et al. [38] present estimates for the degree

of dilution of both associative genetic effects and asso-

ciative common-litter effects in fattening pigs, with

group sizes varying from 5 through 15 individuals.

Their results suggest that both effects are fully diluted

with group size (d̂ ¼ 1). Their results also indicate that

the estimate of the associative variance may depend on

whether or not the analysis accounts for dilution.

Hadfield and Wilson [42] presented an alternative

approach to account for the relationship between asso-

ciative effects and group size. They fit an additional
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Improvement. Table 4 Example of the design with

groups composed of two distinct families

Family B

Fam. A 2 3 4 5 6

1 2/2 2/2 2/2 2/2 2/2

2 2/2 2/2 2/2 2/2

3 2/2 2/2 2/2

4 2/2 2/2

5 2/2

Group size equals n= 4. Each group consists of members of two

distinct families, each family contributing two individuals. Family

size equals nf = 10, so that each family can be combined with

10/(½ � 4) = 5 other families. Thus a block consists of six families,

each being combined with each of the five other families in that

block. Hence, there are 5*6/2 = 15 groups per block, 15*4 = 60

individuals per block, and Nt=60 blocks, Nt denoting the total

number of individuals in the experiment.

1505Socially Affected Traits, Inheritance and Genetic Improvement
associative genetic effect that is proportional to the

inverse of the number of group mates. Bijma [43]

compares their model to Eq. 57, and concludes that it

has greater flexibility, but is also less tractable.

Identifiability of the Associative Genetic Variance

Not all data structures are equally suited for estimating

the genetic variance of associative effects. A particularly

critical aspect is group composition. When groups are

composed of equally related individuals, for example,

full or half-sib families, then direct and associative

effects are fully confounded and cannot be estimated

[34, 92, 95]. Also the use of specific distributions of

families over groups may cause non-identifiability of

the associative genetic variance [92]. Genetic parameters

are identifiable when groups are composed at random

with respect to family, but the standard error of ŝ2AS
may

be large. Groups composed of members of two distinct

families yield more precise estimates of s2AS
(See sec-

tion “Statistical Power and Optimum Designs” below).

Moreover, the associative genetic variance is not

identifiable when a fixed group-effect is fitted [96].

When fitting group as a random effect, however, s2AS

is identifiable and simulations with normally distrib-

uted group effects indicate that estimates are unbiased

[92]. Nevertheless, the non-identifiability of s2AS
when

using fixed group effects indicates that the information

for estimating s2AS
is closely linked to variation in the

group means, suggesting that estimates may be sensi-

tive to the distribution of group effects. The impor-

tance of the group agrees with the observation of Bijma

[97], who found that number of groups, rather than

number of individuals, is the main determinant of the

standard error of ŝ2AS
. Cantet and Cappa [96] present

methods to investigate whether variance components

are identifiable from a particular data set.
Statistical Power and Optimum Designs

Standard Errors of Estimated Variance Components

Optimization of experimental designs and evaluation

of the power of experiments aiming to estimate genetic

parameters for socially affected traits requires knowl-

edge of the factors determining the standard errors

(SE) of estimated parameters. Accurate prediction

equations for those SEs are available for balanced

designs containing Nf families with nf members each,
yielding a total of Nt ¼ Nf nf individuals in the exper-

iment [97]. Two group compositions have been inves-

tigated; groups composed at random with respect to

family, and groups composed of two families. In the

latter design, each group is composed of members of

two distinct families, each family contributing ½n indi-

viduals. This design leads to a block structure (Table 4),

where each of the families within a block is combined

with each of the other families in that same block, each

combination occurring precisely once.

For both designs, the SEs of estimated genetic var-

iances follows from

SEðŝ2AÞ � 1

r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

Nf � 1
s4f þ

2s2f s
2
e

m
þ s4e
mðm� 1Þ

" #vuut ;

ð60Þ
where Nf is the number of families, m the effective

number of records per family, s2f the between-family

variance, and s2e the residual variance,

s2e ¼ s2z � s2f ; ð61Þ
where s2z is the variance of an “effective record” [97].

Equations 60 and 61 allow prediction of SEðŝ2AD
Þ,

SEðŝ2AS
Þ and SEðŝ2AT

Þ. Application of those

Equations requires knowledge of m, s2z and s2f , which
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Improvement. Table 5 Components of SEsa with random

group composition

Parameter Expression

All VC m = nf

s2P ¼ s2PD þ ðn� 1Þ s2PS
Covo ¼ 2sPDS þ ðn� 2Þ s2PS

ŝ2AD s2z ¼ s2P s2f ¼ rs2AD
ŝ2AS s2z ¼ s2Pþðn�2ÞCovo

n�1
s2f ¼ rs2AS

ŝ2AT s2z ¼ n s2P þ ðn� 1ÞCovo
	 


s2f ¼ rs2AT
aSEs for the estimated genetic variance of interest follow from

substituting s2z and s2f for that parameter into Eq. 60.
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depend on the parameter and experimental design of

interest, and are given in Table 5 for schemes with

groups composed at random, and in Table 6 for

schemes with groups composed of two distinct

families.

The SE of the estimated genetic covariance,

SEðŝADS
Þ follows from

SEðŝADS
Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SEðŝ2AD

Þ SEðŝ2AS
Þ

2
þ s2ADS

Nf � 1

s
; ð62Þ

where SEðŝ2AD
Þ and SEðŝ2AS

Þ follow from Eq. 60.

The SE of the ratio of total heritable variance over

phenotypic variance follows from

SEðT̂ 2Þ � SEðŝ2AT
Þ

s2P
; ð63Þ

where SEðŝ2AT
Þ follows from Eq. 60. An accurate pre-

diction equation for the SE of the estimated genetic

correlation between direct and associative effects is

available only for cases where the true value of this

correlation is near zero. Designs with two families per

group yield lower SEðŝ2AS
Þ than schemes with groups

composed at random with respect to family, except

when group size equals two individuals, in which case

both designs are nearly equivalent [97].

For designs with group composed at random, the

optimum family size for estimating a genetic variance is

nf opt;s2;random � s2z=s
2
f ð64aÞ
For designs with group composed of two families,

the optimum family size for estimating a genetic vari-

ance is

nf opt;s2;2fam � 1

2
n s2z=s

2
f ð64bÞ

These expressions can be applied for the genetic

variance of interest by using the appropriate s2z and

s2f from Tables 5 or 6. Results of Eqs. 64a and b show

that optimum family size for estimating s2AS
may be

very large when group are composed at random and

may differ considerably from optimum family size for

estimating s2AD
. When groups are composed of two

families, optimum family size for estimating s2AS
is

smaller, and more similar to that for s2AD
. Thus the

scheme with two families per group may be a good

compromise to estimate both the direct and associative

genetic variance [97].

Expressions for optimum group sizes for estimating

s2AS
are not available. Numerically obtained results in

[97] indicate that optimum group sizes are small

(	3–4) in most cases. Optimum group sizes are large

only for designs with two families per group, and only

when the number of groups, rather than the number of

individuals, is the limiting factor in the experiment. An

R-package named SE.IGE is available, which calculates

SEs and optimum family and group sizes, and can be

downloaded from the repository of R-packages, CRAN,

at http://cran.r-project.org/package=SE.IGE, following

the usual method to install R-packages.

Future Directions

This chapter has summarized the quantitative genetic

theory of traits affected by social interactions among

individuals and reviewed the existing empirical evi-

dence for such effects. The theoretical framework is

now well developed, both in the field of artificial selec-

tion and in evolutionary biology [18, 56, 57]. The

theory of genetic variance, inheritance, and response

to selection has been developed [17, 31], and statistical

methodology to estimate associative variance compo-

nents has become available [17, 22, 25, 39, 92, 98].

Selection experiments and data analysis provide con-

vincing evidence of substantial associative effects on

survival time in cannibalistic laying hens and quail

[17, 19, 21, 24, 36, 67, 93]. The evidence is less strong

for other livestock species, such as pigs and beef cattle,

http://cran.r-project.org/package=SE.IGE


Socially Affected Traits, Inheritance and Genetic Improvement. Table 6 Components of SEsa with group composed of

two distinct families (See Table 4)

Parameter Expression

All VC m ¼ 2nf=n

s2P ¼ s2PD þ n� 1ð Þs2PS þ 2r 1
2 n� 1

� �
sADS þ 1

2 n� 1
� �

s2AS

h i

Covo;fam ¼ 2sPDS þ ðn� 2Þs2PS þ r s2AD þ 2ð1
2
n� 2ÞsADS þ ð1

2
n2 � 2nþ 3Þs2AS

h i

Covo;nonfam ¼ 2sPDS þ ðn� 2Þs2PS þ 2 rð1
2
n� 1Þ sADS

þ ð1
2
n� 1Þs2AS

h i

Varð�PfamÞ ¼
s2P þ ð1

2
n� 1ÞCovo;fam

1

2
n

ŝ2AD
s2z ¼ ð 1þ ’2Þ Varð�PfamÞ � 2’Covo;nonfam’ ¼

1

2
n� 1

1

2
n

s2f ¼ rs2AD

ŝ2AS s2z ¼ 4 Varð�PfamÞ
n2

s2f ¼ rs2AS

ŝ2AT s2z ¼ 4
n s2P þ ð12 n� 1ÞCovo;fam þ 1

2 nCovo;nonfam
	 


s2f ¼ rs2AT

a SEs for the estimated genetic variance of interest follow from substituting s2z and s2f for that parameter into Eq. 60.
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where some studies have found large effects [15], but

others none or only small effects [25, 95]. Further

research is required on those species. Associative effects

appear to be very relevant for aquaculture populations as

well (see below), but estimates of the associative genetic

variance are almost completely lacking at present.

Genetic improvement of associative effects has

the potential to contribute significantly to animal wel-

fare because a significant proportion of welfare issues

is related to mutual behaviors [99]. Well-known

examples are feather pecking and cannibalism in laying

hens [100], and fighting after mixing and tail biting

in pigs [14]. In the past, genetic improvement of

behaviors has been hampered by the cost and labor

involved in routine collection of behavioral data. As

a consequence, breeding for improved behavior is rare

in livestock genetic improvement. The use of associa-

tive-effect models offers the potential to solve this

problem because they estimate the associative effect

from the resulting phenotype without the need to

observe the causative behavior. Biscarini et al. [93],

for example, identified 81 QTL for associative effect

on plumage condition, without observing feather

pecking behavior.
Not all welfare problems are related to behavioral

interactions among animals. Welfare is also threatened

by metabolic stress related to high efficiency of produc-

tion [4]. Results in quail [17] and in Medaka [101, 102]

suggest that a genetic reduction of agonistic behaviors

may produce strains that waste less resources on com-

petitive behaviors. This suggests that genetic improve-

ment of associative effects may have the potential to

increase the efficiency of production without increas-

ing metabolic stress. Whether this phenomenon is

widespread awaits further empirical testing.

Though the statistical methodology to estimate

associative variance components is available, applica-

tion is practice has many pitfalls, particularly in pigs,

and careful model comparison is required to assess the

stability of the estimates [15, 34, 39, 91]. The omission

of random group effects from the statistical model, for

example, may yield a strongly overestimated associative

genetic variance. Interpretation of early results has been

hampered by the lack of a proper theoretical frame-

work to judge the relevance of the estimated associative

genetic variance, which is often very small compared to

phenotypic variance, but can nevertheless contribute

substantially to heritable variance. The definition of
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a total heritable variance facilitates interpreting the

relevance of associative effects for livestock genetic

improvement [31]. If current estimates of the associa-

tive genetic variance in pigs and laying hens reflect the

true parameters, then selection for associative effects

can increase rates of genetic improvement consider-

ably. Particularly in pigs and aquaculture, there is a

need for validation by means of selection experiments.

A challenging problem is the improvement of asso-

ciative effects when populations are kept in large

groups, which is increasingly the case. When groups

are large, the number of groups is usually small, which

hampers the estimation of genetic parameters. Investi-

gation of optimum designs to estimate genetic param-

eters shows that the number of groups, rather than the

number of individuals, is the primary determinant of

statistical power [97]. Moreover, in large groups, the

intensity of the interactions is probably less, as found in

pigs [38], which reduces the accuracy of estimated

genetic parameters and breeding values. This issue

requires further investigation.

Optimum designs for maximizing response to

selection suggest a trade-off between improvement of

associative effects and rates of inbreeding. The key

factor to increase response to selection is the use of

related group members (see above). However, such

designs will probably increase the correlation between

EBVs of relatives, which in turn increases rates of

inbreeding when selection is based on EBVs. Rates of

inbreeding can be restricted by using flexible selection

algorithms, such as optimum contribution selection

[103–105]. Hence, high rates of inbreeding can be

avoided, but this may be at the expense of response to

selection. This issue has not yet been investigated; it

probably becomes less relevant when breeders start

using genomic selection (see below and in [106]).

Particularly interesting is the relationship between

competition and variability. Breeders have long been

interested in increasing uniformity. However, though

animal breeders have successfully increased the average

performance of livestock, genetic improvement of uni-

formity has proven difficult. In the classical model,

where P = A + E, opportunities for genetic changes in

variability are very limited [107]. At best, breeders can

achieve s2A � 0, which reduces phenotypic standard

deviation by only �16% when heritability equals 0.3.

There is, however, increasing evidence that the
environmental variance is under direct genetic control

[e.g., 108, 109], and theoretical models for inherited

variability have been developed [110–112]. Results sug-

gest a substantial genetic coefficient of variation in the

environmental variance, but also a difficulty to obtain

reliable estimated breeding values for environmental

variance [112].

The mechanisms underlying such inherited vari-

ability are largely unknown at present. In aquaculture,

competition for feed is believed to inflate size variation

among individuals. In carp, for example, Moav and

Wohlfarth [16] found greater variability in ponds of

mixed genetic strains than in ponds of a single genetic

strain. Results inMedaka [101, 102] suggest that behav-

ioral consequences of selection for growth depend on

whether or not there is competition for feed in the

selection environment. To limit size variation among

individuals, regular grading of fish is common practice

in aquaculture. Because group selection has the poten-

tial to reduce competition among individuals (see

above), it seems to be a promising tool for reduction

of variability in aquaculture. At present, however, there

appear to be no studies on the consequences of group

selection for variability in aquaculture. Current models

of associative effects (see above) cannot explain

a relationship between competition and variability

because the phenotypic variance is independent of the

average social breeding value. Hence, extension of cur-

rent models is required to theoretically link variability

and competition. The link between competition and

variability may, however, largely be an empirical, rather

than theoretical, issue.

At present, the use of genome wide marker infor-

mation is rapidly increasing in livestock genetic

improvement. A method know as Genomic Selection

[6], which estimates effects of markers covering the

entire genome, has become a routine tool in dairy cattle

breeding and will soon be adapted by breeders of other

livestock species. Genomic selection extends readily to

socially affected traits, which seems particularly useful

for crossbreeding schemes. A comparison of estimated

genetic parameters for direct and associative effects for

survival in cannibalistic laying hens shows large differ-

ences between purebred parental lines [24] and their

crossbred offspring [36]. The genetic correlation

between direct and social effects appears to be strongly

negative in crossbreds, while around zero in purebreds.
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Moreover, estimated parameters differ between

reciprocal crosses. Those results indicate considerable

“GxE-interaction” between purebreds and crossbreds.

Genomic selection based on phenotypes recorded on

crossbreds can be used to predict breeding values of

nucleus individuals for direct and social effects refer-

ring to crossbred performance. Hence, combining

genomic selection with associative-effect models

seems promising to reduce mortality due to cannibal-

ism in commercial crossbred herds.
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Glossary

Competition Refers to the process whereby plants

share resources (e.g., mineral nutrients, water, and

light) which are in insufficient supply for their joint

requirements [71].

Crop structure Refers to the spatial, temporal, and

genetic arrangement of a particular crop species or

genotype within a sown area.

Density Is the number of individuals of a plant species

in a unit of area within a crop.

Facilitation Is the process whereby one crop species

provides some sort of benefit for another species

when in a polyculture. Usually, when facilitation

occurs, at least one crop may positively alter the

environment for the other crop [77].

Policulture (also intercrop) Refers to crop arrange-

ments that include more than one crop species or

genotypes grown together partially or totally during

the growth period of a particular area.

Potential yield Is the crop yield obtained when avail-

able resource use is maximized in a particular envi-

ronmental condition and limiting factors, such as

soil nutrients, or reduction factors, such as insect

and plant pests and diseases, are absent [41, 78].
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013
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Rectangularity Is a measure used to describe the spa-

tial distribution of individual plants in crops sown

in rows. It is the ratio of the mean distance between

rows and the distance between individual plants

within a row.

Resource complementarity Is a measure of the extent

to which the crop species components in a

polyculture share common limiting resources, i.e.,

plant components in a crop that show complete

resource complementarity do not compete [71].

Spatial arrangement Refers to the way that crop

plants are distributed in a field. For example, they

may be randomly distributed, when seeds or prop-

agules are randomly broadcast or they may be sown

in rows, in a regular pattern when drillers are used.
Definition of the Subject

Crop yields mostly depend on the growth rate experi-

enced by the plant during particular critical periods.

The amount of the resources captured and the resource

use efficiency determine the growth rate of the crop

plants at those crucial stages for yield determination.

Since plants stand still in the land, the way they are

distributed greatly influence the ability of a crop to

capture and use environmental resources (radiation,

water, and nutrients), which are necessary for growth

and yield. The spatial arrangement of plants and the

temporal development of their structures (mainly

leaves and roots) define the crop structure. Crop struc-

ture may be then analyzed and described in many ways.

However, most effort has been concentrated on

describing the size and distribution of leaves, which

capture the radiant energy, since they are aboveground

and easy to measure. The study of yield response to

crop structure has conformed to the scientific basis

for important technical management decisions and

technologies involving crop density, and distance

between rows and rectangularity in both mono- and

polycultures in various agricultural systems of the

world. Crop structure, as a research topic, is one of

the few examples in which science dynamically contrib-

utes to develop crop management strategies and to

guide genetic improvement among crop species. At

present, the manipulation of crop structure is not

only explored in controlled, semi-controlled, and field
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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research experiments, but also in mathematical model-

ing, which evidences the complexity of the interactions

that need to be explored and, at the same time, the

maturity of the knowledge reached in this area.
Introduction

Crop structure is one of the major determinants of the

ability of a crop to capture resources and to produce

high yields. It has received much attention from pro-

ducers, agronomists, and researchers because it is under

fairly close control by the farmer in most crop systems

of the world. Crop structure is a complex crop attribute,

determined by the crop genotype, its sowing date, den-

sity (i.e., the number of plants per unit area), and the

spatial plant arrangement. Therefore, crop structure in

general has a genetic, temporal, and spatial component.

However, the spatial component determined by the

plant density and spatial arrangement of the plants

are largely considered the main modifier of crop

resource capture and use and, therefore, a strong deter-

minant of crop yield. For this reason, just for simplicity,

in this entry, attention will be centered on the spatial

structure of crops, since it would be very difficult to

cover all the effects and interactions from other factors,

such as temporal ones, in a single entry.

The structural component of a crop may be seen as

determining its potential yield in any particular region.

Decisions affecting the structure of the crop and so its

ability to capture light and other resources may modify

the potential yield of the crop. The potential yield is the

yield attainable by the crop when its growth is only

limited by the radiation and carbon dioxide available,

and so is only affected by the temperature of the site

and the crop structure. Crop structure factors may

directly (for example, in the case of density) or indi-

rectly (for example, in the case of the genotype sown,

due to its length or appropriate sowing date) modify

the potential yield of a crop. Although actual (real)

yields harvested may usually be lower than potential

yields due to the effect of limiting (i.e., water or nutri-

ents) and reducing (i.e., diseases, pests, and weeds)

factors [78], the interaction of crop structure with

environment and other crop management decisions

are crucial to produce high yields efficiently.

Most crops in mechanized agriculture are sown in

monocultures, i.e., single-species stands are grown
every growing period in the same region. However, in

most subsistence and few mechanized modern agricul-

tural systems, crops are sown in polycultures, i.e., more

than one species are grown in the same area during

each growing period. Crop structure characteristics are

crucial in determining crop yield responses both in

single species and polycultures. Usually, the interest

was concentrated in defining the relationships between

density and crop yield quantitatively in order to estab-

lish optimum crop populations and maximum attain-

able yields under various situations. As a result, the

effect of density on crop productivity in mono- and

polycultures has been deeply studied since mid last

century [22, 34, 82]. However, due to the high contri-

bution of single-species crops to grain crop produc-

tion, the study of spatial crop structure determinants

has called the attention of researchers all over the

world, particularly under this modern and technolog-

ically advanced crop production system.

Crops in monocultures are usually heavily selected

for uniformity so that most individuals are genetically

and phenotypically similar or even identical because of

the uniformity of seed size and the fact that sown seeds

tend to germinate synchronously. In such crops stands,

intraspecific competition (competition between plants

of the same species) may be intense and is largely the

process commanding crop responses and yield. When

in polycultures, intra- and interspecific competition

together with resource complementarities or facilita-

tion processes determines yield of each crop species in

the stand. For most of the modern agricultural systems,

plant competition is therefore the ecological process

largely determining the yield response to spatial crop

structure arrangements.

Crop density largely determines interplant compe-

tition causing a reduction in survival, dry-matter

growth, and grain yield of individual plants. Despite

the fact that interplant competition causes a negative

effect in the individual plants, the management of crop

competition through density selection may allow max-

imum yields per unit area to be achieved. Identifying

and understanding crops yield-density response allow

researchers to predict the effect of crop management

practices on yield and help farmers, agronomists, and

consultants to properly design crop production struc-

ture under various ecological conditions. Spatial

arrangement also determines not only interplant
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competition at any density (since it may modify the

competition between plants within a row with respect

to plants in different rows) but also resource use effi-

ciency. Therefore, crop-plants arrangement or crop

structure affects intraspecific competition and resource

use efficiency, allowing a full or partial use of available

resources and how they are transformed during the

various stages of crop growth. In this entry, I will dis-

cuss how density and spatial arrangement affects crop

functioning and how some environmental conditions

or crop management decisions may affect those rela-

tionships. Most of the information comes from crops

in monocultures, but the performance of these spatial

components of crop structure in polycultures will be

also briefly addressed.

Ecophysiological Basis of Response to Crop

Structure

Resource Use and Dry-Matter Production

Crop dry-matter production under potential condi-

tions is determined by the intercepted solar radiation

and the radiation use efficiency of the crop canopy.

From both aspects, crop density mainly affects the

ability of the crop to intercept radiation (or to capture

the light resource, from an ecological perspective) since

there is little evidence on the effects of density on

resource use efficiency. However, spatial arrangement

may modify both the capture and use efficiency of

resources [42, 83].

It is known that much of the incident solar radia-

tion is not available for annual crop species growth

during the early stages, due to the fact that low leaf

area expansion determines low light interception. At

early crop stages, increasing density may contribute to

increase Leaf Area Index (LAI) of the crop (i.e., the

green leaf surface per unit of area) and the amount of

light intercepted. For this reason, there is a strong pos-

itive, although nonlinear, relationship between density,

LAI, and the proportion of the incident light that is

intercepted in early stages of crop development. When

the crop grows, light resource capture increases as

leaves expand and LAI increases, and a nonlinear rela-

tionship establishes among both variables. Although

density may modify the number of leaves, particularly

at early crop stages, the relationship between density

and leaf area becomes weak when the crop advances in
its development. Improving plants spatial distribution

(for example, by changing the distance between rows)

may also help to intercept more light at early stages of

crop growth, when Leaf Area Index (LAI) values are

low. To illustrate these points, early results from

Puckridge and Donald in wheat [56] clearly showed

that density manipulation in the range 1.4–1078 pl/m2

could successfully increase light interception of wheat

crops under the Western Australia conditions. The

greater proportion of intercepted light in high-density

crops explained most of the differences in early crop

growth rates calculated from the results of that

research; i.e., early crop growth rates were greater in

crops sown at the higher densities. Similar results were

also obtained with other crops, such as those reported

in recent experiments for maize (e.g., [79], soybean,

and sunflower [76]. There are experimental evidences

that increasing density not only improve light capture

early in the season but also the uptake of soil resources

such as water [75]). For example, in a Mediterranean

environment, high crop-sowing densities contributed

to reduce soil evaporation and to increase biomass

production and water use in the early phases of wheat

growth [16].

During the early stages of development, competi-

tion among small crop plants may be evident only at

very high densities; therefore, young individual plants

tend to have similar dry-matter production, while crop

productivity per unit area tends to increase linearly

with density. Plotting the logarithm of plant dry matter

against the logarithm of density as suggested by Kira

et al. [39] helps to show the way individual plants and

crops would tend to respond as they grow (Fig. 1). It is

clear from the figure that, as time goes by and crop

development progresses, plants increase in size and leaf

area, and the onset of competition is evident even at

low densities; i.e., individual plant size is continuously

reduced as density increases above a density threshold

(Fig. 1, see arrows). As plant size increases, crop growth

rate may depend more on resource availability than on

plant density; therefore, crop growth rates may be only

influenced by density if plant number is below the

competition threshold. This density threshold varies

according to the crop or genotype characteristics and

the environmental conditions.

For any crop, when crop stands are above the thresh-

old density, LAI tends to allow full light interception and
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Spatial Crop Structure in Agricultural Systems. Figure 1

Influence of density on individual plant weight at various

stages of crop development, following Kira et al. [39]

proposal. Arrows indicate competition thresholds at the

various crop stages (see text for details)
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use of the available resources; therefore, crop growth rate

will be maximum for the set of environmental condi-

tions explored by the crop. At this stage, any crop density

above the competition threshold (Fig. 1) would maxi-

mize crop growth rate per unit area. Sustaining maxi-

mum crop growth rates is important for high yields to

be obtained, especially when that occurs during the

critical period for yield determination of the crop.

The phenological period that is critical for yield

determination varies among species; i.e., the period

when reductions in crop growth rate significantly

reduce grain number or yield depends on the species

considered. For example, for wheat, it extends from the

beginning of ear growth to the beginning of grain

growth [29, 68], but for maize, it is considered to be

centered 15 days before and after crop silking [3]. High

crop yield per unit area would then be expected when

crop structure, density, and plant arrangement have

been suitable for the crop to reach 95% light intercep-

tion, which allows maximum crop growth rate when

non-limiting or reduction factors are present, before

the beginning of the critical period and during it.

Environmental and management practices such as fer-

tilizer application or disease control could alter the
crop yield-density response, altering the density above

which crop growth rate is maximum.

In general, crop structures are aimed to use above-

and belowground resources completely, allowing the

crop to maximize its growth rate during critical stages.

However, it has to be mentioned that increasing early

resource capture through great plant densities may not

necessarily maximize growth rate at critical crop stages.

For example, large quantities of water use by a crop in

the early phases of growth may reduce soil-water avail-

ability late in the season, leading to biomass yields

similar to those obtained with lower plant densities

[20, 51]. In temperate subhumid areas, this pattern of

crop water use may led to reduce crop sowing rates, as

in wheat in the southern pampas of Argentina [32] or

the semiarid Brown soil zone of Canada during dry

years [45].

Due to the relationship described in Fig. 1, the total

shoot weight of a crop per unit area of land usually

increases asymptotically as density increases (Fig. 2).

Therefore, the performance of crops sown at low den-

sities may depend on their ability to compensate for

low plant populations by producing more tillers,

branches of bigger leaves. Tillers offer vegetative plas-

ticity in the case of barley or wheat, while branches do

so in the case of soybean. Crops that do not produce

tillers or branches may express some vegetative plastic-

ity by altering leaf size or height as in the case of maize

or sunflower. Moreover, in some crops, the dry-matter

asymptote in Fig. 2 extends over a wide range of den-

sities, due mainly to the large plasticity of individual

plant size which determines that mean plant weight

declines to exactly compensate for increases in density;

i.e., proportionate reductions in plant weight occur

as densities increase above the normal sown density

[22, 35, 69]. Examples of such phenotypic plasticity

may be found in crop species, such as wheat, soybean,

or barley. Forty-fold differences in plant weight have

been reported to occur between widely spaced wheat

plants and plants growing in stands at normal seed

rates [9, 56].

The supply of limiting resources and the genetic

ability to capture and use them largely determine the

maximum total biomass yield per unit area of any par-

ticular crop in a particular environment [82]. Environ-

mental factors such as temperature or daylength, which

may affect the length of the growing season, can also
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affect maximum shoot weight (Potential yield) by mod-

ifying the ability of the crop to capture resources. For

example, in the case of wheat, a crop with large vegeta-

tive plasticity (see Fig. 2), long days at high latitudes

reduce wheat tillering, which determines that sowing

rates of 500–700 pl/m2 are commonly used for spring

wheat crops in places such as Finland [55] in contrast

with the 200–300 pl/m2 used in temperate areas. In

some cases, the relationship between density and total

shoot weight per unit area is better described by

a parabolic model; i.e., there is a distinct maximum

yield at a particular density, and shoot yield declines as

density increases above this point. In these cases, it is

expected that crowding reduces the efficiency of the crop

to capture or use environmental resources [22].

Grain Yield Production

Grain yield increases as density increase up to a value

which determines maximum use of available resources

(i.e., at suboptimal densities). However, performance

of yield at supraoptimal densities may vary among

species. It has generally been accepted that the response

to density of harvest or storage organs (e.g., grains) is

better described by a parabolic model [35]; i.e., grain

yield decreases at higher or supraoptimal plant densi-

ties due to the fact that the allocation of resources to
storage organs or grains is greatly altered by competi-

tion [34]. In general, the proportion of the total bio-

mass allocated in the grains, i.e., harvest index (HI),

declines progressively with increasing density [23].

Despite the fact that parabolic responses are generally

accepted for grain yield–density relationships, some

studies indicate that yield–density relationships for

grain may sometimes be better described by asymptotic

models (e.g., [38, 43]). In this case, the range of densi-

ties that maximize grain yield could be wide and

strongly dependent upon crop genotype and environ-

mental characteristics.

When crop plants are under severe competition

due to relatively high crop densities, they show a reduc-

tion in individual growth rate. This will markedly affect

grain number determination of any grain crop, partic-

ularly if the per plant low growth rates occur during

its critical period. Therefore, shoot growthmay become

less affected than grain yield, causing a reduction in

harvest index. Crops such as maize, with low reproduc-

tive plasticity, may experience severe grain yield reduc-

tions at high crop densities, mainly under limiting

environments, such as with low water availability.

Grain yield reductions at supraoptimal densities

depend on how crops determine yield. In most grain

crops, the number of grains per plant, firstly, and per

unit area, lately, is strongly related to yield. However,

the relationship differs between crop species (Fig. 3).

In the case of maize and sunflower, a minimum

plant growth rate is necessary to fix grains, and the

relationship is not linear, while in the case of soybean

or wheat, it is linear, and the minimum plant growth

rate necessary to fix grains is very close to zero (Fig. 3;

[5, 79]). It is clear from much data that the number of

grains fixed per unit area is the main factor controlling

the grain yield-density response of grain crops and,

since number of grains determination varies between

species, density rules and decisions have to be carefully

explored in any particular case. In high-yielding envi-

ronments or cropping systems (i.e., with irrigation

and high fertilizer rates), it appears that large plant

populations will determine large number of grains per

unit area and high yields.

Low seeding rates or low crop stands may be com-

pensated by the contribution of tillers or branches.

Therefore, in low-density crops, either tillering, branch-

ing, or the reproductive plasticity of the species is an
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essential component in determining the number of

grains per unit area at harvest. However, tillering and

branching have been recognized as complex phenome-

non, controlled by endogenous (genetically) and envi-

ronmental factors [60]. It has been accepted that a large

number of tillers or branches are produced by plants

when the availability of resources is high. However,

recent studies have found that light quality may affect

tiller or branch responses. Light composition with low

Red/Far Red ratio in a crop canopy reduces tillering or

branching of individual plants [13]. These results indi-

cate that, within a wide range of resource availability,

photomorphogenic reactions mediated by light quality

may also affect responses to various crop structures.

Therefore, density and plant arrangement responses

will ultimately be the result of the interaction between

resource-based and non-resource-based environmental

signals.

High density in crops may produce adverse agro-

nomic effects, such as lodging or higher susceptibility

to pest or disease damage. Although different plant

densities may have little effect on carbon photoassi-

milation in top plant structures, including reproduc-

tive structures, high densities may tend to reduce

partitioning to the stem internodes and to increase

leaf senescence among other effects [61, 80, 81]. For

example, when stems export photoassimilates due

to high competition pressure by crop plants, the rate

of leaf senescence is increased and basal nodes weaken,

which contributes to increase lodge susceptibility and

to reduce grain yields under high sowing rates.
Crop Structure Responses in Monocultures

The Effect of Soil Resources

As mentioned above, the supply of limiting resources,

i.e., water, light, and nutrients may affect the form and

parameters of the biomass and yield–density relation-

ships, largely through their effect on the maximum

yield per unit area that can be achieved at very high

densities. Resources have little effect on the yield of

widely spaced plants, i.e., yield per plant at very low

densities, since in that case, biomass and yield produc-

tivity is limited by the possibility to capture resources

due to the low-density crop structure. For example,

nitrogen fertilizer applications tended to increase max-

imumwheat yields per unit area under field conditions,

but only slightly affect the maximum yield per plant

when plants were sown widely spaced [9]. However, in

most agricultural conditions, the response to density is

dependent upon the supply of limiting resources since

it is competition for limiting resources the driving

process in crop stands. Generally, increasing the avail-

ability of soil resources through fertilizer applications

(nutrients) of irrigation (water) will relax or reduce the

interplant competition so that the environment may

support a higher number of plants. This will be so if

the addition of a limiting factor does not affect the

competition or availability of other competition factor;

i.e., increasing the availability of soil resources, such as

water or nitrogen, may reduce competition for soil

factors, but it may increase competition for above-

ground resources, such as light [22].



1519Spatial Crop Structure in Agricultural Systems
Nitrogen, a major soil limiting factor, strongly

interacts with density in most grain crop species [70].

The optimum density and, therefore, the maximum

grain yield tend to be greater by increasing nitrogen

applications if nitrogen is a yield limiting factor. For

example, optimum maize crop density tends to be

higher as nitrogen [47, 49] or water [3] availability

increases. When supplies of the major limiting resource

(either water or nitrogen) are made, the crop system

might be enabled to sustain a higher crop density and

hence a greater grain yield. Since individual plant

growth is reduced as density increases within the

range of crop densities that allow maximum grain

yields, the overall demand of growth resources per

unit of area will tend to be similar; therefore, the

nitrogen application rate or water provision required

will tend to be similar between the lowest and highest

density that allow maximum yields [59].

Nitrogen or water availability have a great impact

on early vegetative growth by promoting plant tillering

or branching, or by increasing leaf area and its activity;

However, while this increases the shoot weight of the

crop plants in most species, it may reduce the harvest

index, particularly at high crop density (see above) if

resources during the critical period of yield determina-

tion are scarce.

Crop species and genotypes within species may pre-

sent different responses to density at various soil resource

conditions. Differences are usually associated to the

way resources are partitioned between vegetative and

reproductive structures within the plant, to the ability

to produce tillers or branches, and to the morphological

and geometrical characteristics of their canopies. Sowing

date and plant arrangements may modify the perfor-

mance of the plants under various crop structures by

altering the phenotypic plasticity of the crops.
The Effect of Plant Arrangement

Among the management factors that determine crop

structure and that may affect crop yield–density rela-

tionships, the planting arrangement of the crop is the

most important. Plant spatial arrangement, usually the

distance between rows, is under close control by

farmers. At any given crop density, sowing patterns

can be considered random, clumped, or regular; exten-

sive and mechanized grain crops are normally sown in
rows, i.e., in a clumped arrangement, although in some

cases regular patterns may be found. Historically,

planting arrangement in a crop was determined to

allow mechanical weed control or other labor, i.e., to

let the tractor, the animal, and the tool to do its labor

on the weeds between rows of the crop. However, in

various parts of the world, herbicide technology and

the tolerance of modern genotypes to herbicides have

allowedmodifying planting arrangements since no sec-

ondary, mechanical weed control labors are necessary.

The planting arrangement of crops is often described

by its “rectangularity,” i.e., the ratio of the distance

between rows to the distance between plants within

a row. In general, crop yield tends to be the greatest,

at any density, if the plants are arranged regularly, i.e.,

the rectangularity is 1 [10, 30, 33, 36, 53]. However, the

effect of planting arrangement is often not significant if

densities are at or above those required to achieve

maximum use of resources and yield [3, 10, 50]. The

extent to which rectangularity affects the yield of

a crop is dependent on the plasticity of the individual

plants of any particular genotype, variety, or hybrid

and the environmental conditions. Grain crops yield

patterns are not consistent through literature when

rectangularity is analyzed. In maize crop, [17] found

that contrasting crop genotypes regularly sown in nar-

row rows (38 cm between rows) produced significant

higher yields than crops in a more rectangular pattern

(70 cm between rows) in 2 years. They observed that

crop growth rate was higher early, and light intercep-

tion was greater at the critical period of maize

(flowering) when crops were sown regularly spaced.

However, Cirilo [20] found no significant differences

betweenmaize crops sown at 52 vs 70 cm between rows,

since at the critical period of yield determination (see

above), crop growth rate was similar among cropping

patterns. Similarly, in the case of wheat crops,

Holliday [36] reported yield increases between 8%

and 33% due to reducing row spacing from 20 to

10 cm. In the case of wheat crop, most research world-

wide has shown that closer row spacing (15–18 cm)

gave higher grain yields than wider row spacing

(usually greater than 23 cm; [32, 54, 73, 52]), though

a few experiments showed that wider row spacing did

not result in wheat yield losses [40]. Differences in cycle

length among varieties or sowing dates may help to

explain such results, as in the case of soybean in the
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Southern Pampas. When long-cycle soybean varieties

are sown, no yield differences between various row

widths may be found (i.e., 52 vs 35 cm between

rows). However, when short-cycle soybean varieties

are sown, yields tend to increase consistently as distance

between rows is reduced. Similarly, consistent yield

increases are found when soybean varieties are sown

late in the season at narrow rows, while no differences

may be found, particularly in long cycle varieties, at

optimum sowing dates among various row distances.

Planting arrangement may be used in crops to over-

come water plant stress. For example, in the case of

wheat, in some subhumid areas with late water stress

periods, wide cropping patterns (for example, 52 cm

between rows) proved to bemore stable and productive

than narrow ones, mainly due to a better water use

efficiency in those environments. This sowing pattern

is presently used in the low-producing areas of the

Northwest of Argentina under a monsoonal climate.

However, also in wheat crops, several experiments

reported that there was a consistent yield depression

at low sowing rates as rectangularity was increased

[10, 26]. In some other cases, wheat crop yields per

unit area gradually declined as rectangularity increases

either by increasing plant density or increasing row

width, though yield declines at high density were

greater than at low-density crops [82]. When crops

have enough phenotypic and reproductive plasticity,

results are consistent in showing that there are better

possibilities to equal high-density crop yields if low-

density crops are sown in a square pattern; i.e., a better

plant spatial distribution may promote grain yield

advantages when crops are sown at low density rather

than at high density.

The reported evidence suggests that any advantage

derived from spatial arrangement is brought about

by improving crops ability to exploit available

resources (e.g., [84]). Low rectangularity crops increase

yield due to the its effect on (1) improving the capture

of incident radiation, particularly in early crop stages;

(2) allowing the crop to reach 95% light interception

during the critical period of yield determination (see

above and [4]); (3) improving resource use efficiency,

for example, water use efficiency by reducing water-soil

losses through direct evaporation; and (4) improving

weedcontrolor reducingweedcompetition.Therefore, it

may be also inferred that positive effects of improving
plant arrangement by reducing rectangularity is partic-

ularly important when productive conditions may

reduce plant growth due to limiting factors (i.e., low-

resource availability, late sown crops under short growth

periods, short cycle varieties, etc.) and when environ-

mental or management conditions may affect crop

resource capture during the critical periods.

Rectangular, more clumped, arrangements possibly

cause an early reduction of crop growth rate, which in

some cases may delayed or even avoid use of distant

resources. On the other hand, as mentioned above,

reducing the distance between rows and rectangularity

and increasing plant density contributes to rapidly

exploit resources by intercepting more light or captur-

ing more water or soil resources which in most crops

enhance the competitiveness of the crops against weeds

[8, 31, 58, 65, 66, 72]. For example, Solie et al. [72]

concluded that wheat yield increases of 18% could be

obtained when row spacing was reduced from 23 to

7.5 cm when cheat (Bromus secalinus)-free and cheat-

infested fields were evaluated. Similarly, [14] found

that weed yield reduction was lower when soybean

crops were sown at narrow rows than when they were

sown widely spaced. Conversely, weed production

increases with increasing weed density, or by increasing

crop rectangularity or by reducing crop density. For

example, Felton [28] found that increasing the row

spacing in soybeans from 50 to 100 cm increased

weed yield 3.5 times.
Mathematical Relationships Between Plant Yield

and Density

Since density is a main determinant of crop structure

responses, mathematical models have been proposed

for interpreting and predicting the effect of density on

yield. Interest in quantitative relationships between

crop yield and density was largely stimulated by

the need to clearly define optimum sowing densities

for crop production. Such relationships should, ideally,

take account of environmental factors, such as limiting

resources, or spatial arrangement (rectangularity)

which may affect the response to density. Willey &

Heath [82], Mead [46], and Ratkowsky [57] among

others made a comprehensive review of the various

models used to describe yield–density relationships

pointing out the advantages and disadvantages of the
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various mathematical functions proposed. Several

types of equations have been described, but only the

so-called reciprocal equations for yield per plant have

proved to be satisfactory for a wide range of crops and

conditions. Some forms of the reciprocal equation that

have been proposed are:

Yield ¼ density= a þ b�densityð Þ ð1Þ
In Eq. 1, yield is the shoot or grain yield per unit

area and density is number of crop plants per unit area,

and “a” and “b” are parameters of the equation. This is

the simplest equation and describes only the asymp-

totic model; i.e., yield increases asymptotically toward

a maximum yield as density increases. A basic form of

Eq. 1 was first proposed by Shinozaki and Kira [69],

and its beauty relies on the fact that parameters (“a” &

“b”) have biological meaning [82]. In this equation,

parameter “a” is the reciprocal of the yield per plant

(w�1) when a crop genotype is sown at an infinitely low

density, i.e., it is an estimation of the yield of wide-

spaced plants, in competition-free conditions. This

may be regarded as a measure of the “genetic potential”

of individual plants of the crop. The fitted value of “a”

indeed largely depends on the genetic characteristics of

a particular genotype. If the yield–density relationship

is truly asymptotic, parameter “b” is inversely related to

the value of the asymptote, i.e., the maximum yield per

unit area at very high densities; Willey & Heath [82]

regarded this parameter as a measure of the “environ-

mental potential,” i.e., as an estimator of the maximum

crop yield that can be attained in a particular environ-

ment and crop production system.

Other reciprocal equations incorporate a third

parameter so that they can also describe parabolic

yield–density relationships, i.e., the possibility of a

reduction of shoot or grain yield at high densities. For

example, Holliday [35] proposed the expression:

Yield¼density= aþ b�density þ c�density2
� � ð2Þ

In Eq. 2, the quadratic term accounts for parabolic

relationships; if the parameter “c” is equal to 0.0, then

the equation reduces to that of Shinozaki & Kira [69].

Similarly, Farazdaghi and Harris [25] proposed the

expression:

Yield¼ density= aþ b�densityzð Þ ð3Þ
Like in Eq. 2, this becomes identical to Eq. 1 when

z = 1.

In spite of the good fit provided in several cases by

these mathematical approaches [57], the reciprocal

equations have some statistical limitations. However,

novel statistical techniques, using data transformation

and nonlinear procedures, have improved the statistical

treatment of these models [57].

For modeling purposes, the response of crops to

plant density should be also defined in terms of the

spatial arrangement of the plants. Few researchers have

intended to distinguish between density and plant

arrangement (rectangularity) when modelling crop

response, since usually responses to different densities

have been studied at a constant row width. Although

the extent to which spatial arrangement may affect the

yield of crops is strongly dependent on the plasticity of

the genotype [82] and the availability of environmental

resources (see above), it appears to be important to

consider the effect of rectangularity on the yield-

density equations, particularly when crops may be

sown at various densities and distances between rows.

In these cases, equations should be able to describe the

effects of density as well as those of rectangularity. For

this purpose, it has been proposed to include intrarow

and interrow spacing (rectangularity) as variables in

Eqs. 1–3 [82]. However, there has been insufficient

research on the effect of rectangularity on yield-density

responses, and the yield-density-arrangement equa-

tions have been only tested on wheat and maize crops

in few cases. Recently, Satorre [64] suggested that opti-

mum density decreases as rectangularity increases in

maize crops sown at 53, 104, and 157 cm between

rows (Fig. 4). Moreover, and more important, the

authors found that the magnitude of the yield increase

obtained due to improving plant arrangement, by

reducing rectangularity or the distance between rows,

was greater in high-yielding environments than in low

yielding, since vegetative growth at early crop stages

was unaffected.

The reciprocal equations have proved to be robust

and provide a tool to describe asymptotic or parabolic

yield–density relationships. However, despite these

efforts to describe the effect of crop structure on crop

yield, there is still a huge work to be done since, also for

modeling purposes, the response of crops to plant

density should be also defined in terms of the planting
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arrangement and management, and environmental

conditions that may modify them. In this case, the

effect of environmental conditions on the performance

of the yield-density model parameters also needs to be

described.
Crop Structure Responses in Polycultures

Crops, in developed countries, are normally grown in

single-species stands or monocultures. As was

discussed above, in such crop structures, there is little

or no interspecific competition, but usually intense

intraspecific competition. However, in the tropics and

at present in some temperate areas, mixed crops are

very common [7]. The concept of mixed crop or

polycultures refers to the practice of growing more

than one specie or genotype in the same land at the

same time [6]. In such polycultures, competition

occurs between plants of different species or genotypes,

as well as between plants of a single genotype. In this

general concept, the space and time component of the

mixture allows the recognition of a whole gradient of

intensity of interactions among component crops. For

example, crops may be sown in sequence, i.e., a second
crop is sown in the growing period immediately after

a first crop is harvested, or partially or totally

overlapped (i.e., two or more crops are sown and

grown simultaneously in the same field). Similarly,

crops may be sown in strips or in alternate rows. As

the overlap of time or space between individuals of the

various crop species increases, the opportunity to cap-

ture positive interactions among crop components also

increases if they complement or facilitate the use of

environmental resources. By this means, mixed crops

or polycultures have showed some evidence of greater

yield, greater stability of yield, and lower pest and

disease damage than monocultures [1, 2]. Particularly,

mixes of legumes and non-legumes species have shown

greater yield when sown together than when they are

sown alone [74].

Mixed crops are far less common in temperate areas

under mechanized agricultural systems than in tropical

subsistence farming [37]. However, recent biotechno-

logical advances which helped to improve weed control

with the use of previously nonselective herbicides in

crops such as soybean, maize, and sunflower has opened

new alternatives for the development of polycultures in

extensive grain crops. For example, this increasing
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interest in exploring the performance of mixtures of

cultivars and species in modern, mechanized grain-

cropping systems has been slowly expanding in some

regions of the Pampas. In the Argentinean Pampas, one

of the most productive areas of the world, mixed grain

crops may be found in various patterns depending on

the component crops species, the degree of temporal

overlap among species, and on the spatial arrangement

and relative density of the plants [62, 85].

Within the concept of polycultures, successive crops

is defined when two or more species are grown in the

same land in the same cropping or calendar year but

without any overlapping; i.e., a second crop is sown

immediately after harvesting the previous crop. In this

plant arrangement, the use of resources is intensified

per unit of time when compared to a single crop per

year, but the interaction between crop species is

reduced to the interference produced by the use of

resources by one species on the resources available to

the following crop [6]. As mentioned before, in the

Pampas, nearly three million hectares are sown every

year in a successive crops planting pattern. Wheat/

double-cropped soybean, maize, or sorghum, and

Barley/double-cropped soybean are examples of such

extensive crops planting arrangements. In such sys-

tems, wheat crop structure (variety, density, distance

between rows, and sowing dates) remains unaffected,

while the soybean structure is usually modified by

reducing the distance between rows and by increasing

the plant density [11, 19, 67]. Wheat/double-cropped

soybean, themore extensively used successive multiple-

crop pattern, has proved to be more productive in

terms of total yield and income per hectare and less

variable than either sole wheat or sole soybean crops in

the same unit of land.

As previously mentioned, the term intercrop is

applied when two or more species or genotypes are

grown simultaneously during part or the whole crop

growing period in the same land. Intercrops are also

used in the Pampas in a wheat/soybean mixture when

the soybean growing period left by the wheat is short

enough to affect its productivity, i.e., the yield of the

second crop. In the case of such intercrops, the wheat

(winter crop) and the soybean (summer crop) crop

structures are both modified. The soybean is sown in

spaces previously unsown with wheat, usually after

wheat flowering and well before it is harvested.
In wheat/soybean intercrop, wheat crop is sown in

rows widely apart (for example, at 52 cm between

rows) or in a variable spatial pattern, some rows are

left unsown, and others follow the usual planting pat-

tern for the region (i.e., 17.5 or 19 cm between rows; see

Pictures 1 and 2). In intercrops, the soybean varieties

are frequently sown at 52, 38, 35, or 19 cm between

rows. Therefore, one row of wheat remains unsown in

every three rows when at 17 cm between rows (i.e., 66%

wheat, 100% soybean), or 1 every other row is sown

when the wheat is at 19 cm between rows (i.e., 50%

wheat, 100% soybean). Since the wheat plants tend to

compensate with a higher vegetative and reproductive

growth in the absence of crop plants, wheat yield is

reduced by only 20–25% when compared to 100%

monocultures (e.g., [24]). Successive and partially

overlapped winter–summer intercrops increase the

radiation use efficiency [86] and the weed and soil

erosion control. However, it increases management

complexities and requires well-trained people to con-

duct mechanized operations.

More recently, summer–summer crop species inter-

crops have been also evaluated in mechanized temper-

ate agriculture. Intercrops of soybean in maize crops or

soybean in sunflower crops have been evaluated at

commercial fields in various regions of the Pampas in

Argentina [18, 19]. The release of transgenic glypho-

sate-resistant soybean and maize has been crucial

to explore this planting arrangement at commercial

fields. Similarly, biotechnology and the release of

imidazolinone resistant sunflower have been crucial to

explore sunflower–soybean intercrops. A less complex

intercrop may be obtained when each crop species is

sown in wide strips in the field. Some yield and pest

control advantages have been reported in maize–

soybean strip patterns, although they are dependent

on the width of the strip and its orientation, among

other factors [48]. It is well documented that yield

advantages (greater grain yield and yield stability)

were often found when, particularly, grass and legume

crops were mixed [74] mainly due to the complemen-

tary use of belowground resources. In such cases, it has

been proposed that legume plants may use both soil

and atmospheric nitrogen, while grass species may only

use soil nitrogen; in such circumstances, both species

complementary use nitrogen. However, it has also been

proposed that in some cases, atmospheric nitrogen
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previously fixed by the legume species may be trans-

ferred to the belowground environment of the grass

species. In such cases, growth of grasses in the presence

of legumes tends to be greater thanwhen they are alone.

In this case, facilitation tends to be the dominant pro-

cess. It has been also found that the incidence of pest

and diseases have sometimes been reduced when spe-

cies or genotypes are grown in mixtures [12, 27, 77].

Such advantages may support the interest and promote

the increase of area sown with more complex crop

structures.
Future Directions

Attaining high yields per unit area requires that indi-

vidual crop plants may usually experiences a competi-

tive stress. Therefore, highly productive crops depend

on crop structure by controlling the amount of

resources used and their use efficiency which will deter-

mine the extent of competition experienced by the crop

plants. In this respect, the discussion in this entry has

deliberately concentrated on the effect of density and

plant arrangement on crop growth and yield determi-

nation, and it has avoided any discussion on the effect

of crop structure on the mortality of plants since this

hardly occurs, at least as a density dependant process, in

most crop production conditions. Interpreting the

response of crops to crop structure from an ecophysio-

logical and ecological approach was aimed to help con-

struct a framework in which the temporal and spatial

aspects of crop structure may be understood. Plant

functional responses, determining individual species’

requirements and critical periods for yield determina-

tion, and competitive interactions are responsible of the

effects of density and plant arrangement on yield under

various environments and crop management situations.

The conceptual framework built may provide a rationale

for predicting and manipulating crop structure under

various conditions since modifying crop structure

(density, plant arrangement, genotype) may be seen as

away to change crop spatial and temporal structure and,

by this means, the use of crop resources. Although high

densities for any particular environment should provide

a greater use of early available environmental resources,

yield-density responses still rely strongly on the way

resources are used during the critical periods of yield

components determination of the various crops. Taking
this into account, density or plant arrangement manip-

ulation should be effective only when it assures that the

crop must be able to achieve high plant growth rates

during those periods. Moreover, since genetic improve-

ment has successfully widened the adaptation of crop

species and genotypes to various production conditions,

genotype specific interactions and characteristics need

to be individually considered within the framework

presented here to develop effective crop structures.

Although interspecific plant interactions, such as

crop–weed interactions, are frequent in extensive

grain crops. Polycultures increase the complexity of

crop structures by adding the influence of crop plant–

crop plant interactions and new crop management

complexities to the result of the cropping system. Anal-

ysis of the “ecological combining ability” of crop spe-

cies and genotypes in modern agriculture opens

a whole new world to explore more productive and

sustainable cropping practices, partially resembling

the complexity and functioning of natural systems.

The evaluation of the yield advantages of mixtures or

polycultures compare to pure-stand yields or mono-

cultures is also crucial. It has for long been based upon

the absolute or relative yield differences between mix-

tures and polycultures [34, 44], but other criteria

including resource use efficiency and environment

health will surely need to be considered. In any case,

the design and management of crop structure remains

one, perhaps the most, important decision that farmers

and agronomists face every time they plan to grow

a grain crop.
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en tres cultivares de T. aestivum L. Revista de la Facultad de

Agronomı́a (La Plata) 61–62:105–122

62. Sarandon SJ, Chamorro AM (2003) Policultivos en los sistemas

de producción de granos. In: Satorre EH, Arnold B, Slafer GA,

de La Fuente EB, Miralles DJ, Otegui ME, Savin R (eds)

Producción de Granos. Bases funcionales para su manejo. Ed.

Facultad de Agronomı́a, University of Buenos Aires, Argentina,

pp 353–376

63. Satorre EH (1988) The competitive ability of spring cereals.

Ph.D. thesis, University of Reading, Reading

64. Satorre EH (2008) Estructura especial: respuesta del cultivo a la

densidad, distancia entre hileras y uniformidad. In: Satorre EH

(ed) Producción de Maı́z. AACREA, Unidad de Comunicación

y Marketing, Buenos Aires, pp 25–32

65. Satorre EH, Arias SP (1990) Competencia entre trigo (Triticum

aestivum) y malezas. III El efecto de la densidad del cultivo y la

maleza. Actas II Congreso Nacional de Trigo. Pergamino,

Argentina, vol 4, pp 1–10

66. Satorre EH, Ghersa CM (1987) Relationship between canopy

structure and weed biomass. Field Crop Res 17:37–43

67. Satorre EH, Slafer GA (1999) Wheat production systems of

the Pampas. In: Satorre EH, Slafer GA (eds) Wheat. Ecology

and physiology of yield determination. Food products Press,

New York, pp 333–350

68. Savin R, Slafer GA (1991) Shading effects on yield of an

Argentinian wheat cultivar. J Agric Sci Camb 116:1–7

69. Shinozaki K, Kira T (1956) Intraspecific competition among

higher plants VII logistic theory of the C-D effect. J Inst

Polytech Osaka City Univ 7:35–72

70. Snaydon RW (1984) Plant demography in an agricultural

context. In: Dirzo R, Sarukhan J (eds) Perspectives on plant

population biology. Sinauer Associates, Sunderland,

pp 389–408

71. Snaydon RW, Satorre EH (1989) Modifications and interpreta-

tions of bivariate diagrams for plant competition data. J Appl

Ecol 26:1043–1057

72. Solie JB, Solomon SG Jr, Self KP, Peeper TF, Koscelny JA (1991)

Reduced row spacing for improved wheat yields in weed-free

and weed-infested fields. Trans ASAE 34(4):1654–1660

73. Thakur SS, Pandey IB, Singh SJ, Mishra SS (1996) Effect of seed

rate and row spacing on late sown wheat in alluvial calcareous

soil. J Res Birsa Agric Univ 8(2):123–125



1528 Spatial Crop Structure in Agricultural Systems
74. Trenbath BR (1974) Biomass productivity of mixtures. Adv

Agron 26:177–210

75. Trenbath BR (1976) Plant interactions in mixed crop commu-

nities. In: Papendick RI, Sánchez PA, Triplett GB (eds) Multiple

cropping. ASA special pub. N� 27 (ASA), pp 129–170

76. Valentinuz O (1996) Crecimiento y rendimiento comparados

de girasol, maı́z y soja ante cambios en la densidad de plantas.

M.Sc. thesis, Fac. de Ciencias Agrarias, Universidad de Mar del

Plata, Argentina, p 45

77. Vandermeer J (1992) The ecology of intercropping.

Cambridge University Press, Cambridge

78. Van Ittersum MK, Rabbinge R (1997) Concepts in production

ecology for analysis and quantification of agricultural input-

output combinations. Field Crop Res 52:197–208

79. Vega CRC, Andrade FH, Sadras VO, Uhart SA, Valentinuz OR

(2001) Seed number as a function of growth. A comparative

study in soybean, sunflower, and maize. Crop Sci 41:748–754

80. Verona CA, Loffer CM, Fernández ON (1980) Efecto de la

densidad de plantas sobre el rendimiento y la distribución

de N en T. durum Def. Revista de Investigaciones

Agropecuarias. INTA 15(1):75–95
81. Lin WZ, Min FJ, Rong HM, Ping YY, Min CH (1997) Planting

density effects on assimilation and partitioning of photosyn-

thates during grain filling in the late sown wheat.

Photosynthetica 33(2):199–204

82. Willey RW, Heath SB (1969) The quantitative relationships

betweenplant population and crop yield. AdvAgron 21:281–321

83. Yunusa IAM (1989) Effects of planting density and plant

arrangement pattern on growth and yields of maize (Zea

mays L.) and soya bean (Glycine max L. Merr.) grown in mix-

tures. J Agric Sci Cambridge 112:1–8

84. Kemp DR, Auld BA, Medd RW (1983) Does optimizing plant

arrangement reduce interference or improve the utilization of

space? Agric Syst 12:31–36

85. Satorre EH (1998) Aumentar los rendimientos en forma

sustentable en la Pampa Argentina: Aspectos Generales. In:

Solbrig, Vainesman (eds) Hacia una agricultura productiva y

sostenible en la Pampa. Orientación Gráfica Editora, Buenos
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Glossary

Alternative energy Is a generic term that refers to

any source of usable energy intended to replace

fuel sources without the undesired consequences

of the replaced fuels. It is typically used to describe

renewable forms of energy that can be used in place

of fossil fuels and thereby reducing, mitigating, or

eliminating the negative environmental conse-

quences associated with the traditionally used fuels.

Aquaculture Is the farming of aquatic organisms and

represents a controlled approach to the production

of marine or freshwater species – differentiating it

from fishing, which is the harvest of wild organisms.

Integrated multi-trophic aquaculture (IMTA) An

ecologically designed recycling process in which the

organic wastes generated from one species become

inputs (food or nutrients) for another. A fed aqua-

culture species, such as fish or shrimp, are combined

with inorganic extractive (e.g., seaweed) and organic

extractive (e.g., shellfish) aquaculture to create an

ecologically “balanced” food production system.

Ocean ranching A seafood production approach that

combines aquaculture techniques with traditional

fishery methods. Juveniles are produced in hatchery

and controlled rearing facilities, and then released

to the ocean environment where they grow under

natural (no containment) conditions to harvest size

and then captured (fished) using standard industry

methods (e.g., trolling, seining, divers, etc.).
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in
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Polyculture An agriculture or aquaculture approach

that uses multiple crops (or species) in the same

space, typically in an effort to avoid the production

issues (e.g., disease susceptibility) associated with

single-species, or monoculture production. Differ-

entiated from IMTA, which selects species based

upon ecosystem function (trophic relationships),

polyculture simply supports species diversification

within the production model.

Sustainability Meeting the environmental, social, and

economic needs of the present generation without

compromising the ability of future generations to

meet their needs.

Definition of the Subject and Its Importance

An increasing global demand for seafood has resulted in

considerable and increasing pressure on world fisher-

ies, with a number having already collapsed and others

in serious decline [1]. Satisfying the growing seafood

demand has seen aquaculture production increase sig-

nificantly over the past few decades, with the current

contribution of aquaculture to the global seafood supply

equal to or exceeding that of the wild fisheries. However,

commensurate with this controlled, although often

intensive, approach to seafood production are a number

of environmental consequences that have called into

question, as with the pressured growth in the wild fish-

eries, the ultimate sustainability of these approaches.

Sustainable ecological aquaculture (SEA) systems

endeavor to address the socioeconomic and environ-

mental facets of sustainability by integrating ecological

and engineering system design with comprehensive

best management practices. Operational efficiency is

considered a keystone element in such designs, and

one which will ultimately demonstrate that an industry

focus on sustainability can also be profitable – a critical

argument in encouraging innovation and facilitating

long-term change within the corporate environment of

global food production.

Introduction

The United Nations Food and Agriculture Organiza-

tion (FAO) defines sustainability as “Meeting the needs

of the present without compromising the ability of future

generations to meet their needs” [2]. This definition
4-5797-8,
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requires that mankind keeps population densities

below the carrying capacity of a region, facilitates

the renewal of renewable resources, conserves and

establishes priorities for the use of nonrenewable

resources, and keeps environmental impact below the

level required to allow affected systems to recover and

continue to evolve.

In a simple, yet technical-based definition,

sustainability – in reference to natural resource

management – has also been described as the

“long-term maintenance of ecosystem components and

functions for future generations” [3]. Linking economic,

social, and environmental aspects of human society

this concept is intended to configure civilization and

human activities so that society, its members and its

economies are able to meet their needs and express

their greatest potential in the present, while preserving

biodiversity and ecosystem integrity, and planning

and acting for the ability to maintain these ideals

indefinitely [4].

Although sustainability values may vary greatly

among cultures, there is a fundamental commonality

among these details that is best described as a “parallel

care and respect for the ecosystem and for the people

within.” From these common values emerges the goal

of sustainability – to concurrently achieve human and

ecosystemwell-being. It thus follows that the measure of

sustainability for any activity (including aquaculture) be

the achievement of, or the contribution to, human and

ecosystem well-being together. In this way, the concept

of sustainability can be considered a positive concept

that has as much to do with achieving well-being for

people and ecosystems as it has to do strictly (as is often

the focus) with environmental protection.

In general, society has been moving steadily toward

sustainable industrial activities for a number of

decades, recovering “waste” in an effort to recycle and

reuse such materials [5]. Industry and government

have both recognized that these waste streams are in

fact a valuable resource, and society now expects the

use of recoverable materials and the integration of

natural design into most product development. These

ideals are further promulgated through initiatives such

as eco-labeling, eco-certification, eco-design, etc. – all

of which are becoming more prevalent in the seafood

production industry [6].
Consumers now use their purchasing power to

ensure that the products they acquire meet these ever-

changing social criteria. A growing awareness of

sustainability issues has placed pressure on business

(industry) to shift or to modify their production

processes to accommodate the eco-ethical consumer

needs [7]. This has become increasingly critical to

both the wild fisheries and the aquaculture industry

sectors as demand for a high quality, and sustainable

supply of seafood continues to rise.

While it is indisputable that the achievement of

sustainability for coastal aquaculture – embracing

social, economic and environmental objectives – is

necessary, the motivation for fundamental change in

current industry production approaches, where

required, has not yet been clearly established. The devel-

opment of sustainable ecological aquaculture (SEA) sys-

tems represents a movement toward this goal, and

commercialization efforts are now in place to provide

working models and the basis for future innovations

[8]. The following sections provide an example of SEA-

System development in coastal British Columbia,

a region renowned for the social conflicts associated

with open netcage (finfish) aquaculture. The environ-

mental issues associated with this approach to finfish

aquaculture are summarized and then used to exem-

plify how a sustainable ecological aquaculture (SEA)

system approach can be developed to resolve these

issues, and further to illustrate how a comprehensive

approach to SEA system design and operation can

satisfy the environmental, economic, and social aspects

of aquatic food production sustainability.
Sustainability Issues in Coastal Aquaculture

Production

The development of coastal aquaculture, and the

subsequent increase in its global role for seafood

production, has not been without its environmental

and socioeconomic risks and negative impacts [9].

The rapid development in Asian shrimp production

through pond culture, for example, stimulated

significant socioeconomic activity in traditionally poor,

rural coastal communities – resulting, as envisioned, in

increased livelihood opportunities in the wake of declin-

ing subsistence fisheries. Although successful in
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addressing a number of social issues associated with the

coastal fisheries situation, the inherent value in shrimp

production and the local and regional wealth it gener-

ated facilitated the tendency to further increase produc-

tion, despite exceeding environmental sustainability

criteria, to support further wealth creation, with a

predictable result – catastrophic production collapses

with serious socioeconomic and environmental conse-

quences [10]. The three pillars of sustainability –

environmental, social, and economic – are truly in

balance, and ignoring one can have serious conse-

quences to this integral relationship.

In the global salmon aquaculture industry, with

farm production originating in Norway, Chile, United

Kingdom, Canada, United States, Australia, and

New Zealand, a standardized production approach,

including infrastructure configuration and general man-

agement practices, has resulted in a common suite of

sustainability issues associated with the industry. The

net-cage aquaculture operational procedures that will

ultimately influence whether this approach is considered

environmentally sustainable will also form the basis upon

which social and economic criteria for sustainability are

determined. As with many new coastal activities, social

“acceptance” of open net-cage aquaculture has, in many

jurisdictions, waned as inherent environmental issues

have been identified during the early stages of its devel-

opment. Issues that currently jeopardize the sustainability

of this form of coastal aquaculture include the following.

Species selection is typically seen as a serious risk

when exotic (non-indigenous) species are used [11].

Should escapes occur, the potential for disruption

of ecosystem structure through displacement of

indigenous species, or the potential for interbreeding

that could weaken the natural, resident populations

are associated with use of such species – despite their

selection and obvious benefits as farm stock (disease

resistance, faster growth rates, etc.). Farming of high

densities of animals in proximity to wild populations

of similar phylogeny may also pose threats of disease

and/or parasite transfer both to and from the farm facility.

Stock escapes have occurred both incidentally, as

a result of human error during the husbandry process,

or catastrophically due to containment system failure

during extreme weather episodes, and marine mammal

interactions causing severe subsurface net damage. The

risks associated with stock escapes include interactions
with wild populations – genetic dilution – as well as

those associated with the escapes of farm stock

comprised of non-indigenous species (referenced

above) [12, 13].

Chemotherapeutic compounds represent a wide

range of complex chemical and antimicrobial

compounds that have been developed to manage farm

stock disease and parasite issues. Their use is

considered a site management activity, and is

recognized as a stressor due to the periodic release

of the respective compounds (and residues) into the

environment [14]. The environmental effects of

this stressor could manifest itself in a number of

ways – changes to contaminant concentrations

(partitioned in various ways within the ecosystem),

and through a suite of potential effects determined

by the bioavailability of these residues to nontarget

organisms within the ecosystem.

Chemicals used in net-cage aquaculture comprise

a variety of compounds and include the micronutrients

of fish feed (trace metals), disinfectants, anaesthetics,

and antifoulants. All are released to the marine envi-

ronment, albeit typically in very low concentrations

and at differing release rates. The fate and effects of

these residues within the environment, like that of the

chemotherapeutic compounds, pose a risk to a variety

of ecosystem components through environmental

partitioning, accumulation and persistence, and the

bioavailability and effects to nontarget species [15].

Organic fish wastes are a natural product comprised

of fecal material and incidental wasted feed. These

materials are released from the fish and enter the

environment where they can have localized impacts to

benthic habitat, changing biophysical conditions and

displacing or disrupting species composition of these

communities [16, 17]. While localized in nature, these

impacts are of considerable concern when considered

with respect to aquaculture expansion and the

potential for broader, cumulative effects.

Inorganic fish wastes, comprise of dissolved

nutrients (e.g., nitrogen, nitrate/nitrites, ammonium,

phosphorus) are excreted as a result of fish metabolism

and primarily released to the environment through

the urine [18–20]. While localized effects of nutrient

release are often associated with enrichment effects,

nutrient loading from large or multi-farm operations

have been implicated in potential eutrophication
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processes, with speculation that harmful algal blooms

can be generated and sustained as a result of the

cumulative nutrient enrichment (far-field) effects

from such aquaculture facilities.

Energy consumption, and particularly that

component generated from hydrocarbon-based (fossil)

fuels, is currently a globally recognized sustainability

issue – regardless of the associated activity [21].

Salmon, and other temperate finish aquaculture,

currently operate in remote coastal areas and as a result,

rely upon off-grid source of power for much of the

required operational needs. Expansion of these

industry sectors to satisfy increasing seafood supply

will likely result in further use of such coastal areas

and thereby increase the use and hence the broader

scale effects associated with this use.

The significance of these open net-cage aquaculture

issues, in terms of impact upon environmental and

socioeconomic sustainability, varies among the farm

operational regions and reflects local concerns, values,

and hence how, where, and what priority research

effort is focused. Many of these sustainability issues

are addressed independently, through a variety of

ongoing private sector and/or academic-based research

initiatives, and usually in an effort to continually

improve environmental and economic performance

of the present production model [22].

While a continual improvement paradigm is

a recognized and essential component to maintain

sustainability, typically characterized with ongoing

and relatively minor changes to operational procedures

or infrastructure design (e.g., materials use), a more

dramatic step in the development of sustainable aqua-

culture will be required in order to supply increasing

demands for seafood. The evolution toward sustainable

ecological aquaculture (SEA) systems considers the

array of stressor-impact concerns associated within

current production models with the objective of

designing an approach that incorporates innovative

infrastructure and proactive operational controls [23].
Design and Operational Framework for SEA

Systems: Considerations for Socioeconomic

Sustainability

A sustainable ecological aquaculture (SEA) system can

be defined as a holistic aquaculture approach that uses
the principles of ecology to achieve the goal of

sustainability. It is essentially a blend of two develop-

mental pathways for aquaculture systems, whether

referring to a freshwater or to a marine environment

scenario, i.e., sustainable aquaculture and ecological

aquaculture. In terms of the sustainable aquaculture

component, a sustainable ecological aquaculture sys-

tem endeavors to satisfy the perpetual needs of society

(e.g., ensuring food security, maintaining livelihoods)

while protecting the environment – and do so in

a manner that is efficient and hence economically

viable [22].

Figure 1 illustrates the relationship among the

three facets of sustainability. While the range of

Social acceptance may vary considerably among

communities, and/or given a specific form of aquacul-

ture, the balance between environmental and economic

sustainability is much more objective in nature with

their concurrent evaluation typically resulting in

a compromise that may in fact represent a narrow

range of opportunity. If, for example, all of the criteria

considered necessary to achieve environmental sustain-

ability (top portion of the left gradient) is the goal,

then the associated economic costs may increase

and actually exceed the ability to accomplish the envi-

ronmental objectives (illustrated with a pink portion at

the top of the right gradient). Hence, to achieve eco-

nomic sustainability, a sacrifice along the environmen-

tal gradient of sustainability may be required in the

short-term. As system innovation addresses opera-

tional efficiencies and costs, then the balanced

approach shown with the blue box (Fig. 1) will move

toward the top of both gradients – improving environ-

mental performance while remaining, and potentially

increasing, social acceptance.
Environmental Sustainability: The Ecological Design

of SEA Systems

The configuration and operational design of many

current aquaculture systems are, or could with

minor modifications, be considered environmentally

sustainable. Minor ongoing operational improve-

ments, typically introduced as efficiencies in husbandry

practices, have and will continue to result in the

reduction of environmental effects. For example, the

development and introduction of effective vaccines has
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The inherent balance between environmental and economic sustainability gradients, based upon a comprehensive suite

of sustainability factors/indicators, the associated need for compromise, and the relationship to social acceptance
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dramatically reduced the use of antibiotics, the residues

from which are released to the environment and

presumably neutralized through natural assimilative

processes. The engineering and introduction of

new structural materials (e.g., netting), with greater

breaking strengths and increased antifouling proper-

ties, prevent negative interactions with predators

and reduce maintenance (net washing) costs while

optimizing water quality and flows through the cages.

However, as the demand pressures on current sea-

food supply continues to rise, the scale of coastal pro-

duction (individual farm configuration and/or

regional allocation of farming units) will need to

increase at a rate faster than minor adaptive changes

to existing system designwill be able to occur to remain

environmentally sustainable. Figure 2 illustrates the

hypothetical impacts of increased production on sus-

tainability using seven environmental stressors – stock

escapes (and use of exotic species), release of therapeu-

tic and chemical residues, discharge of organic and

inorganic wastes, and energy use.

Scenario I in Fig. 2 (upper portion) represents the

projected effects of present farm operational models

given a dramatic increase in production with

a limited adaptive response to mitigate the associated

environmental impacts. At present, the magnitude of

independent environmental effects resulting from each
of these seven stressor effects is likely to the left of the

vertical dashed line, which represents the sustainability

threshold for each stressor effect. As production is

increased, through increased farm size and/or the num-

ber of farms within an operational area (density), the

magnitude of stressor effects of any number of these

(and other) operational factors will exceed the environ-

mental, and eventually the social and economic sus-

tainability thresholds.

Scenario II in Fig. 2 (lower portion) suggests how

a sustainable ecological aquaculture approach,

representing a significant shift in fundamental system

design and operational considerations, would proac-

tively mitigate (or eliminate) the impacts of the exam-

ple stressor effects and thereby accommodate increased

production needs. First – use of an integrated multi-

trophic aquaculture (IMTA) production model pro-

vides an inherent increase in system productivity (and

product diversification), yet represents a design and

change in infrastructure configuration that facilitates

interception and use of the organic and inorganic

wastes, generated and released from the fed (fish) com-

ponent, by extractive species such as shellfish, echino-

derms and seaweeds/kelps [24–27]. Second – revised

management practices that comprise protocols

committing to best (e.g., organic) practices/standards

result in strict control over all operational
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Anticipated sustainability impacts of increased farm/regional production based on two developmental scenarios:

(a) magnitude of individual environmental stressor effects without the introduction of appropriate mitigation

measures; and (b) potential mitigation of these stressor effects using a sustainable ecological aquaculture approach

to production
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inputs, including elimination of therapeutics and other

process chemicals, restricted introduction/use of non-

indigenous species, and sourcing of feeds. Third –

integration of renewable energy into system operations

provides a significant and ongoing reduction in the use

of fossil fuels and hence the carbon foot-print of the

operation.
Example: Commercialization of the SEA-System

Approach

The principles of sustainable ecological aquaculture are

currently being applied by the SEA-VisionGroup of com-

panies of western Canada (www.SEAvisiongroup.ca)

in the development and commercialization of its own

SEAfood System. This unique coastal aquaculture pro-

duction system is based on the predominant open

netcage approach used in finfish aquaculture but
incorporates engineering and ecological design com-

ponents that facilitate a scalable transition from single

to multiple species production. In the development of

this new system, the SEA-Vision Group has considered

the social, environmental, and economic pillars of sus-

tainability – resulting in an environmentally efficient,

cost-effective production system that meets the scru-

tiny of both the local community and the consumer.

A description of the key socioeconomic and environ-

ment design aspects of the SEAfood System are

provided in the following sections.

Social Sustainability Considerations Social sustain-

ability is based on acceptance and on involvement. Intro-

duction and commercialization of the SEAfood System in

coastal British Columbia considered three levels of social

engagement – community design input, operational

involvement, and satisfaction of consumer demand.

http://www.SEAvisiongroup.ca
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Community design input was considered essential in

establishing the conceptual framework upon which the

local coastal community would be willing to accept and

support the introduction of a new commercial-scale

production system/operation – one intended to

address the ongoing controversies associated with

coastal aquaculture in the region. In British Columbia,

the aquaculture industry comprises two independent

sectors – shellfish and finfish. Shellfish, which primarily

encompasses self-feeding extractive species such as oys-

ters, scallops, mussels, and intertidal clams, also

includes (and refers to) other extractive invertebrates

that have had their historical use as a harvest fishery

and have recently garnered attention as potential cul-

ture candidates, for example, urchins, sea cucumbers,

geoduck clams, and abalone. The finfish sector was

developed with salmon (indigenous and introduced

species) but has begun to diversify with the introduc-

tion of marine species such as sablefish and rock cod.

Sites best suited to aquaculture in British Columbia

are generally located in remote coastal areas, substan-

tially removed from urban centers and populations.

These areas remain resource-based and under joint

management control of Provincial/Federal govern-

ments and the local aboriginal (First Nation) peoples

that maintain claim over their traditional coastal terri-

tories. In soliciting community design input for the new

SEA-Vision Group production model, the integration

of traditional ecological knowledge (TEK) of the resid-

ing coastal first nation community (the Ka:’yu:’k’t’h’/

Che:k:tles7et’h’ First Nation = KCFN) was a critical

social engagement step [28] in the commercialization

process. Discussion of the SEAfood System conceptual

design with the KCFN allowed input as to species

selection that satisfied the ecological design criteria of

the system yet met the needs and concerns of the

local community. The KCFN conveyed their specific

concerns regarding coastal aquaculture, identified

a suite of indigenous species candidates for the system

design, and provided valuable input into which of

these species would be of most value to their people’s

tradition. A formal agreement as to species use,

restrictions, and other operational criteria was

prepared and has formed the basis for local social

acceptance of the SEA-system approach in this case –

one that also supports the social sustainability issues of

the community.
Operational involvement has also been an important

social sustainability factor for the SEAfood Systemdevel-

opment, providing and supporting direct and indirect

coastal community livelihoods – for example, farm staff,

contract services (divers, harvest vessels), investment.

Integration of local workers into the business, including

those from the KCFN, further supports the social accep-

tance of the approach, allowing ongoing input into

system operational improvements. A continuing work-

ing partnership with the local community is critical to

the success of current operations and the potential for

future operational expansion and corporate growth.

Consumer demand for seafood sustainability

was also an important consideration of the social

engagement process. Many of the environmental issues

associated with open netcage aquaculture have

had a direct influence on consumer acceptance of the

product (farmed salmon), and with an associated and

growing demand for wholesome, sustainably produced

seafood, the design and operational attributes of

the SEAfood System deliberately focused on these

consumer criteria to provide a supply of seafood that

would satisfy these demands. By systematically

addressing this range of environmental concerns,

and by continually and immediately addressing new

issues/concerns as they are realized, the sustainable

ecological approach allows the consumer to be inte-

grated into the continual improvement paradigm of

the approach – and thereby further supporting the

sustainability of the SEAfood System.

Environmental Sustainability Attributes In order

to address, and facilitate improvement among all

of the socio-environmental issues of open netcage

aquaculture in the region, the SEA-Vision Group

system focuses on three design components – its

production model, energy needs, and operational

practices (Fig. 3). This combination effectively

encompasses ecological design (multispecies, IMTA

approach) to reduce the waste/nutrient foot-print,

integrated energy alternatives to reduce the carbon

foot-print; and implementation of best, organic

practices to mitigate the potential effects of antibiotics

and chemical use.

Production Model The ecological production design

of the SEAfood System is based on that of an Integrated
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The SEAfood SystemTM addresses the majority of socio-

environmental issues of open netcage aquaculture using

an effective combination of ecological (multispecies, IMTA)

system design, integrated energy alternatives, and a suite

of best organic practices
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Multi-Trophic Aquaculture (IMTA) model [29]. This

multispecies approach expands upon the monoculture

model for fed (fish) production by integrating a

number of extractive species to intercept and remove

the organic and inorganic wastes generated by the fish.

Two simple criteria are used in the selection of species

for the SEAfood System: (a) each species must fill an

ecological role in the removal of organic and/or

inorganic wastes; and (b) each must have economic

value – a marketable and profitable product [30, 31].

The SEAfood System model developed in British

Columbia combines a single fed species – sablefish

(Anoplopoma fimbria) or Chinook salmon

(Oncorhynchus tshawytscha), with a variety of extrac-

tive species positioned deliberately to facilitate inter-

ception and removal of the organic and inorganic fish

wastes that are released into the environment as

particulates and dissolved nutrients. Downstream of

the fish component is a shellfish (bivalve mollusk)

system that is situated and configured to maximize

the extraction of the fine particulate fraction of the

organic waste streams [32]. Further downstream is

a series of kelp/seaweed grids (Saccharina lattisima or

Porphyra sp.) that are positioned to intercept and

capitalize on the enriched dissolved nitrogenous

wastes. Beneath the entire floating infrastructure of
the farm, sea cucumbers (Parastichopus californicus)

are grown in an ocean-ranching style – released as

juveniles, these animals consume the rich settleable

organic material that would otherwise accumulate

over the seafloor.

Figure 4 illustrates the infrastructure configuration

and spatial relationship of the SEAfood System species.

The various extractive components of the SEAfood

System are situated in such a manner so as to maximize

receipt of the organic and inorganic wastes originating

from the fish. SEAfood System sites – SEAfarms – are

configured with the extractive species downstream and

to one side of the fish component to allow for opera-

tional logistics around the cages (e.g., vessels used for

net changes, harvesting, etc.). Site selection and subse-

quent system orientation thus requires a thorough

physical oceanographic assessment to ensure that

system component placement is in the direction of

the residual tidal flow (downstream).

The total length and production capacity of

a SEAfarm is scalable and is determined by the finfish

production component. In the initial model each

SEAfarm is 200 m in length and includes twelve 15-m

square cages or six 30-m cages. This small operational

foot-print for the fish production component (by cur-

rent industry standards) is considered an additional

environmental benefit to the SEAfood System design,

allowing for better water flow, waste transfer, and overall

assimilative efficiencies among the species components.

Infrastructure compatibility between the extractive

components and that of the base finfish production

system is considered key to SEAfood System produc-

tion capacity and operational efficiencies. A new

suspended shellfish aquaculture system was therefore

designed and engineered to meet the unique needs of

multispecies production. The system, shown in Fig. 5,

uses similar construction materials to that of the finfish

cage (e.g., galvanized steel, high-density polyethylene

flotation billets), provides a production platform with

a number of benefits: (a) strong connection points for

securing to the finfish cage system, (b) a very high

floatation capacity that supports considerable shellfish

production – both in surface area and in depth,

(c) a moving SEA-Tram system that supports multiple,

wind/solar-powered winch systems for on-system han-

dling of shellfish product, (d) adjustable cross-beams

to allow changes to spacing of the shellfish droplines,
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Infrastructure configuration, orientation with respect to tidal flow, and the spatial relationship of the SEAfood SystemTM

species. The integrated multi-trophic aquaculture (IMTA) design aspects of the system support a single-fed component

(FF – sablefish or salmon), a 2-tiered shellfish component (O – oysters; S – scallops) to extract fine organic particulates,

a deposit feeding component comprised of sea cucumbers (C) to remove settleable organics, and a large kelp/seaweed

component to assimilate dissolved nutrients. Urchins (u) are integrated with the shellfish to reduce biofouling and solar

energy is used to power operational components of the system
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and (e) standardized outboard attachment points for

kelp/seaweed lines.

The shellfish component of the first SEAfood

System production model, shown in Fig. 5, comprises

Pacific oysters (Crassostrea gigas) in the surface layer

(1–4m) and Pacific scallops (Patinopecten yessoensis) in

the lower (5–10 m) portion of the water column. With

1.0 m spacing between vertical lines of shellfish trays/

nets, the overall 2-tiered shellfish system comprises

a biofiltration component that is 15 m wide (immedi-

ately downstream of the fish), 10 m deep, and extends

parallel to the finfish cages and the entire length of the

farm (200 m). A SEAfarm of this size thus has the

capacity to physically support approximately 2,600

vertical shellfish lines with each line comprised of 8 oys-

ter trays and 12 scallop nets – a total of 52,000 shellfish

production units.

Kelp lines are attached to the downstream side of

the shellfish component, with a 1.0-m spacing, which
in the current British Columbia SEAfarmmodel results

in a total of 200 kelp/seaweed production lines. These

lines run perpendicular to the shellfish system with the

production grid extending 80 m downstream of the

shellfish structure (although length is only limited by

available space).

The sea cucumber component of the SEAfood Sys-

tem is managed using an ocean-ranching approach that

makes it independent of the floating aquaculture

production units that support the finfish, shellfish,

and kelp/seaweed. Cucumber seed (small juveniles:

2–3 cm) are sowed over the ocean floor (5–10 m2)

and allowed to move freely in the vicinity of the farm

structures, taking advantage of the continual input of

organics originating from the overlying species assem-

blage – fed and extractive components. Once achieving

market size these animals are harvested using divers,

and although a somewhat labor-intensive method, this

extensive approach allows for waste management
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Left photograph: a segment of the SEAfood System’s shellfish component showing the powered SEA-Tram and gantry

for hoisting shellfish droplines. Right photograph: SEA-Tram gantry showing author lifting dropline of scallop nets

using one of the winch components; these six winches have subsequently been changed to electric units with a solar

panel system mounted at the top of the gantry. Battery storage is at the base of the gantry
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across the entire farm rather than just below the source

of the settleable organics (the finfish).

Energy Needs Widespread recognition and growing

concern over fossil fuel consumption trends,

associated carbon emissions, and the global/regional

climatalogical effects of these atmospheric loads are

also reflected at the aquaculture farm scale,

representing a significant environmental as well as

economic (business) impact. For example, in remote

coastal aquaculture operations, the reliance on diesel

fuel to power boats and associated equipment

(hydraulic pumps, winches) represents a significant

impact on operations. In an analysis of the current

shellfish aquaculture industry, it has been estimated

that to produce a dozen [12] oysters using

a suspended (raft) culture approach requires 0.24 l of

diesel fuel over the entire production cycle – this

includes on-farm activities only and does not account

for seed and harvest transport to/from the farm.

Integration of sustainable energy alternatives

(SEA-Power) within the SEAfood System design was

envisioned as another approach to improve upon envi-

ronmental performance (reducing the carbon foot-

print) while addressing this inherent and increasing
operational cost of aquaculture production. As alter-

native energy systems continue to increase in efficiency,

their unit size, weight, materials use, and life cycle

characteristics now lends itself to uses other than satis-

fying the energy needs of large facilities (e.g., homes,

commercial buildings).

Following a detailed site-specific meteorological

assessment, selection, and integration of a solar energy

system has been used within the first SEAfood System

operation to operate the winch systems within the

shellfish production component. Panels at the top of

the SEA-Tram collect solar-derived electrical energy to

maintain a battery storage unit at the base. The 2.0-kW

system for the first SEAfarm site has been designed for

independent operation of six electric winches, each

capable of lifting a maximum of 240 kg (shellfish

droplines). The energy use pattern for the SEA-Tram

is unique, in terms of typical alternative energy system

uses, in that operation of the winch units occur over

a 10–12-h working day, and comprise a series of long-

lift (entire dropline) retrieval as well as short lifts

(vertical moves from one layer of shellfish to the next

for product handling).

Each proposed SEAfarm site will have different

alternative energy sources and will require different
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energy extraction and storage configurations. The shift

between small solar and wind power units, or using

a combination of the two, may be needed to maintain

operational energy needs for this intended use within

a SEAfarm. The size of the farm may also dictate the

need for additional SEA-Tram (and associated energy

units) in order to efficiently manage shellfish produc-

tion levels within this SEAfood System component.

The current model considers a SEA-Tram for each

100-m length of farm – a total of two for the one

discussed in this example (one operating on each end

of the SEAfarm).

Operational Practices Application of organic

operational standards is considered an effective

approach by which many of the other environmental

issues associated with coastal aquaculture, including

food formulations, use of antibiotics and other

chemicals, animal welfare (stocking density), etc., can

be addressed [33].While certified organic standards are

currently under development in North America, it is

anticipated that these operational protocols will be

similar to Standards that are currently in practice in

other jurisdictions (e.g.,Naturland organic standards in

the EU).

Organic standards include strict operational require-

ments for all aspects of the food production. In

aquaculture, the standards dictate specifications for

environmental management, prohibitions on use of

antibiotics and chemicals, animal welfare (stocking den-

sities, humane forms of dispatch), feed composition and

sources, product handling (husbandry, harvesting,

transport), biosecurity, emergency protocols, auditing

requirements, staff training, branding, sales, etc.

Integrating these rigorous practices within the eco-

logically designed SEAfood System further supports

the goal of achieving environmental as well as socio-

economic sustainability. As a third-party-verified

(audited) operational program, a certified organic

aspect provides an important linkage between environ-

mental sustainability practices and the inherent and

ongoing need for social acceptability – a level of assur-

ance to the consumer and to other coastal stakeholders.

The implementation of a certified organic approach is

also beneficial from a business/economic perspective,

in that the approach will allow for further product

differentiation and market access.
Economic Sustainability: The Business Model As

discussed above, the ecological design and operational

practices associated with the SEAfood System address

many of the environmental issues/stressors associated

with current methods of coastal aquaculture produc-

tion, and in doing provides an additional measure of

social acceptability (and sustainability) for this grow-

ing seafood producing sector. However, the sustainable

ecological aquaculture (SEA) system approach is also

inherently more complex than that of traditional pro-

duction approaches – and with increased complexity

comes increased operational (and business) risk.

A cost-benefit analysis of the SEAfood System produc-

tion model, implemented during the early design stage

of system development, is thus an essential exercise in

terms of achieving economic (and business) sustain-

ability [30, 31]. Basic criteria that have been incorpo-

rated into this assessment include the following:

(a) species selection, value and production capacity,

(b) operational efficiencies; (c) economy of scale; and

(d) vertical integration.

Species Selection, Value, and Production Capacity The

choice of species used in the SEAfood System

developed for British Columbia considered social

sustainability, ecological function within the

production model, and market value (profitability).

First, all species used in the system are native (or long

established through introductions), and thereby satisfy

the social issues and potential ecological risks of using

exotic species – particularly in regard to the fed (finfish)

component of the system. Sablefish and Pacific salmon,

although slightly more difficult to culture than the

Atlantic salmon, receive a significantly higher farm-gate

value given the comparatively lower regional supply but

increasing demand for these particular species. This

inherent price premium, coupled with the green nature

of the SEAfood System approach, offsets the cost of

implementing and maintaining the operational

standards required for organic certification – adding

additional value to the fish and offering a variety of

new market segment opportunities.

The selection of the organic extractive species is

a much more difficult task given the number of species

available to satisfy this role within the SEAfood System

[34–37]. Choice of appropriate species ultimately

requires a compromise between extractive efficiency
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and product value. For example, although blue mussels

(Mytilus edulis) are known to be the most efficient

shellfish species in terms of filtration capacity, their

commercial value is much lower than that of other

shellfish species candidates. Therefore, to maximize

the profitability of the shellfish extractive component,

a 2-tiered approach was introduced into the design –

oysters in the surface layer (replacing a mussel) and

scallops in the lower portion of the water column. The

combination of the two extractive species not only

increases the operational efficiency for this component

but also provides a significantly higher farm-gate value

to the overall seafood production model.

The business decision to adapt a much more com-

plex, multispecies production system, and ultimately the

economic sustainability of this approach, will be deter-

mined not only by the values of the individual species

but also by the level of combined production that can be

achieved for the additional, extractive species, the cost of

production (CoP) for these integrated components, and

continued consumer demand for the products.

Assuming that consumer demand remains constant

(although it will likely continue to grow), Fig. 6
Pr
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Sustainable Ecological Aquaculture. Figure 6

Annual harvest proportions and the individual species compo

annual farm-gate sales
illustrates the relative proportions of annual produc-

tion (harvest volumes) among the system components,

as well as the farm-gate value for the various SEAfood

System species in the first SEAfood System operation

established on the Canadian west coast. For each kilo-

gram of sablefish produced from the system, approxi-

mately 5 dozen half-shell oysters, 5–6 scallops, 1–2 sea

cucumbers, and a kilogram of kelp are harvested. It

should be noted that this proportion of species repre-

sents a starting commercial balance for the SEAfood

System and one that will be refined over time to ensure

extractive efficiency of the system. These values also

represent the proportion of annually harvested stock,

and the SEAfood System maintains multiple year clas-

ses of each species.

The pie chart in Fig. 6 illustrates the proportion

(percent) of farm-gate revenue generated annually

from each of the component species. These values

were generated from total annual revenue projected

for four regional SEAfarms, and averaged to provide

standardized estimate of farm-gate sales for a single

facility. The fed component of the system (e.g., sable-

fish) remains the highest value (66.4%), with oysters
Species Component Revenue as a
oportion of Total Annual Farm-Gate
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arvest weight)
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contributing 13.9%, scallops 12.5%, sea cucumbers

5.5%, and kelp 1.8% of the total annual sales revenue.

With operating expenses of 63.5% of the total sales, the

Net Revenue (Total Expenses – Total Gross Revenue) is

36.5%. This analysis indicates that from a business/

economic perspective the SEAfood System is poten-

tially quite profitable, and given these margins would

not only be considered sustainable but would also

support future growth.

Operational Efficiencies The SEAfood System

maintains multiple-year classes for each component

species, ensuring an annual balance between seed

entry and product removal (harvest) for each of these

species. Although intuitively a much more complex

management challenge than a process involving a

single species/product, there are inherent operational

efficiencies – and economic (profitability) gains – that

can be realized within this type of operational system.

The infrastructure design and configuration of this

multispecies SEAfood System represents an adaptation

of the galvanized steel netcage array used in the finfish

aquaculture industry. The majority of species compo-

nents (fish, shellfish, urchins, and attachment points

for the kelp/seaweed) are directly accessible from the

consolidated SEAfood System infrastructure compo-

nents and thus do not require transportation of staff,

materials, and vessels among what might otherwise

comprise independently moored structures. The oper-

ational efficiencies gained through this design are sig-

nificant, and are associated primarily with savings in

labor and the requirement for dedicated working ves-

sels (with fuel and equipment costs). Development of

unique infrastructure (e.g., the shellfish SEA-Tram

component) has further reduced the Cost of Produc-

tion (CoP) within the consolidated multispecies SEA-

food System model. By introducing alternative energy

components to power shellfish winches, the saving in

fuel (estimated from traditional shellfish production

methods) is projected at over 43,000 l annually for

each SEAfarm (based on 0.23 l/dozen shellfish pro-

duced). Fuel costs have continued to burden CoP over

the past decade, and the present and future projections

for the cost of fuel is a continual increase. The shift

from fossil fuels to wind/solar energy is therefore read-

ily justified, and in fact, represents a significant reduc-

tion in CoP and in business (economic) risk.
A shared labor pool will also result in a significant

reduction in overall CoP. While each farm will require

staff for finfish husbandry (feeding, net maintenance,

grading, harvesting, etc.) as well as for the additional,

extractive species component (shellfish grading, net

maintenance, harvesting, etc.), in a consolidated

multispecies system, there is opportunity for staff to

assist in all tasks and thereby eliminate traditional slow

periods in workloads. It is estimated that the SEAfood

System will require 75–80% of the staff that would be

cumulatively needed to independently operate the var-

ious production components.

While these inherent operational efficiencies are

evident within the single SEAfarm operation, further

CoP reductions can be realized through economy of

scale – the addition of multiple SEAfarm sites.

Economy of Scale Compatibility and scalability were

the key design criteria in developing the SEAfood

System. Engineering of unique extractive species

infrastructure, using comparable materials and

assembly lengths, makes the system compatible with

most of the current finfish cage system designs. Further,

and as illustrated in Fig. 4, this manufacturing

flexibility allows scalability in each SEAfarm. The

configuration described in this chapter, for example,

is based on a single array of 12 steel fish cages –

approximately 200 m in length – with the extractive

system components paralleling these structures. Other

farms may choose to use large fish cages, perhaps with

a fewer number, while others may establish very long

farms with greater numbers of fish cages.

Economy of scale for the present SEAfood System

production operation is further realized through

the development of a vertically integrated SEAfarm

Cluster – an operational aggregate of 4–5 production

SEAfarm sites and an affiliated seed (hatchery) facility

(see following section). Each of the production sites is

configured identically as per the first SEAfarm – the

operational template – including infrastructure

configuration and species composition and stocking

densities. The joint management/operation of the

SEAfarm Cluster facilities allow increased production

with a commensurate reduction in the cost of operations

resulting regional efficiencies. Spatial distribution of

a number of smaller SEAfarm units, rather than estab-

lishing large farm facilities, is considered an additional
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design feature in reducing the environmental footprint

of the commercial production system.

Vertical Integration One of the greatest operational

risks associated with a multispecies production model

is the assurance of annual seed supply. While this is

always a challenge for aquaculture (fish, shellfish)

companies, this becomes even more difficult when

the function of the ecological production system

relies on an established biomass for each species

component – fish, shellfish, echinoderms, and kelp/

seaweed.

To optimize and fully control the SEAfood System

productionmodel, vertical integration within the oper-

ational framework includes a small, floating “marine

species” hatchery. The SEAfood-Hatchery capacity is

small by comparison to the current hatchery model,

and is designed to accommodate seed/juvenile produc-

tion for no more than 4–5 SEAfarm sites – allowing

control of seed production of all marine component

species (if salmon is used, these are acquired through

other commercial facilities). The floating (barge-based)

design of the SEAfood-Hatchery supports placement of

this aspect of the overall aquaculture production sys-

tem directly within a SEAfarm cluster (4–5 farms in an

operational area), facilitating use of farm infrastructure

for broodstock management, juvenile rearing, and

other activities that would otherwise be conducted

within a land-based hatchery – saving capital infra-

structure costs, operational expenses, and lowering

the overall cost of production for these integrated

aquaculture systems. This becomes particularly rele-

vant in remote coastal areas where transportation

expenditures for all aspects of production can be

limiting.

Summary of Cost–Benefits Risk associated with any

form of aquaculture, including that of the SEAfood

System approach, the business risks, and hence the

determinants of economic sustainability, are

mitigated largely by the inherent ecological design

and business framework established for this new

aquaculture approach. In addition to the intuitive

environmental benefits associated with the SEAfood

System approach, which directly address societal

concerns associated with traditional aquaculture,

this new production model provides significant

economic benefits/incentives for future industry
commercialization efforts. Specifically, the mitigation

of these risks increase profitability of this ecological

approach that stem jointly from the:

● Selection and integration of high-valued commer-

cial species to the SEAfood System, thereby ensur-

ing a higher combined farm-gate value

● Coproduction of multiple species, providing an

inherent product diversification and reducing the

potential operational or financial risks associated

with single species production

● Reduced Cost of Production, resulting from

a shared labor pool, integrated infrastructure, and

lower per-unit production expenditures for the

SEA-system components

● Inherent, potentially higher margins associated

with a sustainable ecological aquaculture (SEA)

system production approach that is viewed by con-

sumers as natural, and that follows the operational

standards established for organic certification
Future Directions

The sustainability of aquatic food production systems

is currently recognized as a critical issue in global

seafood supply and demand. Environmental effects

resulting from many aquaculture approaches may rep-

resent ecosystem stressors that will not support long-

term sustainability goals given the inherent and

increasing need for marine protein. With the dramatic

shift from a reliance on global fisheries to the produc-

tion of seafood through controlled aquaculture sys-

tems, innovation in design and operational practices

will facilitate the sustainable growth of global aquatic

food production.

The vision for sustainable ecological aquaculture

(SEA) systems is one that will continue to evolve

under a continual improvement paradigm. All three

pillars of sustainability – social, economic,

environmental – and how these will effectively be inte-

grated into the global seafood production process will

necessarily require a multi-disciplinary and collabora-

tive approach of science. Ongoing social pressures

including demand for seafood, concerns over environ-

mental degradation, and growing competition for

space by other coastal foreshore stakeholder will

further dictate the need for increased production
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efficiency. Modifications to SEA system design,

improvements to infrastructure, and integration of

new species, will all support a long-term sustainable

ecological aquaculture (SEA) vision.
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Glossary

Gene stacking Developing transgenic crops containing

two or more transgenes, either by simultaneous

transformation or by hybridizing plants with

different transgenes.

Graminicide A herbicide that specifically controls

weeds in the grass family (Graminae – Poaceae).

Harvest index The ratio of grain to total biomass in a

crop.

Herbicide hypersensitivity The property of certain

genetically engineered crops to be susceptible to

herbicides to which the wild type is naturally

resistant.

Herbicide resistance The ability to withstand a critical

level of herbicide with little or no effect on yield.

Resistance can be natural, evolved, or generated by

mutagenesis as well as by using recombinant DNA

technology (genetic engineering).

Selectivity The ability to differentially control weeds

with little or no effect on a specific crop.

Shattering Premature dropping of seeds before they

can be harvested.

Systemic herbicide A herbicide that is applied to the

leaves but spreads to underground plant organs,
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
and affects these parts of the plant as well as leaves,

or is applied to the soil and also affects leaves.

Target site The specific site to which a herbicide binds,

beginning the cascade leading to plant death.

Transposon A DNA element that can move from one

location in the genome to another.

Volunteer weed Weeds of a plant species that had been

a crop in a previous season.

Definition of the Subject

While transgenic herbicide-resistant crops have been

a boon to agriculture, reducing both production costs

and ecological impacts of farming, weeds have rapidly

evolved resistance to the major herbicide used in trans-

genic crops (glyphosate) [1], rapidly rendering the

technology less sustainable than had been thought

[2]. While no practice in agriculture has been sustain-

able forever, the period of sustainability can be extended.

Methods are outlined to extend both the usefulness to

crops where needed as well as the sustainability of trans-

genic herbicide technologies such as rotations of crops

and herbicides, increasing the targets of herbicide

action, suppressing herbicide targets in rotation.

Transgenically inducing hypersensitivity to herbicides

can be considered as an option for some weeds.

Introduction

Chemical weed control with herbicides has been

a major quantum step that has allowed agriculture to

supply food to a rapidly growing population, decreas-

ing the drudgery of mechanical and manual (too often

fe-manual) control of weeds. It allowed the switch in

the direction of crop domestication from selection of

ever taller grain crops (with lower harvest index) that

were more competitive with weeds, to dwarf “green

revolution” high harvest index crops. This broke the

cycle of weeds continuing to evolve taller forms as a

consequence of farmer and breeder selecting for height

in crops so that the crop would compete with weeds.

The amount of additional arable land that would

have been needed to feed the present populations of

India and China just does not exist in these countries,

and there would have been massive famine had it not

been for the green revolution dwarfing wheat and rice,

and the availability and use of herbicides to control the

highly competitive, taller weeds. There would have
4-5797-8,
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been this famine even if all available natural wild eco-

systems were brought under the plow. Still, the chem-

ical industry has not been able to generate new

herbicides needed for each cropping situation where

they are needed. Some of the older generation herbi-

cides were found to have environmental or toxicological

issues and have been de-registered as regulatory stan-

dards change. Additionally, weeds continue to evolve,

just as they had to previous efforts to deal with them.

Agriculture is not statically sustainable. New strategies

must continuously be developed as previous ones are

lost. So far, agricultural scientists have been successful at

this continuing exercise, coming up with new technolo-

gies to replace lost ones, and delaying Malthus’s nine-

teenth century predictions that due to population

increasing at a higher rate than yields, there would be

starvation. Indeed, typical annual yield increases would

not keep up with population increases, but in every

generation or so a new technology appears, providing

quantum leaps. These included the use of hybrid vigor,

tractors, selective herbicides, the green revolution, etc.,

all leading to major jumps in yield.

Genetically engineered herbicide resistance was

another quantum leap; it allows taking a desired

herbicide with limited use because it is not selective

with a particular crop and then expand its use by

transgenically rendering the crop resistant [3]. The

major herbicide being used transgenically, glyphosate,

indeed has excellent properties; no mammalian toxicity

in realistic amounts; little environmental toxicity, it

kills most weeds, including many that are hard to

control [4]. The latter include weeds that have hidden

buds and/or underground organs that require that

a herbicide be systemic and penetrate to all parts of

a plant to prevent resprouting.
Successes of Transgenic Herbicide-Resistant Crops

It has been argued that no technology has been taken

up as rapidly and as massively as transgenic herbicide

resistance to the herbicide glyphosate [5, 6]. This resis-

tance has only been released in four crops: soy, maize,

cotton, and oilseed rape (canola). Over 80% of the

world’s soybean and most of the maize and oilseed

rape are glyphosate resistant, as is most of the North

American cotton [5]. In the latter case, farmers had
a choice of herbicide-resistant cotton with or without

a transgene encoding the Bt insecticidal gene, and more

farmers cultivated transgenic cotton with herbicide

resistance than with the insecticidal gene. This rapid

adoption by growers occurred despite high “technology

fees” for the seeds, the availability of non-transgenic

varieties, and a predominantly bad public perception

generated by antitechnology, anti-multinational, and

antiglobalization groups. The reasons are simple; the

herbicide is inexpensive and the control package costs

less, a larger spectrum of weeds is controlled, and the

farmers had more flexibility in application timing than

with previous herbicides [3, 6]. This had a major (pos-

itive) environmental impact. Many of the previous

herbicides used were applied to cultivated bare ground

before planting and much herbicide washed (with soil)

into rivers or percolated into underground aquifers.

The rapid dissipation of glyphosate allowed farmers

to apply herbicide to standing weeds before planting,

without cultivation, and then plant into soil-holding

stubble. Spraying requires far less energy than

plowing followed by disk cultivating, with considerable

saving in fossil fuels. It has been estimated that the

amount of fossil fuel saved per year is equivalent to

that which would be saved from removing over five

million automobiles from the roads [6]. This lack of

preplant cultivation (no-, minimum, or eco-tilling)

reduces soil erosion by 95% [6, 7]. It was not just in

industrial USA and Canada where the technology was

rapidly adopted. Argentina had a problem with

a mistake made generations ago; they repeated an ear-

lier mistake of a Mr. Johnson in the USA who intro-

duced a Middle-Eastern weed, Sorghum halepense to

the USA as a pasture grass. This “johnsongrass” turned

out to be a poor pasture grass in both countries, but

especially in Argentina, an excellent weed that propa-

gates by seed as well as by underground buds on rhi-

zomes. Other herbicides would burn off the tops only

to have it resprout; cultivation cut the rhizomes into

multiple propagules, spreading the weed. Transgenic

glyphosate-resistant soybeans, planted into “johnson-

grass” and other weed stubble that kept the soil from

overheating, became a hit [7]. This transgenic soybean

spread rapidly to neighboring Brazil where it was

cultivated illegally until the government changed its

policies due to massive farmer civil disobedience.
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Countries in Europe, though reluctant to allow

farmers the choice to cultivate transgenic herbicide-

resistant maize and soy, have had no choice but to

import them to feed their livestock. The claim that

European agriculture is sustainable without cultivation

of transgenic crops is only correct when the importa-

tion of transgenic feed grains to sustain European live-

stock is politely ignored.

There are those who argue that transgenic crops are

not needed; modern breeding using DNA marker-

assisted techniques can meet all needs. This author

knows only of cases where marker-assisted breeding

has allowed more rapid stabilization of inherent traits,

such as a naturally occurring mutation for herbicide

resistance that also occurs in weeds at a high frequency.

Breeding cannot bring in herbicide resistance traits that

do not exist in that crop species. This can only be done

with recombinant technologies. Mutation breeding is

counter-indicated with crops having related weeds, as

this is not even sustainable in the short term, as

discussed below.
Problems with the Present Transgenic

Herbicide-Resistant Crops

There has never been a rapidly adopted technology that

is not without drawbacks, despite widespread use.

A case in point is the Model T Ford that revolutionized

personal transport, cityscapes, suburbia, and lifestyles.

It was inexpensive and met unforeseen needs. Still, it

could never meet present day fuel, pollution, or safety

standards with its arm breaking hand crank, poor sus-

pension, steering and brakes, and tires that rapidly blew

out. Early cars had detractors who passed regulations

such as to have flagmen run in front of cars so as not

scare horses, not too unlike some of the irrelevant

regulatory requirements for transgenics (e.g., knowing

flanking sequences of insertion sites). Such detractors

rarely call for the rational and much needed regulation

concomitant with all technologies.

The next generations of herbicide-resistant crops

need to evolve to meet new needs and higher standards.

They will be more sophisticated, more efficient, and

their use far more complex than the present ones. The

author hopes that he will not be misconstrued from the

following sections: he is clearly not against the use of
transgenic herbicide-resistant crops, but there are far too

many cases where they are being used injudiciously,

compromising the long-term effectiveness of the tech-

nology. The agronomic, economic, environmental, and

toxicological benefits discussed above should make it

clear that they are needed. Just for those reasons it is

discussed at length how to sustain such useful products.
There Are Not Enough Herbicide-Resistant Crops

Industry has decided for its own (arguably

misdirected) reasons to both limit the crops rendered

herbicide resistant, as well as the markets where they

are sold. Weeds are a major problem in “truck” crops

(intensively cultivated fruit and vegetable crops). There

are very few herbicides registered for use in these crops

and most such crops are hardly competitive with weeds

(imagine un-weeded lettuce or radishes). They must

be intensively mechanically and manually cultivated.

Many such crops have already been transformed using

resistance to the herbicide glufosinate as the selectable

marker. Despite the need for these crops in the field, the

company that owns patent rights to both the gene and

the herbicide steadfastly refuses to register the use of

their gene and herbicide in such crops.

Hand weeding is de rigueur in much of the devel-

oping world, especially Africa due to the small farm

sizes, lack of capital for machinery as well as chemicals.

When transgenic glyphosate-resistant maize was finally

released in South Africa (and marketed to rich, large-

scale farmers) adoption was rapid among resource-

poor farmers. A lady farmer could spray down weeds

on 2 ha with a backpack sprayer in a day, where she

could only hoe weeds on 1 ha in a month, with much

weeded too late. There has been no major effort to

market this maize in other African countries, despite

its potential use in controlling parasitic weeds [8].

Parasitic weeds that attach to roots of major crops

and suck the crops dry before emerging from the soil

and flower are a scourge of major crops in Africa, the

Mediterranean basin, and eastern Europe. They cannot

be controlled by cultivation or conventional herbicides,

facilitating their spread and gain in importance. Fifteen

years ago, it was demonstrated that transgenic crops

with resistance to systemic herbicides with three differ-

ent targets sites of action could be successfully used to
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control parasitic weeds [9]. No transgenic crop has yet

to be marketed with this use in mind. Non-transgenic

maize [10, 11] and sunflowers [12, 13] with mutant

acetolactate synthase genes have been marketed, and

can be used for this purpose. A similar herbicide-

resistant sorghum is also being developed for use in

Striga control in Africa [14]. Parasitic weeds have not

rapidly evolved resistance in maize because at the high

local herbicide levels used with maize seed dressings,

resistance is recessive [15]. At the levels used in field

spraying sunflowers, both parasitic weeds and regular

weeds are rapidly expected to evolve resistance.

Wheat and rice are humanity’s two major food

crops. Before the advent of selective herbicides, wheat

fields were biodiversely multicolored red (from

poppies) or white or yellow (various mustards or

other weeds). These weeds severely reduced yields and

grain quality. The advent of the herbicide 2,4-D after

World War II rid wheat and rice fields of broad leaf

weeds that made fields so pretty to city folk, but dev-

astated farmers. No real sustainable fit resistance has

evolved to 2,4-D among the weeds it so successfully

controlled. Grass weeds, which could not compete with

broad leaf weeds, quickly filled the ecological vacuum

for weeds in wheat and rice. Industry countered by

developing selective graminicides that could control

the grass weeds in wheat and rice, grasses themselves.

One by one grass weeds evolved resistance to the vari-

ous graminicides, most often by using the same

enzymes the crops uses to degrade and detoxify the

herbicide. Initially, the weeds had too low a level of

these enzymes and they slowly evolved upregulated

levels, probably by gene duplication or modifications

in controlling elements such as promoters and

enhancers of gene expression [3]. Thus, wheat and

rice are ideal targets for transformation with genes

endowing resistance to general broad spectrum herbi-

cides such as glyphosate. Such new transgenic wheat

or rice varieties could then be treated with a single

broad spectrum herbicide instead of 2,4-D (or

a related herbicide) together with a graminicide,

a more expensive technology. Both transgenic glypho-

sate- and glufosinate-resistant rice and wheat have been

generated and tested, but neither has been marketed.

There is good evidence that transgenic herbicide

resistance, as presently generated, may well not be

sustainable, even in the short term in wheat and rice.
This is rather certain for rice on a broad scale and for

wheat on a more limited scale. This is due to two

particular weeds, one more limited in distribution

(Aegilops cylindrica) in wheat, and weedy rice in rice.

Neither weed can be controlled by the selective herbi-

cides in these crops, as each is too closely related to the

crop, and are naturally resistant to the same herbicides.

Wheat and rice are thus problematic targets for trans-

genic herbicide resistances that can then provide selec-

tivity between weed and crop. Both weeds are able to

introgress genes (hybridize and then internalize genes)

from the respective crop. Aegilops cylindrica is a weed

composed of two related but distinct genomes and

wheat is made up of three. One genome is common

to both wheat and its hard-to-control weed. When one

mutant non-transgenic herbicide-resistant (Clear-

field™) wheat was developed, the resistant gene

quickly appeared in Aegilops cylindrica in the USA

[16], and other herbicide resistances were shown to

move from wheat to two other Aegilops species in

Europe [17, 18]. Thus, instead of being controlled by

the herbicide, these weeds could again become uncon-

trollable problems.

Weedy rice (also called feral rice or red rice) is

a large group of varied de-domesticated rice strains,

but almost all are the same species as cultivated rice

[19]. The consistent trait of weedy rice is that it shatters

seed; a dominant back mutation from the recessive

non-shattering of the crop. Weedy rice can have other

dominant mutations rendering it ever more feral and

weedy, a regain of secondary dormancy such that some

seeds remain dormant for a few seasons; a dominant

mutation to reddish or purple seed color; long awns,

a dominant mutation to height and to tillering [19].

Weedy rice had been controlled by transplanting nurs-

ery-grown non-weedy domestic rice into cultivated

paddies, giving the crop a month head start. This

labor intensive, backbreaking process is rapidly being

replaced by direct seeding, and weedy rice is celebrat-

ing. The only chemical answer has been a non-

transgenic Clearfield™ rice, and the mutant gene

quickly moves into weedy rice [20]. The Clearfield™

technology quickly became “passé” in tropical Latin

America where it had been used season after season

even during the same years [21, 22].

Thus, it can be seen that where a crop has a related

introgressing weed in the same agroecosystem,
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transgene flow from crop to weed can be a real issue,

especially with a trait such as herbicide resistance.

Transgene flow from crop to related wild species

would be an ecological nonissue as herbicides are not

used in the wild, so there would be no selective advan-

tage to resistance. One must carefully read and inter-

pret the literature claims of gene flow from transgenic

crops to “wild” relatives, (for example, [23]). A close

perusal of the data quickly reveals that there was no

gene flow to wild relatives, but that all the gene flowwas

to weeds of agroecosystems or of ruderal (human dis-

turbed) ecosystems such as roadsides. There are many

basic differences between weedy species and wild

species [24].

There are many crops with weedy or feral relatives

in the same agroecosystems, and these weeds are major

problems in those crops. They include weedy beets,

weedy radish, weedy sunflowers, and especially weedy

sorghum (shattercane) [23, 25–28]. All the weeds are

the same botanical species as the crop, even if botanists

have tagged them with different Latin binomials. There

are no known weedy forms of cotton, maize, or soy-

beans in the vast majority of the areas where these crops

are cultivated. There are no weedy relatives of oilseed

rape in the western provinces of Canada where trans-

genic herbicide-resistant oilseed rape was initially

introduced, but there are in the eastern provinces and

gene flow is a problem there. Thus, there is a Catch

22 situation with many crops: transgenic herbicide

resistance is needed to control weeds related to the

crop, but the transgene will quickly hybridize into

the weed, abrogating the utility of the technology.

As will be discussed in a later Section, the problem

can be overcome by more sophisticated transgenic

technologies.
The Evolution of Weed Resistance

More than 90% of the area covered by transgenic her-

bicide-resistant crops is devoted to one gene (CP4 type

EPSP synthase) and the herbicide glyphosate (Round-

up Ready™) [5, 6]. When this was just released and

being rapidly adopted, the manufacturer saw no reason

to institute any strategies that might delay resistance

from evolving, and the company scientists claimed that

the nature of the herbicide and its mode of action

precluded the evolution of resistance, a view they
maintained well after the first cases of evolved resis-

tance were confirmed [2]. This was despite ample evi-

dence that there was diversity in the level of resistance

among weeds due to a multiplicity of factors, and these

factors could either combine to provide resilient resis-

tance or any given factor could intensify with the same

result [29]. Nature has a way of making fools of those

who claim that something cannot evolve, and has

done so with a vengeance. There has been a propensity

of some of the most pernicious weeds to have the

variability and mutability to rapidly evolve resistance

to many different herbicides.

It may be a question of numbers, these are weeds

that shed thousands of seeds where one or two would

be enough for replacement of parents or it could be that

they are more mutable than others. Thus, weeds in the

genus Amaranthus and Lolium have rapidly evolved

resistance to most herbicides controlling them [3, 30],

and they proceeded to evolve resistance to glyphosate

in various locations around the globe [1], often with

different populations evolving differing modes of resis-

tance. Some of the weeds that evolved resistance were

those where glyphosate was most needed; those requir-

ing a systemic herbicide. Some of these weeds evolved

a “phoenix” resistance. The leaves burnt off and new

shoots emerged from the ashes in a manner similar to

the mythical bird. In Conyza, they emerged from dor-

mant buds at the base of the rosette of leaves [31]; in

Sorghum halepense (johnsongrass) in Argentina and the

USA from the underground rhizomes [30, 32, 33]. In

many of these cases, glyphosate was the herbicide of last

resort, the weeds had evolved resistance (or were natu-

rally resistant) to other herbicides.
Very Few Herbicide-Resistant Genes Have Been

Commercialized

The ease of use, the low price of herbicide, the broad

spectrum of weed control quickly rendered glyphosate

resistance the choice of farmers. The farmers either

believed or wished that weeds would not evolve resis-

tance to glyphosate. Worse yet, competitors of the pro-

ducers of glyphosate believed this hype and severely cut

back on research on discovery of new herbicides and on

developing transgenic resistances to their own

preexisting herbicides, which they thought could

never compete with glyphosate, and by not bringing
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new products to market self-fulfilled their predictions.

The options available to farmers were further reduced

when it came time for industry to reregister older

herbicides. Many companies decided that they could

not justify the outlay for renewed registration because

they thought that other herbicides will never again

compete with glyphosate. Many transgenic herbicide

resistances under development that had value were

never released and at least one that had been commer-

cialized was withdrawn. When glyphosate resistance

was initially released, seed companies continued to

breed conventional varieties to provide farmers with

choice. The less farmers chose conventional varieties,

the less incentive remained to breed them.

The lack of alternatives clearly exacerbated the rate

at which glyphosate resistance evolved and spread. This

in turn was made worse by policies of the manufacturer

who convinced many that resistance could not be an

issue and no management strategies were needed that

might involve competitors’ products that could assist

in sustaining their own technology.
Non-transgenic Strategies to Sustain Transgenic

Herbicide Resistances

There are a series of strategies used to sustain the useful

lifetime of conventional herbicide technologies. These

can extend the useful lifetime of the transgenic herbi-

cide only where there is a no similarity between the

transgenic crop and the weed; that is, such technologies

are poor at dealing with problems such as transgene

flow from crop to related weed. One strategic mistake

with glyphosate-resistant crops was the promotion of

glyphosate for all applications, including preplant

where crop herbicide resistance is not required. There

are other herbicides such as paraquat and inhibitors of

protoporphyrinogen oxidase that provide rapid burn

down of most weeds; with the notable exception being

those that require a systemic herbicide. Thus, any

weeds that might have evolved glyphosate resistance

in previous seasons and germinate before planting

would be controlled by these preplant herbicides. At

least by changing the preplant herbicide, glyphosate-

resistant weeds will not have a head start on the crop.

Crop and herbicide rotations have always been

excellent tools to delay herbicide resistance using con-

ventional herbicides, and they could have delayed
glyphosate resistance, had they been applied. The best

herbicides for use in rotation are those that exert neg-

ative cross-resistance; that is, they are more effective at

controlling resistant individuals that in controlling the

wild type [34]. Still, there have been no reports about

herbicides that preferentially control glyphosate-

resistant weeds. Most cases of glyphosate resistance

evolved following the sole use of glyphosate, season

after season, with no other herbicide that controls the

target weeds used in the interim.

Some herbicide mixtures have been highly effective

in delaying resistance in the past. Resistance evolved

to atrazine in maize where atrazine was used alone,

but not where it was mixed with herbicides in the

chloroacetamide group inhibiting long-chain fatty acid

biosynthesis [35]. These chloroacetamide herbicides

even prevented the evolution of resistance in weed spe-

cies that they did not control; but they must have weak-

ened them to the point that they were unable to compete.

Not all mixtures work equally well, and there are some

rule-of-thumb criteria for choosing good mixtures, such

as having the same persistence, different targets of action,

overlapping weed control spectra, etc. [36].
Genetic Engineering Strategies to Extend the

Sustainability of Transgenic Herbicide

Resistances

From the foregoing, it is clear that many of the prob-

lems with what had been and still is a most useful

agricultural tool, transgenic herbicide resistance, are

derived from the overreliance on a single technology.

If there were more transgenic herbicides to rotate, the

risk would have been spread and each would last for

much longer, and each in turn would have controlled

resistance to the previous one. There are herbicide

chemistries that have less propensity to having herbi-

cide resistance evolve, and should be used more often

in rotations and mixtures. The chloroacetomide herbi-

cides inhibiting long-chain fatty acid biosynthesis have

been heavily used for over 4 decades. The only major

case of resistance reported for this group was when

a rice weed evolved resistance to one herbicide in the

group [37]. The cross-resistance of the weed to herbi-

cides of a different group suggests that resistance prob-

ably was not at the target site of herbicide action. These

chloroacetamide herbicides inhibit more than one fatty
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acid elongase, and resistance at all the target sites would

require the exceedingly rare confluence of a few muta-

tions appearing simultaneously. Resistance due to

catabolism could continue to evolve to members of

this group of herbicides, but the diversity of chemistries

preclude the probability of a single metabolic system

degrading them all.

Industry has dedicated most of its efforts to finding

herbicides that affect single targets of action. Nature

has been wiser; it evolved natural herbicides

(allelochemicals) as part of one of its strategies of

using chemical warfare for one plant species to

compete with others. Many of these allelochemicals

inhibit more than one target site [3]. For example,

sorghum secretes the phytotoxin sorgoleone that

inhibits two separate targets in plants, the psbA pro-

tein in photosystem II and the enzyme HPPD

(4-hydroxyphenylpyruvate dioxygenase) [38], which

are key targets of two separate groups of commercial

herbicides. Two targets would have to simultaneously

mutate for target site resistance to evolve. If the chem-

ical industry could find such multisite inhibitors, the

biotech industry could find or generate genes encoding

enzymes that will degrade them to provide crops with

selective transgenic herbicide resistance. Technologies

such as gene shuffling allow researchers to take genes

that encode enzymes that inefficiently degrade

a herbicide and turn them into usable genes. This has

been elegantly used to generate herbicide-resistant

maize, but so far only published for generating meta-

bolic resistance to the herbicide glyphosate [39], where

additional resistant genes are redundant.

There are ways to extend useful life of the present and

future transgenic herbicide resistances by stacking genes.

There are also ways to deal with crops where gene flow is

an issue, as well as to develop sophisticated systems using

herbicide hypersensitivity to both prevent volunteer

weeds and crop � weed hybrids from going feral. One

can even envisage ways of overcoming weed resistance

after it has evolved, all as outlined below.
Stacking Herbicide Resistances

Two companies have announced that they are stacking

herbicide resistances to preclude some of the problems

that at least one [2] had denied would occur. This will

require the farmer to use both herbicides, effectively
raising production costs. Convincing them to do so

may not be easy. One company is stacking glyphosate

resistance with resistance to dicamba, a herbicide sim-

ilar to 2,4-D in structure and mode of action [40].

Another is stacking glyphosate resistance with resis-

tance to acetolactate synthase inhibiting herbicides

[41]. These may solve many problems, but not all.

Dicamba controls only broad leaf weeds so it may be

effective against the Amaranthus species that evolved

resistance to glyphosate [30], but will have no effect on

the populations of grass weeds such as johnsongrass

and Lolium spp. that have already or will evolve resis-

tance to glyphosate. At high rates, dicamba will kill

some perennial broad leaf weeds, but a high level of

transgenic resistance will be required.

The choice of acetolactate synthase inhibiting her-

bicides as a mixing partner for stacked-gene crops

raises questions, even though these are systemic herbi-

cide. Too many weeds that have evolved glyphosate

resistance such as Lolium spp., the Amaranthus spp.,

Conyza spp., as well as the Sorghum halepense have

already evolved resistance to these acetolactate synthase

herbicides [30, 32], the most resistance-prone group of

herbicides known. Even if this has not occurred in all

populations, it easily can.

The best stacking partners will be with genes

encoding resistance to systemic general herbicides

with multiple target sites of action (mostly yet

undiscovered), and/or with genes encoding resistance

to graminicides, as these are cases where the needs are

the greatest.
Mitigating Gene Flow with Tandemly Coupled Genes

for Herbicide Resistance and Non-weediness

As discussed above, there is a major reservation to

conferring transgenic herbicide resistance on major

crops such as rice, wheat, sorghum, sunflowers as well

as others having related weeds. This is because such

herbicide resistances would be non-sustainable. The

ability to control the closely related feral, weedy forms

of these crops or other closely related weeds residing in

the same agroecosystem as the crop, will soon be lost

due to gene flow. This problem can be precluded by

assuring that any hybrid and future offspring from

a cross of a transgenic herbicide-resistant crop with

an interbreeding weed will lose at least one weediness



1552 Sustainable Herbicide-Resistant Crops
trait, rendering it less fit to compete with its wild-type

brethren, as well as less fit to compete with other

species. In highly competitive ecosystems such as agri-

cultural fields, where hundreds of weed seeds germi-

nate in a small area, and competitive “self thinning”

leaves a single survivor, “less fit” usually means “unfit.”

Thus offspring having lost a weediness trait are off-

spring that cannot establish as a majority of a popula-

tion; at worst, these offspring will remain in an

insignificant frequency in the population, at best, they

will die off completely. This use of a tandem construct

of a herbicide resistance gene coupled with an anti-

weediness gene or genes is the basis of the concept of

transgenic mitigation [42]. The mitigating genes used

can be those genes causing dwarfing, genes preventing

seed shattering, genes preventing secondary dormancy,

and with “root” or “head” crops, genes preventing

“bolting” (premature flowering) [26]. The result is

offspring that are more like the crop and cannot com-

pete with weeds. Because a tandem construct is used,

the herbicide resistance and the mitigating genes are

genetically linked and will not segregate from each

other. Where goes resistance, so goes mitigation. That

this strategy might work has been demonstrated with

transgenically mitigated tobacco competing with wild-

type tobacco as a model system [43, 44], and with

oilseed rape in the screenhouse [45, 46] as well as in

the field [47].

A Special Endogenous Mitigator for Wheat Wheat

has a propensity to naturally introgress genes into wild

and weedy Aegilops species [16–18], including those

with which it has no homologous chromosomes, such

as Aegilops peregrina [48]. It transfers such genes by the

process of homoeologous recombination by which

similar but not identical (homoeologous) chromo-

somes recombine. This recombination does not occur

in the F1 generation, only in backcrosses after some

wheat chromosomes are lost, most notably chromo-

some 4B. Homoeologous recombination would be

deadly to wheat itself; the chromosomes of its three

different genomes would pair with each other during

meiosis causing a spaghetti-like mess. There is a gene

ph1 on this long arm of chromosome 4 in the B genome

(4BL) that prevents homoeologous recombination,

and thus this type of gene flow from wheat to related

Aegilops species can occur only after 4BL is lost. Thus, it
was suggested to insert the gene of choice (herbicide

resistance) on 4BL near ph1 so that they will remain

together, either by homologous recombination onto

4BL or by random insertions and cytologically deter-

mining which occurred onto 4BL [49]. Thus, while the

F1 and some backcrosses with Aegilops could be resis-

tant to herbicides, it is unlikely that the resistance gene

could ever integrate into the Aegilops genome by

homoeologous recombination.
Mitigating VolunteerWeed Establishment Gene Flow

by Engineering Hypersensitivity to Herbicides

An interesting tandem construct was demonstrated

to work in rice to assure that transgenically

glyphosate-resistant rice volunteers cannot survive.

This was achieved by spraying the next crop of

(non-glyphosate-resistant) rice with the herbicide

bentazon. Bentazon is a selective herbicide that can be

used in conventional rice, because rice has an

enzyme that degrades bentazon to nontoxic products.

The transgenic glyphosate-resistant rice contained the

glyphosate-resistant gene in tandem with an antisense

(reverse direction) form of the gene encoding bentazon

resistance [50]. This antisense form suppresses the

expression of the bentazon resistance rendering rice to

be hypersensitive to bentazon. When bentazon is used,

glyphosate-resistant volunteer rice and any hybrids

with weedy rice die.

This strategy has been theoretically extended to

other crops and other herbicide resistances to develop

a seemingly complicated and sophisticated strategy

[51]. Still, such strategies can easily be implemented if

there is an agreement among farmer groups, chemical

producers, biotech and seed companies. The strategy is

to have a series of transgenic varieties with opposing

metabolic herbicide resistances and hypersensitivities

cultured in rotation so that volunteers and hybrids with

weedy forms are killed in alternate generations, and

weedy forms that did not introgress the transgene are

also controlled in each generation. For example, variety

1 contains a gene encoding glyphosate metabolism

(glyphosateR) in tandem with the antisense form of

the gene degrading glufosinate. Thus, variety 1 is

glyphosate resistant and hypersensitive to glufosinate.

Variety 2 has a gene encoding glufosinate metabolism

(glufosinateR) and an antisense form of the gene
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encoding glyphosate resistance. Thus variety 2 is

glufosinate resistant and is hypersensitive to glypho-

sate. Thus, when the herbicides and varieties are used in

rotation, glyphosate use with variety 1 will kill volun-

teers of and hybrids with variety 2, as well as the weedy

wild type. Glufosinate with variety 2 will kill volunteers

and hybrids with variety 1 as well as the wild-type weed

[51]. Other mitigator genes can be added in tandem to

further preclude gene flow. This type of stacking has the

advantage of requiring the use of a single herbicide

during each cropping generation.

As complicated as the strategy may sound, it

requires only that the herbicide and crop seed be bun-

dled (sold together) and that only a single variety is

available each cropping season. Not only does such

a strategy deal with gene flow to weedy rice, it also

will delay the evolution of both glyphosate and

glufosinate resistances. From past experience with her-

bicide resistances, such rotations extend the total

expected useful lifetime of both herbicides well beyond

the sum of expected lifetimes of each, if each had been

used as the sole herbicide without rotation.

Implementation of such sustainability extending

practices is not unknown even though industry typically

cites antitrust laws as preventing joining forces for such

strategies. For example, Australian cotton growers joined

forces with academic experts on resistance management

and industry and decided which insecticides may and

may not be used at different times during the growing

season to delay the evolution of all resistances [52].
Overcoming Transgenic Herbicide Resistance Once

It Has Evolved in Weeds (Science Fiction?)

The following are strategies proposed (for the first

time) for controlling herbicide-resistant weeds once

they have evolved. The first strategy is an extension of

a concept suggested on how to cause insects to commit

chemical suicide [53], which was modified to have

parasitic Striga hermonthica [54], and other

outcrossing weeds such as Lolium spp. [26] commit

chemical suicide. The proposal is as follows: after an

outcrossing weed has evolved herbicide resistance,

either via gene flow from the crop or by natural

means of evolution, the gene(s) responsible must be

isolated. The gene(s) in the antisense form is/are

inserted into a transposon (a DNA element that can
move from one location in the genome to another) that

is compatible with the weed, and multiple copies of the

transposon are transformed into the weed and seeds

bulked up. The weed seeds are sown into a field where

resistance is a problem. For 4–6 generations, alternative

crops and herbicides are used. It is rare that any herbi-

cide kills more than 95% of weeds. The remaining

weeds will interbreed. All offspring of a weed crossing

with others bearing multicopies of the transposon will

also contain the trait and the trait will quickly spread. If

the trait were to be spread by nuclear, Mendelian genet-

ics, only 50% of offspring would bear the trait. Trans-

genic traits are functionally dominant in plants, so even

heterozygous plants with the transgenic override of

resistance are now sensitive to the herbicide, and the

herbicide again can be used. Because of the antisense,

none of the transposon-bearing weeds are now resis-

tant to the original herbicide, and the original trans-

genic herbicide-resistant crop can be grown again. This

strategy is limited to obligate outcrossing weeds, and

would be lost when/if the outcrossing species evolved

self-compatibility. Transposons normally move genes

around a genome, and presumably have moved some

transgenes in the crops already commercialized. Thus,

it might be hard to find scientific regulatory concerns

about such a technology.

Alternatively, the antisense form of the gene overrid-

ing resistance can be inserted into a disarmed (no longer

pathogenic) systemic virus that is specific to the weed,

and the weeds inoculated by virus-coated grit applied by

commercial sandblasting equipment. The virus would

spread and the weeds would be functionally susceptible

to the herbicide. This use of viruses was initially

suggested for producing vaccines to animal diseases in

fodder crops [26]. Most viruses do not reach generative

(sex) cells, which means that every generation of weed

would have to receive such an application, as the trait

will not be inherited. There should be few regulatory

biosafety concerns about the use of a virus that does not

insert DNA into generative cells in seed-propagated

crops, as the trait will not be inherited through seeds.

If a virus can be found that does insert its nucleic acid

into generative cells, a combination of the above two

strategies could be considered; the antisense gene in

a multicopy transposon could be transmitted by such

a virus, and herbicide sensitivity would be conferred on

the virus/transposon infected weed, but also on all its
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offspring. Here, there may well be biosafety concerns

that must be ascertained and dealt with if indeed this

strategy can be determined to be worthwhile.

Future Directions

The present use of transgenic herbicide resistance has

proven itself to be non-sustainable for long periods as

a stand-alone technology without instituting meaning-

ful strategies to keep these technologies in the farmers’

arsenal of weed control options. Similarly and even less

sustainable, is the practice of mutating crops to herbi-

cide resistance, where the crops have interbreeding-

related weeds in the same fields. Both governments

and industry have failed to institute management strat-

egies to sustain such technologies. The lack of govern-

ment regulatory intervention is surprising and

disturbing. The regulatory systems required manage-

ment strategies to delay resistance to transgenic Bt

insect-resistant crops, a small fraction of the transgenic

crops released, but ignored such issues with herbicide-

resistant crops, including the deregulation (i.e.,

permission for commercial cultivation) of transgenic

herbicide-resistant oilseed rape, beets, and rice, all

crops with interbreeding weeds. Governments have

questionable regulatory authority over the non-

transgenic herbicide resistances released in rice, wheat,

sunflowers, and oilseed rape, all crops with related

interbreeding weeds, and a demonstrated ability to

lose sustainability. Perhaps, they should assist sustain-

able agriculture by obtaining such regulatory authority.

The first priority for the future is to learn from the

past and rapidly institute strategies to keep the present

herbicide resistances useful. Unfortunately, neither

industry nor farmers have long-term considerations;

this year’s profitability is all that seems to matter.

Long-term sustainability of profitability is more an

interest of governments, and the regulatory regimes

must be set up to attain sustainability through requir-

ing innovations. Goals and milestones must be set for

instituting management strategies, and then support

academia and industry in testing which are the

most cost-effective strategies for maintaining long-

term sustainability of herbicide-resistant crops, both

of transgenic and non-transgenic herbicide-resistant

crops. Such crops must be available in the future and

are imperative for food security.
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Glossary

C3 photosynthetic system In which the enzyme

rubisco is responsible for the initial fixation

of carbon dioxide. All tree and vine crops, all

cool-season-adapted annual crops, and most

warm-season-adapted annual crops have this pho-

tosynthetic system.

C4 photosynthetic system In which the enzyme PEP

carboxylase is responsible for the initial fixation of

carbon dioxide. A few tropical grasses (e.g., maize,

sorghum, pearl millet, and sugarcane) and a very

few warm-season-adapted herbaceous dicotyledon-

ous crops (e.g., grain amaranth) have this photo-

synthetic system.

CTD Plant canopy temperature depression, the num-

ber of degrees Celsius the plant canopy is cooler

than air temperature.

FACE Free-air CO2 enrichment is a system for study-

ing crop responses to elevated [CO2] under natural

open-air field conditions.

Harvest index The ratio of grain yield to total above-

ground biomass at harvest.

Heat resistance A cultivar is heat-resistant if it has

greater yields of economic product, such as the

weight of grain or fruit per unit land area, than

standard cultivars in hot environments.

Heat tolerance A cultivar is heat-tolerant if it has

a specific process such as germination, vegetative

survival, pollination, or fruit set that withstands
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
heat better than the process does in standard

cultivars.

Subtropical zones Are where the coldest month has

amean air temperature<18�C, there is a long period
(8–12 months) when plants can actively grow

(mean monthly air temperatures >10�C), and only

occasional frosts occur. This zone is located at low

elevations in latitudes between 20� and 30� [26].
Temperate zones Are where there are only 4–7months

when temperatures are high enough for plants to

actively grow (mean monthly air temperatures

>10�C), and there is a long, cold winter. This

zone is located at either high latitudes or at high

elevations in more equatorial latitudes [26].

Tropical zones Are where all monthly mean air tem-

peratures are >18�C, and there is no frost and

minimal chilling. This zone is located at low eleva-

tions between the Tropic of Cancer and the Tropic

of Capricorn [26].
Definition of the Subject and Its Importance

As a consequence of global climate change, air temper-

atures are predicted to increase by about 4�C during the

twenty-first century. Plant physiological and develop-

mental processes respond to temperature by increasing

at low temperatures, responding only slightly at opti-

mum temperatures and decreasing at high tempera-

tures. At high temperatures, the processes can become

irreversibly damaged. Of particular concern for crop

production are the substantial decreases in grain or

fruit production caused by experimentally induced

increases in air temperature that have been observed

in field conditions. In addition, in some zones and

years some crop species already are being subjected to

temperatures that are above optimal. In a small number

of cases, crop cultivars have been bred with develop-

mental and physiological processes that can tolerate

a few degrees higher temperature, such that they are

heat-resistant and produce more economic yield than

standard cultivars in hot environments. Consequently,

it is important to determine the circumstances where

future breeding of cultivars with heat-tolerant pro-

cesses, such that they are more heat-resistant than

current cultivars, can contribute to the sustainability

of crop production during future global warming.
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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Introduction

During the 1990s, accelerating increases in atmospheric

carbon dioxide concentration [CO2] have occurred

leading to the current concentration of 380 ppm and

a predicted level greater than 600 ppm by the end of the

twenty-first century. As a consequence of the increases in

[CO2] and other gases that absorb infrared radiation,

global warming probably already has begun. It has been

predicted that temperature increases of about 4�C will

take place by the end of the twenty-first century in crop

production areas. In some circumstances, these increases

in air temperature could result in substantial decreases in

economic yield if cultivars, management methods, or

crop species are not changed. In contrast, the many

crop plants with the C3 photosynthetic system could

exhibit a tendency for increases in photosynthesis and

productivity as [CO2] continues to increase. Conse-

quently, it is important to determine whether elevated

[CO2] can reduce the potentially detrimental effects on

productivity of increases in air temperature.

Up to now there has been relatively little emphasis on

breeding for heat tolerance in either the public or the

private sector but significant progress has been made

with a small number of crop species [24]. Breeding the

first heat-resistant cultivars by incorporating heat toler-

ance has taken at least 10 years with annual crop species

that are relatively easy to breed. The approach taken has

involved incorporating heat tolerance during pollina-

tion and seed or fruit set [24]. Breeding heat-resistant

cultivars of hard-to-breed perennial species, such as trees

or vines, likely would take several decades and many

resources. The effects of high temperature, elevated

[CO2], and their interaction on crop plants will be

examined. Circumstances where heat-resistant cultivars

could help to sustain productivity in the future will be

discussed, including consideration of potential negative

effects of genes that confer heat tolerance. In addition,

circumstances will be described where attempting to

incorporate heat tolerance may not be justified and

alternative mitigation procedures will be needed.
Climate Change Effects on Crop Plants

Increased Temperature Effects on Crop Plants

From 1950 through 1979, daily minimum temper-

atures increased more than daily maximum
temperatures. However, from 1979 through 2004,

there were comparable increases in daily maximum

and minimum temperatures [75]. Models predict

that daytime and nighttime temperatures will both

increase by about 4�C in the twenty-first century. This

is important because in some cases high nighttime

temperatures have been more damaging to crop pro-

ductivity than high daytime temperatures [24]. There

is some uncertainty with respect to how fast air

temperatures may increase and how much they may

increase in different parts of the world and seasons of

the year.

Higher temperatures can have complex effects

on plants. The approach taken in this analysis is

to determine: what aspect of temperature is most

damaging to productivity (Is it high day tempera-

ture or high night temperature or both and at what

stage of development?); what developmental stage

or physiological process is most damaged by heat

stress; and what extent is economic yield (i.e., grain

or fruit yield) decreased when the developmental or

physiological process is damaged. Answers to these

questions provide the information needed to design

efficient programs for breeding heat-resistant

plants.

The most reliable method to determine the effects

of increases in temperature on productivity is to sub-

ject different plots of crop plants growing in the field to

increases in temperature. Unfortunately, only a few

studies of this type have been conducted. In one of

these studies, plots of cowpea that were flowering

were enclosed with plastic only during the nighttime

hours and a system involving a fan, air-distribution

system, heater, and differential thermostat were used

to raise the air temperature in the enclosure a fixed

number of degrees above ambient air temperature [53].

With this system, daytime conditions on the treated

and control plots were not changed, so it is likely that

the differences in productivity between the plots were

caused by the differences in nighttime temperature.

The cowpea plants exhibited a 4.4% decrease in grain

yield per degree Celsius increase in nighttime temper-

ature above a threshold daily minimum temperature of

15�C [54]. The lower yields were due to reductions in

the proportions of flowers producing pods. In another

field study, sorghum exhibited a 28% decrease in grain

yield and a 30% decrease in seed number when night
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temperatures were increased 5�C for 1 week during

floret differentiation [17]. When rice plots were

subjected to a 4�C increase in temperature both day

and night using open-top chambers, there was

a decrease in grain yield of 18% [47] due to reductions

in spikelet and pollen fertility [45].

Another approach involves growing a crop

cultivar with similar management methods in field

environments with contrasting thermal regimes.

A major problem with correlation studies of this type

is that the different field environments also differ with

respect to factors other than nighttime temperature,

although an attempt was made to minimize these dif-

ferences in the following examples. When cowpea was

grown in four locations in a subtropical zone with

contrasting thermal regimes over 2 years a 13.6%

decrease in grain yield per degree Celsius increase in

average minimum night temperature above a threshold

of 16�C between emergence and first flowering was

observed [32]. The reduction in productivity was

mainly due to reductions in pod set and harvest index

(HI is the ratio of grain yield to total shoot biomass).

Correlation studies also have been conducted where the

productivity of a rice cultivar was examined over

12 years during which time the temperature varied in

a tropical zone [60]. In this case, grain yield decreased

10% per degree Celsius increase in minimum night

temperature.

A third approach involves studies using glasshouses

or growth chambers with artificial lighting systems.

While these types of studies can produce information

on the mechanisms of heat stress effects because many

factors can be kept constant and the studies can be

repeated, they tend not to produce reliable data

concerning the yield losses due to heat that might

occur in field conditions. Studies with cowpea will be

discussed because much research on heat-stress effects

has been conducted with this crop species and there are

indications that some other crop species are affected in

a similar manner. Growth chamber studies demon-

strated that high night temperatures can reduce pod

set of cowpea due to impaired pollination [79], whereas

much higher temperatures during the day did not

reduce pod set [78]. Artificial pollination studies dem-

onstrated that the female part of the flower, the pistil,

was not damaged by high night temperatures [77].

Reciprocal transfers of plants between growth
chambers with high or optimal night temperatures

demonstrated that the stage of floral development

most sensitive to heat stress occurred 9–7 days before

anthesis [1]. This stage is after meiosis, which occurs

11 days before anthesis. Damage occurred at the time

that the tetrads are released from the microspore

mother cell sac [1, 48, 79]. Premature degeneration of

the tapetal tissue and lack of endothecium formation

were observed which could have been responsible for

the low pollen viability, low anther dehiscence, and

low pod set under high night temperatures [1]. Tapetal

tissue plays an important role in providing nutrients

to developing pollen grains and its premature

degeneration could thereby stunt pollen development.

Based on studies with contrasting cowpea genotypes,

Mutters et al. [49] proposed that heat injury during

floral development of sensitive cowpea genotypes

may be due to reduced translocation of proline from

anther walls and tapetal tissue to developing pollen.

Tapetal malfunction has been considered to be the

causal mechanism of much of the cytoplasmic and

genetic male sterility occurring in plant species

[16, 51]. Growth chamber [50] and glasshouse studies

[19] have shown that high night temperatures can

be more damaging to reproductive development of

cowpea under the long days typical of subtropical

zones than under the short days that can occur in

tropical zones.

Why is pod set in cowpea sensitive to high night

temperature while it is not sensitive to much higher

temperatures during the day? Growth chamber studies

demonstrated that pod set of cowpea is sensitive to heat

during a particular time in the night, the last 6 h and

not the first 6 h of a 12-h night [48]. The greater

sensitivity of pod set to heat under long days was

shown to be a phytochrome-mediated effect [50]. Phy-

tochrome-mediated events have a degree of circadian

control occurring at a particular time in the 24-h cycle.

Mutters and Hall [48] hypothesized that there is a heat-

sensitive physiological or developmental process in

pollen development that is under circadian control.

Natural selection would have favored plants in which

this process takes place during the coolest part of the

diurnal period, which is the late night and early

morning.

As with cowpea, day length also can influence

the effect of high temperature on pollination of rice
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[83]. In addition, glasshouse studies have shown

that higher nighttime temperatures that reduced

grain yield of rice also reduced percentage of pollen

germination and spikelet fertility [46]. Studies in

sunlit growth chambers demonstrated, however,

that both high day and high night temperature can

reduce spikelet fertility in rice [84]. If there is

a heat-sensitive process in pollen development that

occurs in the coolest period in the 24-h cycle, it could

be affected by both late night and early morning

temperatures.

From the field and controlled-environment studies,

it is apparent that, depending on the crop species,

increases in night or day temperature of 4�C during

early flowering could cause substantial reductions in

fruit or grain yield. The reductions in yield in cowpea

and rice appear to have been mainly caused by reduc-

tion in pollination. Similar effects have been seen in

some other annual crop species including common

bean [23]; peanut [72, 73]; tomatoes [59]; pepper

[81]; and cotton [70]. The species that appear to be

particularly sensitive to high night temperature

include: cowpea, common bean, pepper, cotton, sor-

ghum, and possibly rice. Few controlled-environment

studies have been conducted of high temperature

effects on perennial crops. In one case, for peach,

higher temperatures resulted in reduced pollen viabil-

ity, lack of synchronization in fertilization, reduced

fruit set, and reduced fruit yield [52].

Where heat stress is most damaging to economic

yield by reducing fruit set and/or seed set, it is a case of

the reproductive sink suffering greater damage than the

photosynthetic source of carbohydrates. Alternative

possibilities for the effects of heat stress include the

photosynthetic source suffering significant damage

that then reduces economic yield, and cases where

both the reproductive sink and the photosynthetic

source suffer significant damage.

For Irish potatoes, economic yield may be reduced

because of heat-induced reductions in photosynthesis

[67]; although initiation of tuberization may be even

more sensitive to heat stress than photosynthesis [66].

Grain yield of wheat may be reduced in hot environ-

ments because of heat-induced reductions in photo-

synthesis and stomatal conductance [68]. However,

high temperatures during the early floral development

can result in infertile pollen and low grain set in wheat
[14]. Consequently, reductions in grain yield of wheat

in hot environments may be due to both reductions

in photosynthesis and damage to reproductive

development.
Elevated Atmospheric Carbon Dioxide

Concentration [CO2] Effects

Analyses of air trapped in polar ice indicates that, prior

to the year 1800, the [CO2] fluctuated between 180 and

290 ppm for at least 220,000 years [29]. Since 1800, ice

core data indicate increases in [CO2] from 280 to

315 ppm by 1958. Direct measurements of [CO2] indi-

cate accelerating increases since 1958 from 315 to

380 ppm by the early 2000s. Predictions indicate

[CO2] could exceed 600 ppm by the end of the

twenty-first century.

Plants with the C4 photosynthetic system evolved

during an early period after the [CO2] became low, and

this system represents a specific adaptation to the low

[CO2] environments of the last 200,000 years. The yield

responses of C4 species to elevated [CO2] are small, and

will not be considered in this analysis. The extent

and nature of the evolution of plants with the C3

photosynthetic system, with respect to low [CO2], are

not known. It is likely that low [CO2]s over

220,000 years resulted in evolutionary modifications

to whole plant processes, such as increases in the ratio

of photosynthetic source to carbohydrate sink tissues.

Consequently, some C3 plants may not be well adapted

to either future or even present-day levels of [CO2]

due to inadequate investment in sink tissues [30].

Photosynthetic rates of these plants may increase

when [CO2] is increased from the current level of

380 ppm to say 600 ppm but the rates may not

increase as much as they would if the whole plant

system was adapted to function optimally at a [CO2]

of 600 ppm. Progress during the twenty-first century in

increasing the productivity of several C3 crops

through plant breeding was estimated as mainly

(77%) resulting from increases in HI with only 23%

due to increases in total shoot biomass [22]. This

indicates these crop species had an inadequate repro-

ductive sink, for agricultural purposes, and with

increasing [CO2] the reproductive sink may become

even more inadequate to support the full photosyn-

thetic potential.
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In early studies using controlled-environment enclo-

sures, doubling [CO2] increased grain yield of various

small grain cereals by 32% and various grain legumes

by 54% at intermediate temperatures [36]. More recent

studies with free-air [CO2] enrichment (FACE) exper-

iments under field conditions, however, gave grain

yield responses to elevated [CO2] that were about

50% lower than those obtained using enclosures [39].

FACE experiments provide responses that farmers are

more likely to get because the crops are grown under

natural open-air field conditions. Yield increases in the

FACE studies were less than the increases in photosyn-

thesis that occurred with short-term doubling of [CO2]

at the same temperature [3, 61]. A possible explanation

for the smaller yield responses to long-term [CO2]

enrichment is the downregulation of photosynthetic

capacity that occurred in the FACE experiments [39].

This downregulation has been attributed to feedback

mechanisms that operate when the supply of carbohy-

drates from photosynthesis exceeds sink demands for

carbohydrates [3]. Limitations by sink demand were

apparent in those FACE experiments where only a small

proportion of the increase in photosynthate supply was

partitioned to grain [39]. The results of the FACE

experiments support the hypothesis that crop plants

are not well adapted to the higher [CO2]s likely to

occur by the end of the twenty-first century.
Interactive Effects of Increases in Temperature

and [CO2]

The interactive effects of elevated [CO2] and higher

temperatures on plants are complex [13]. They can be

simplified if one separates cases where heat stress limits

the reproductive sink from cases in which heat stress

limits the photosynthetic source. In many cases, repro-

ductive development is more sensitive to heat stress than

overall biomass production resulting in a decrease in HI.

For soybean grown under controlled-environment field

conditions, HI progressively decreased with increasing

temperature under either 330 or 660 ppm [CO2] and HI

was lower with elevated [CO2] indicating a more severe

imbalance between the reproductive sink and the pho-

tosynthetic source [6]. Reproductive development of

Pima cotton can be so sensitive to high temperatures

that the plants do not produce either fruiting

branches or bolls [63]. Studies in naturally sunlit,
controlled-environment chambers demonstrated that

elevated [CO2] of 700 ppm did not ameliorate this

problem [64, 65]. Controlled-environment field stud-

ies with rice demonstrated that grain yield decreased

10% per degree Celsius in average temperature above

26�C at [CO2]s of either 330 or 660 ppm [5]. The

decrease in grain yield was mainly due to fewer grains

per panicle. High day and high night temperatures can

cause decreases in viability of pollen grains at anthesis,

increases in floret sterility, and decreases in seed set in

rice [84]. Elevated [CO2] aggravated the heat stress

effect on pollen, causing a 1�C decrease in the threshold

maximum canopy surface temperature after which the

percentage of spikelets having ten or more germinated

pollen grains exhibited a precipitous decline [45].

Heat-induced increases in floral sterility may have

been responsible for the downregulation of photosyn-

thesis observed in rice under high temperatures and

elevated [CO2] through indirect effects associated with

reductions in reproductive sink strength [40].

A studywith genotypes that are either heat-tolerant or

heat-sensitive during reproductive development has pro-

vided unique insights into the interactive effects of high

night temperature and elevated [CO2]. With high night

temperatures, many cowpea genotypes do not produce

flowers, while others produce flowers but no pods and

the few with total heat tolerance produce flowers and

pods [18]. In growth chamber studies with contrasting

genotypes in pots under high night temperature, a totally

heat-sensitive genotype did not produce any flowers and

a partially heat-sensitive genotype did not set any pods

under either 350 or 700 ppm [CO2] [2]. A heat-tolerant

genotype had greater pod production under elevated

[CO2] at both high andmore optimal night temperatures

than a genetically similar cultivar that does not have the

heat-tolerance genes [2]. These results indicate that for

those many annual crops that are sensitive to heat during

reproductive development, incorporating heat tolerance

may also enhance their yield responses to elevated [CO2]

over a range of temperatures [29, 30]. This important

hypothesis should be more completely tested using

other cultivars of cowpea and other crop species.

For cases where the photosynthetic source is partic-

ularly sensitive to heat stress, the interactive effects with

elevated [CO2] are less clear. The review of [3] indicates

that for C3 plants, photosynthetic responses to elevated

[CO2] of individual leaves often increased with
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increasing temperature, up to some maximum temper-

ature, and in some cases biomass responded in the

same way. In field studies with wheat using tempera-

ture-gradient plastic tunnels, the response of grain

yield to elevated [CO2] of 700 ppm increased from

8% at low seasonal mean temperatures of 10�C to

58% at the highest mean air temperature of 24�C
[62]. Other studies with wheat have not exhibited this

interactive effect on grain yield of elevated [CO2] and

high temperature [38]. Irish potato responses to ele-

vated [CO2] of 700 ppm were determined in field

canopy chambers maintained at either moderate tem-

peratures or heat-stress temperatures [58]. Tuber yield

and total biomass were increased substantially by ele-

vated [CO2] in the moderate-temperature chambers.

In contrast, tuber yields in the heat-stress chambers

were very low and there was no effect of elevated

[CO2]. Total biomass production was not affected by

the heat-stress treatment. The authors stated that

“These results should be viewed as preliminary since

they are based on a single growing season and one

variety, but they suggest that elevated [CO2] will not

mitigate the negative effects of high-temperature stress

on tuberization and yield.”

Mitigating Effects of Global Warming on Crop

Plants

Circumstances Where Heat-Resistant Cultivars May

Help to Sustain Productivity

For some of those annual crops in which reproductive

development is particularly sensitive to high tempera-

tures, breeding to incorporate heat tolerance during

reproductive development has produced cultivars that

are heat-resistant in that they have greater grain or fruit

yields than other cultivars in hot environments. Some

examples are provided of where breeding heat-resistant

cultivars may help to sustain productivity as [CO2] and

temperatures increase including some crop species

where heat-resistant cultivars already have been bred,

and rice and wheat because of their global importance.

Cowpea and Common Bean Some emphasis is given

to cowpea because much has been published on breed-

ing for heat tolerance in this crop. A heat-resistant

cowpea cultivar was bred for use during warm seasons

in subtropical zones by incorporating heat tolerance
during reproductive development [20]. Developing

this cultivar required 18 years of breeding. The

approachwas to take an overall process, heat resistance,

that has complex inheritance and divide it into

a developmental sequence of simpler heat-tolerant pro-

cesses which individually were shown to be conferred

by one or twomajor genes [25]. This sequence involved

tolerance at the early floral bud stage that conferred the

ability to produce flowers under hot long-day condi-

tions; tolerance during pollen development that con-

ferred the ability to set pods under high night

temperature; and tolerance during embryo develop-

ment that conferred the ability to produce large num-

bers of seeds per pod under high day or high night

temperatures. A pedigree breeding program based on

this approach and heat-tolerant germplasm are avail-

able that would enable additional heat-resistant cow-

pea cultivars to be bred for use in subtropical zones in

about 6 years [28]. The University of California at

Riverside has heat-tolerant cowpea lines that are avail-

able for use as parents. In breeding for heat resistance,

one of these lines could be crossed with the best avail-

able cultivar for the target production zone. Heat tol-

erance could be incorporated by subjecting a large F2
generation to a long-day field environment with very

high night temperatures (or a glasshouse with very high

night temperature and long days) and selecting plants

with abundant flower production and pod set. The

major gene responsible for heat tolerance during early

floral development and the ability to produce flowers is

recessive [25], and can be fixed by this selection.

A major gene responsible for some of the heat

tolerance during pod set is dominant [44]; conse-

quently, selection during additional generations is

required to fix this trait. During the fall and winter,

one could either select for low leaf-electrolyte-leakage,

as a measure of cellular membrane thermostability,

to indirectly select for heat tolerance during pod set

in the F3 and F4 generations in moderate-temperature

glasshouses or simply advance two generations

using single-seed decent. Many earlier studies have

been conducted using leaf-electrolyte-leakage as a mea-

sure of cellular membrane thermostability with several

crop species [10]. Definitive genetic selection studies

with cowpea have demonstrated that low leaf-electro-

lyte-leakage can be associated with heat tolerance

during pod set [71]. Individuals selected for low
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leaf-electrolyte-leakage under heat stress also tended to

have high pod set in hot environments. Individuals

selected for high pod set in hot environments also

tended to have low leaf-electrolyte-leakage under heat

stress. During the next summer, replicate F5 families

could be grown in the extremely hot field nursery

(or the glasshouse with very high night temperature)

and in parallel nurseries to screen for agronomic traits.

Families would be chosen that have abundant flower

production, pod set, and number of seed per pod under

high night temperature, and suitable agronomic traits

in parallel nurseries. The best individual plants would

be chosen from within these families. In the following

fall and winter, two generations could be advanced in

moderate-temperature glasshouses or in a suitable off-

season field nursery. While making these generation

advances, an adequate quantity of seed should be pro-

duced to enable the F8 lines to be tested for yield and

other agronomic traits in several hot, long-day, com-

mercial production environments during the third

summer. Potential new cultivars would be selected

from these lines and then subjected to one more years

yield testing on experiment stations followed by 2 years

of yield testing on both experiment stations and

farmers’ fields.

Most cowpea is produced in tropical zones, such as

in the Savanna and Sahelian zones of Africa and in

Brazil. Progress has been made in breeding heat-

tolerant cowpea cultivars for use in Africa [56, 57].

The approach used involved crossing heat-resistant

cowpea parents from the University of California at

Riverside with cultivars from Ghana. Selection for

heat tolerance during reproductive development was

conducted in subtropical long-day environments in

California. Final selection for agronomic traits was

conducted in northern Ghana. A modified breeding

method, however, may be more effective for breeding

heat-resistant cowpea cultivars for the tropics than was

used for subtropical zones [28]. Heat-resistant African

breeding lines could be used as parents and all selec-

tion, including that for heat tolerance, should be

conducted in Africa. Selection would emphasize ability

to set pods and maintenance of large numbers of seeds

per pod. Many cowpea cultivars have the ability to

produce about 15 ovules per pod, but they rarely pro-

duce this many seeds per pod. Under optimal field

conditions, the average number of seeds per pod is
about 10. In short-day conditions typical of the tropics,

heat-sensitive cowpea genotypes produced 50% fewer

seeds per pod in a glasshouse with high night temper-

atures than in a glasshouse with moderate night tem-

peratures [19]. In these studies, several cowpea

breeding lines from West Africa were shown to either

have high pod set or maintain large numbers of seeds

per pod under high night temperatures. These lines

could be used as parents to combine heat-tolerance

genes and thereby breed cowpea cultivars for Sub-

Saharan Africa with greater heat resistance.

Future breeding of heat-resistant cowpea cultivars

likely will be done by public plant breeders since as of

2009 there were no significant private breeding pro-

grams for cowpea in the world. Some collaborative

support for breeding heat-resistant cowpea cultivars

can be provided by the University of California at

Riverside [31] and the Kano station of the International

Institute of Tropical Agriculture in Nigeria. Breeding

heat-resistant cowpea cultivars for Africa likely will

proceed slowly because national programs have rela-

tively few resources and other high priorities, such as

the need to breed cowpea cultivars with resistance to

various pests and diseases.

There are many similarities in the responses to heat

of common bean and cowpea [27]. Progress has been

made in breeding snap bean types of common beans

with heat resistance through incorporating heat

tolerance during reproductive development by

selecting for high pod set in glasshouses with high

night temperatures over two generations [15]. In

addition, heat-resistant cultivars of dry bean types

of common bean have been bred [7] by selecting for

grain yield in hot commercial production environ-

ments [8].

Tomato Major contributions to the breeding of heat-

resistant tomato cultivars for tropical zones have been

made by the Asian Vegetable Research and Develop-

ment Center in Taiwan [55]. This tomato improvement

program gave high priority to incorporating genes for

heat tolerance during fruit set. This was achieved by

selecting for high fruit set in field nurseries with

a sowing date that resulted in strong reductions in

fruit set due to heat in sensitivematerials. This program

has produced open-pollinated and hybrid cultivars

with heat resistance, and breeding lines that have
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been released in at least 32 countries. For subtropical

zones, initially, heat-resistant cultivars of tomato were

bred by public programs that selected for fruit set

in very hot summer field conditions, such as in the

Lower Rio Grande Valley in Texas. Subsequently,

since the late 1960s, several private breeding programs

have been breeding heat-resistant hybrid tomato

cultivars for use in the Central Valley of California

and elsewhere. For understandable reasons, these

private breeding programs have not divulged the

methods they have used to incorporate heat tolerance.

Rice A large area of rice is grown in tropical

zones at low elevation between the tropics of Can-

cer and Capricorn. As further warming occurs in

this area the major practical solution is to develop

heat-resistant rice cultivars. Breeding heat-resistant

rice cultivars has received much less attention than

breeding for other abiotic stresses [80] and biotic

stresses or yield potential. Pollen development, polli-

nation, and spikelet fertility are particularly sensitive

to high temperatures. Rice accessions have been dis-

covered that have heat tolerance during flowering,

and potentially useful selection criteria have been

determined including: flowering earlier in the morning

to escape heat; substantial pollen shed (i.e., a large

number of pollen grains on the stigma); and high

spikelet fertility [80]. Significant research on

breeding for heat tolerance in rice has been conducted

by the International Rice Research Institute (IRRI) in

the past (e.g., [43]). Public rice breeding programs,

such as those in China and India, should be able to

develop heat-resistant rice cultivars for use in tropical

zones by using morphological selection criteria

related to pollen and spikelet fertility. National pro-

grams in China already have bred heat-sensitive rice

lines that are male sterile in hot long-day environments

for use in achieving outcrossing in field environments

to facilitate the production of hybrid cultivars of rice

[83]. All that is needed now is for the national pro-

grams in China and elsewhere to select in the opposite

direction and breed rice that is not male sterile in

hot environments by incorporating greater heat

tolerance.

Pima Cotton and Upland Cotton Under high tem-

peratures, cotton plants may not produce fruiting
branches or set bolls with Pima cotton being more

sensitive to heat stress than upland cotton [37]. Since

the early 1960s, selecting for high boll set on low nodes

in very hot field conditions has been an important

component of the public American Pima cotton breed-

ing program [37]. This program has released a series of

six heat-resistant cotton cultivars that have produced

progressively higher lint yields under hot field condi-

tions [42]. Surprisingly, these heat-resistant cultivars

had progressively higher stomatal conductances as

measured in the early afternoon on hot days during

peak flowering and fruiting [42]. The authors argued

that the adaptive advantage of the higher stomatal

conductance appears to be associated with leaf

cooling. A tendency to maintain higher stomatal

conductances may be even more important in the

future since elevated [CO2] can cause stomata to par-

tially close.

Heat-resistant upland cotton cultivars have been

and are being bred for use in subtropical zones by

private breeding programs. Several public programs

are breeding heat-resistant cotton cultivars for use in

tropical zones [70].

Wheat A large area of wheat is grown in both tem-

perate and subtropical zones. As temperatures increase,

some of this production could concentrate in temper-

ate zones; however, heat-resistant wheat cultivars will

be useful in many areas as temperatures increase. Due

to current farmer interest in growing wheat in hot

irrigated conditions, the International Maize and

Wheat Improvement Center (CIMMT) has conducted

a research program to breed cultivars for this environ-

ment. Comparisons of spring wheat cultivars with

contrasting heat resistance growing in hot, irrigated

environments demonstrated that grain yield was posi-

tively correlated with photosynthetic rate and leaf con-

ductance of flag leaves, and canopy temperature

depression [68]. Canopy temperature depression

(CTD) is the number of degrees Celsius that the crop

canopy is cooler than air temperature. Since CTD is

dependent on transpiration rate, it provides an alter-

native to measuring leaf conductance which deter-

mines transpiration rate. The CTD is more effective

for use in selection in that it can be measured more

quickly and covers a larger foliage area than do mea-

surements of leaf conductance. For environments with
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sunny conditions and a large vapor pressure deficit,

CTD was proposed to be a useful trait for selecting

for heat tolerance in wheat grown under irrigated con-

ditions that is correlated with higher stomatal conduc-

tance and greater photosynthesis [4]. Progress has been

made in using measurements of CTD in breeding pro-

grams to enhance heat tolerance in spring wheat [69].

In a different approach, studies with genetic lines of

wheat that varied in heat resistance demonstrated that

low leaf-electrolyte-leakage, as a measure of cellular

membrane thermostability, may provide a useful selec-

tion criterion for heat resistance in wheat [11]. The

authors pointed out, however, that it may only be

valuable as a supplemental selection criterion in final

breeding stages or as a rough selection tool to reduce

a large population into the most likely heat-tolerant

core at the early stages of a breeding program. Similarly,

selection for CTDmay only be useful as a supplemental

selection criterion [69]. For a while at least, breeding

heat-resistant wheat cultivars likely will mainly depend

on empirical selection for grain yield in hot commercial

production environments [9].
Do Heat-Tolerance Genes Have Any Negative Effects

on Crop Plants?

Genes can have negative as well as positive effects on

crop performance due to either pleiotropy, where

a single gene has multiple effects, or genetic linkage.

One method for evaluating the negative as well as the

positive effects of genes is to use backcross breeding to

create pairs of near isogenic lines with and without the

trait. Ideally this should be done by creating several

pairs of lines with different genetic backgrounds to

test for potential gene interactions. The performances

of the pairs of lines are then compared in contrasting

environments to document any positive and negative

effects. Six pairs of cowpea lines with differences in heat

tolerance during reproductive development have been

compared in eight field environments with average

night temperatures ranging from being cool to very

hot in a subtropical zone [32]. Positive effects were

apparent in that the heat-tolerant lines had greater

pod set and grain yield than the heat-sensitive lines in

the very hot environments. A potential negative effect

was detected in that all of the heat-tolerant lines

exhibited a progressive dwarfing with increases in
night temperature due to shorter main-stem

internodes. Performances of the semidwarf heat-

tolerant lines and the standard-height heat-sensitive

lines were compared at different row spacings with

moderate temperatures in a subtropical zone [34].

The semidwarf heat-tolerant lines produced greater

grain yields than the standard-height heat-sensitive

lines when grown under narrow row spacing and sim-

ilar grain yields under wide row spacing. In the good

growing conditions of these experiments, the semi-

dwarf habit of the heat-tolerant lines appears to be

advantageous. In more stressful field conditions and

hotter (i.e., tropical zone) environments, the dwarfing

would be greater and could seriously reduce the com-

petitiveness of the plants against weeds. The dwarfing

associated with heat tolerance may have been due to

genetic linkage with the recessive gene that confers heat

tolerance during early floral development, and lines

are available with heat tolerance during floral develop-

ment that are not dwarfed [33]. Consequently, it

should be possible to breed heat-tolerant cowpea lines

that are not dwarfed. It should be noted, however,

that the dwarfing is associated with greater HI [32]

and may be responsible for the greater yield

response of the heat-tolerant semidwarf line to elevated

[CO2] [2].

Potential negative effects of genes may be discov-

ered by theoretical analysis. Heat tolerance during pod

set has been associated with low membrane leakage in

hot temperatures [71]. Membrane fluidity and func-

tion depend on their chemical composition and

temperature [76]. Membranes with a chemical compo-

sition that is suited to function in hot conditions may

not function as well in cool conditions. No evidence

for this effect has been reported for cowpea. The heat-

tolerant lines had similar grain yields as the

heat-sensitive lines in cool field environments [32].

Lines have been bred at the University of California,

Riverside that have both chilling tolerance during

emergence, associated with low membrane leakage in

chilling temperatures [35], and heat tolerance

during pod set showing that it is possible to combine

these two membrane-dependent traits. In germplasm

screening studies, no association was seen between

heat tolerance during emergence, chilling tolerance

during emergence, and heat tolerance during

flowering [21].
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Circumstances Where Attempting to Incorporate

Heat Tolerance into Cultivars May Not Be Justified

and Alternative Mitigation Procedures Will Be

Needed

There aremany crop species where attempting to incor-

porate heat tolerance into cultivars may not be effective

in sustaining productivity as temperatures increase.

Tree and vine crops are difficult to breed using crossing

and selection among progeny, and no models are avail-

able for incorporating heat tolerance using molecular

transgenic methods that have been proven to be effec-

tive in enhancing heat resistance.

With crossing and selection, it is necessary to eval-

uate large numbers of progeny to find individuals that

have many of the desired traits. In particular, fruit

quality traits are critical for consumer acceptance and

must be maintained. This phenotyping takes extensive

land area and many years with tree or vine crops.

Much molecular work on heat stress has focused

on heat-shock proteins. The classical studies of [82]

demonstrated that leaves subjected to high tempera-

tures (50�C) for short periods (15–30 s) tolerated high

temperatures (55�C) longer than untreated leaves.

Since then there have been many molecular studies of

these heat-shock responses that associated them with

specific proteins [74]. These proteins have been shown

to play a role in enabling seedlings to survive extreme

heat shock but they have not been associated with heat

tolerance during reproductive development [74].

For example, cowpea genotypes with contrasting heat

tolerance during reproductive development [18] have

been examined by several laboratories but no differ-

ences in heat-shock proteins were detected among

them. The heat-shock proteins have not been shown

to be useful in enhancing heat resistance, the economic

yield of crops in hot environments (e.g., reviews by

[12, 76]).

Impacts of future climate changes on some peren-

nial crops in California have been modeled [41]. The

authors concluded that climate change in California is

very likely to put downward pressure on yields of

almonds, walnuts, avocados, and table grapes by

2050; although, they did not include effects of elevated

[CO2] in their analysis. FACE studies with tree species

showed an average 28% increase in aboveground bio-

mass production under elevated [CO2] [39]. Given the
long timescales for orchards and vineyards of about

30 years, temperature increases should be considered

when selecting perennial cultivars for new plantings.

Temperature effects on tree crops can be complex. For

example, some deciduous tree crops have a chilling

requirement that must be met during the winter to

overcome bud dormancy. Insufficient chilling due to

warming in winter could result in delayed opening of

leaf buds and delayed bloom, and the flowers could be

abnormal such that fruit set is reduced [26]. Cultivars

of tree crops are available that have smaller chilling

requirements but removing an orchard and then

replacing it with another cultivar would incur consid-

erable costs since the new orchard would not produce

many fruit for several years [41].

Future Directions

For several important annual grain and fruit crops, incor-

porating heat tolerance during reproductive development

by selecting for seed or fruit set under hot conditions can

be used to breed heat-resistant cultivars that will help to

sustain productivity as air temperatures increase. These

cultivars also may be more responsive to the elevated

[CO2] that will occur in the future. For cases where

private plant breeding companies are unlikely to do

the necessary breeding, such as with rice and cowpea,

more funding and resources should be provided to the

public national and international programs that could do

this breeding.

For annual crops that produce neither grain nor

fruit or for which the main lesion due to heat stress is

reduced photosynthetic function, more efficient selec-

tion methods could facilitate breeding for heat resis-

tance. More efficient selection methods might be

developed if more funds were provided for applied

research on heat tolerance in plants. Over the last

three decades, relatively little research funding has

been devoted to the physiology and genetics of breed-

ing for heat tolerance. In contrast, during this same

period, substantial funding has been devoted to molec-

ular studies of heat-shock proteins which, as of 2009,

has not produced a documented practical benefit to

crop breeding.

For perennial crops, breeding for heat tolerance is

extremely difficult. In this case, alternative mitigation

methods should be pursued. Predictive methods
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should be developed and applied to assist farmers to

determine when orchards should be removed and what

crop and cultivar should be grown instead.
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Glossary

CRE/loxP A site-specific recombination system in

which the CRE recombinase catalyzes recombina-

tion between loxP sequences. A loxP sequence is

34 bp long and consists of two inverted repeats of

13 bp and one spacer region of 8 bp. The orienta-

tion of the loxP sequence is determined by the

spacer region.

Inverted T-DNA repeat Repeat obtained from the

integration of two T-DNA copies at one genetic
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
locus, but with one T-DNA integrated in inverted

orientation compared to the other.

Position effect Influence of the position of a gene in

the genome upon its expression.

Posttranscriptional gene silencing (PTGS) Silencing

mechanism leading to the sequence-specific degra-

dation of target mRNAs and sequence-specific

suppression of translation.

Single-copy transformant Transgenic plant harbor-

ing only one copy of the introduced DNA segment.

Transcriptional gene silencing (TGS) Silencing

mechanism that targets homologous DNA

sequences in the promoter, suppressing transcrip-

tion and correlating with promoter sequence

methylation.

Transfer DNA (T-DNA) The DNA fragment that is

delineated by the right and left border repeats and

is transferred from Agrobacterium to the plant cell

by the type-IV secretion system.

Transgene expression variability Variability that is

higher in a population of transformants than

expected based on gene dosage effects.

Transgenic plant Plant harboring one or more exter-

nal DNA segments that had been introduced and

stabilized by integration into the plant genome. The

foreign DNA is transferred to the plant cell via

Agrobacterium-mediated transformation or direct

gene transfer.
Definition of the Subject

To define the subject in relation to the title, we would

like to emphasize that most of the results and conclu-

sions described below were obtained in the model

plants Arabidopsis thaliana and Nicotiana tabacum

after Agrobacterium-mediated transformation, and in

a limited number of crops, such as wheat, rice, and

soybean, after direct gene transfer. Additionally, most

of the transgenes described below are transcriptional

fusions with the 35S promoter from the cauliflower

mosaic virus. Indeed, to obtain transgenic plants with

high and constitutive expression of a transgene, the 35S

promoter is commonly used. This 35S promoter is very

powerful, because it generally leads to constitutively

high transcript and protein levels of the transgene in

most dicot plants and is not greatly influenced by
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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environmental conditions or tissue types. However,

over the years, it became clear that 35S-driven trans-

gene expression is very variable in the different

transformants of a transgenic plant population with

the same construct. For most analyzed overexpression

constructs containing this 35S promoter, more than

a 100-fold difference in protein accumulation levels

has been observed. Approximately 20% of the

transformants have high recombinant protein accumu-

lation levels, but approximately 80% display an interme-

diate or low and unstable transgene expression.

Additionally, high-expression transformants often segre-

gate progeny plants with low recombinant protein accu-

mulation levels. Thus, it is imperative that for scientific

analysis and applications, the variability of 35S-driven

transgenes is known in different transformants and

generations. In this contribution, the possible causes of

variation in transgene expression in a population of

transgenic plants are discussed and several approaches

to diminish the variability are reviewed.
Introduction

From the mid-1980s on, transgenic plants were gener-

ated by adding one or more genes to a plant’s genome.

Transformation was usually achieved with gold-

particle bombardment or through the gene transfer

process via Agrobacterium tumefaciens, a soil bacterium

carrying an engineered T-DNA vector. The inserted

gene sequence, known as the transgene, can be derived

from any living prokaryotic or eukaryotic organism.

Transgenic plants were originally engineered to address

specific scientific questions and to investigate the plant

biology in general. However, the ability to create trans-

genic plants also opened the way to manipulate crop

plants for better characteristics, such as increased yield,

enhanced quality, pest or disease resistance, superior

tolerance to heat, cold, and drought, and nutritional

improvement. In addition, transformation of plants

allows molecular farming of many limiting compo-

nents, such as proteins, metabolites, fatty acids, and

bioenergy precursors.

To generate transgenic plants, transformation

methods had to be explored and ameliorated. Further-

more, the vectors and expression cassettes for con-

trolled integration and expression of the introduced

transgenes had to be worked out. Once the
Agrobacterium-based system for T-DNA transfer had

been unraveled, the simple view was that a particular

T-DNA sequence could be constructed to be integrated

as a single copy into the plant genome. However, it

turned out that transformants quite often integrate two

to ten T-DNA copies at one locus or dispersed over

several loci [1]. Moreover, the transferred DNA is

integrated randomly and, thus, every transformant

containing the same transgene differs regarding the

integration site and the transgene copy number [2].

Concerning transgene expression, in principle, it is

very straightforward to combine particular gene-

controlling elements with a coding sequence of interest

to obtain a predictable level of transgene expression.

The most frequently used promoter elements are the

promoter of the nopaline synthase gene (pNOS), driv-

ing weak and constitutive expression of the down-

stream transcribed sequence, and the promoter of the

cauliflower virus 35S transcript (p35S), driving in gen-

eral at least 20-fold higher expression levels. Whereas

the majority of transformants with transgenes con-

trolled by the pNOS promoter display the same

mRNA level, independent transgenic lines generated

with a p35S-controlled transgene construct show vari-

able transgene expression with more than 100-fold dif-

ference in recombinant protein levels. In the latter case,

frequently the recombinant protein accumulation levels

in the different transformants are distributed bimodally

[3]. Low p35S transgene expression occurs regularly in

transgenic lines with multiple T-DNA copies, particu-

larly when they are integrated into inverted orientation.

As a consequence, the transgenes are transcribed

convergently [4]. However, also single T-DNA copies

can result in low or even no transgene expression [5].

Originally, the mean of recombinant protein accumu-

lation levels in different transformants was considered

to represent the expression strength of a particular

transgene construct. Afterward, it was realized that

the class of transformants with high transgene expres-

sion correlated better with the transgene expression

capacity [6], implying that all transformants with inter-

mediate and low transgene expression have controlling

mechanisms that result in transgene suppression or

transgene silencing.

A first and visually dramatic example of transgene

silencing was found in plants that overexpressed

gene constructs coding for pigment production in
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wild-type petunia (Petunia hybrida) with purple

flowers [7, 8]. Contrary to their expectations, the

flowers of the transgenic petunia exhibited reduced

and variable instead of increased pigmentation. As

both the expression of endogenes and transgenes were

suppressed, this phenomenonwas called cosuppression

[7, 8]. Later on, the transgene silencing mechanisms

were divided into three groups [9]. One group harbors

the transgene silencing events based on position effects

and heterochromatization. As transgenes integrate ran-

domly, different transformants contain the transgene at

a different chromosomal position and nearby located

chromatin-controlling elements, enhancers and

silencers, are expected to influence the activity of the

integrated gene. The other two groups of silencing

mechanisms operate via homology between the

silencer sequences and the target silenced genes, do

not depend on position, and exert their effects in

trans [9, 10]. Transcriptional silencing (TGS) refers to

the silencing process that suppresses transcription of

the silenced genes based on homology in the silencer

locus-containing promoter region. TGS functions at

the level of prevention of transcription initiation of

the silenced genes; is often accompanied with concom-

itant DNA methylation, altered histone modifications,

and heterochromatin formation; and is stably inherited

through meiosis and mitosis [11]. In contrast, post-

transcriptional gene silencing (PTGS) needs homology

in the transcribed region, results in specific transcript

degradation and/or specific repression of translational

initiation, and resets through sexual propagation

[10, 12].

Here, different parameters that influence transgene

expression in plants are described: (1) the transforma-

tion process, which results in plants with transgene loci

that can be either simple or complex; (2) the different

regulatory sequences used in the transgene expression

construct; (3) the position of the integrated transgene

into the plant genome; and (4) the correlation between

repeat structures and transgene silencing. Several

approaches to minimize the transgene expression var-

iability are discussed: (1) the resolution of complex

integration loci by the CRE/loxP recombination pro-

cess, (2) site-specific or site-directed integration, and

(3) the use of gene silencing mutants to create

a population of transgenic plants with high and stable

transgene expression.
Generation of Transgenic Plants by

Agrobacterium-Mediated Transformation or

Direct Gene Transfer

Agrobacterium-mediated transformation is the most

widely used method to generate transgenic plants

[13, 14], although direct transformation methods are

still very important for certain crop plants (see below).

During Agrobacterium transformation, the transferred

DNA (T-DNA), delineated by the right border (RB)

and left border (LB) repeats, is integrated into the

plant genome by illegitimate recombination. Overall,

approximately one half of the transformants contains

only one T-DNA copy and the other half multiple

T-DNAs (two to ten), integrated at one or several

independent loci [2, 15].

The T-DNA integrates at random in any chromo-

some [2] (Fig. 1) and is as efficient in all five chromo-

somes of Arabidopsis thaliana as in intergenic and

intragenic sequences and in exons and introns (Fig. 1)

[16, 17]. With promoterless selectable markers and con-

secutive selection on those markers, many transformants

could be recovered, indicating that T-DNAs frequently

integrate in transcriptionally active regions [18, 19], but

in the absence of transcriptional activation selection,

many transformants integrated the T-DNA between

genes and in repetitive DNA. Under nonselective con-

ditions, silent T-DNA insertions were found in hetero-

chromatic regions, centromeres, telomeres, and rDNA

repeats [20, 21]. T-DNA integration is accompanied

with small deletions of the plant target DNA and/or

T-DNA ends. Very often, microhomology of 2–10 bp

is observed between the plant pre-insertion site and

the T-DNA ends, suggesting that T-DNA integration

occurs via the nonhomology-dependent double-stranded

break repair [2, 15, 22].

In theory, only the T-DNA, delineated by the LB

and RB, is transferred to the plant cell, but in many

plants, vector backbone sequences are transferred and

integrated into the genome as well [23–26]. Twomech-

anisms might account for this vector backbone trans-

fer. First, the LB repeat could mistakenly be recognized

as initiation site for T-strand production and, as such,

result in the transfer of vector backbone sequences.

Second, the consequence of inefficient recognition of

the LB repeat might be read-through from the T-DNA

into the vector sequences [23, 27]. Both mechanisms
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Random integration of single-copy T-DNAs into the Arabidopsis genome and the similar GUS activity levels yielded by

single-copy 35S-GUS transgenes in the different transformants (Adapted from [17]). (a) Distribution of 18 single-copy

T-DNA transformants on the five chromosomes of the Arabidopsis genome. In nine transformants, the T-DNA is integrated

into an intergenic region and nine in a transcribed annotated gene (indicated in bold). Of these nine intragenic inserted

T-DNAs, six were integrated into an exon and three into an intron (indicated in italics). Centromeres and telomeres are

indicated in vertical black boxes and rDNA repeats in gray boxes. For transformant CK2L129, the LB and RB regions were

fused to sequences of chromosomes 1 and 2. (b) GUS activity analysis in the T2 generation of 20 different single-copy

T-DNA transformants. GUS activity was measured in the leaves of five 6-week-old seedlings per transformant (represented

as a dot). All transformants were homozygous for the T-DNA insertion, except for the transformants indicated in italics. The

average GUS activity level in the five seedlings of the homozygous transformants is marked by a line. The intra-

transformant variability in GUS activity was as high as the inter-transformant variability, except for two transformants

without detectable GUS activity. GUS activity levels are given as units GUSmg�1 of total soluble protein. For transformants

F2Ksb5 and F2Ksb18, the integration position into the genome could not be determined (see a)
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can be distinguished by analyzing whether or not the

LB T-DNA sequences are directly linked to the vector

sequences. The vector backbone transfer and integra-

tion is seemingly not influenced by the plant species,

the explant type used for transformation, the T-DNA

vector replicon type, or the selection [25]. Molecular

DNA blot and polymerase chain reaction analyses

revealed that the vector backbone sequences were

mostly linked to both the LB and RB T-DNAs. In fact,

the complete vector backbone sequence was integrated

between two in tandem oriented T-DNAs, emphasizing

the importance of the second mechanism in which the

integration of complete vector backbone sequences

results from a conjugative transfer initiated at the RB,

followed by copying of the T-DNA, the vector, and

again a T-DNA from a circular template due to read-

through of consecutively the LB and RB [25]. Further-

more, the results demonstrated that neither the RB nor

the LB was efficiently recognized as termination and

initiation sites, respectively [25]. Additional evidence

that the surrounding regions of the border repeats are

important for the recognition of the repeat as initiation

or termination site was obtained from hybrid border

regions. In the absence of the surrounding border

regions, the LB repeat was not recognized as T-DNA

termination site; addition of the natural LB inner

region and occurrence of both the octopine and

nopaline LB regions with their repeats, improved the

correct recognition of the LB repeat when compared to

an LB with only the LB outer region [26].

A number of agronomically important plant

species are still recalcitrant for Agrobacterium-mediated

transformation and are, therefore, transformed with

direct gene transfer methods, such as particle bombard-

ment or biolistics, electroporation, and polyethylene

glycol transformation [28]. A disadvantage of these

techniques is that transformants tend to have multiple

transgene copies integrated as a concatemeric array

at one locus, and contain inverted repeats [29–33].

However, several approaches have been described to

circumvent this problem (see below).
Transgene Loci Can Be Either Simple or Complex

Upon Agrobacterium-mediated transformation, a sig-

nificant number of transformants contain a single-copy

T-DNA insert, but, dependent on the transformation
method used, a high percentage of transformants con-

tain multiple T-DNAs integrated into the plant host

genome. These multiple T-DNA copies are mostly clus-

tered in one genetic locus, but they can also be present

in two or more loci. Multiple T-DNAs integrated at one

genetic locus are organized as direct and/or inverted

repeats of the T-DNA segment. Complex T-DNA loci

were found in many plant species, such as Arabidopsis,

tobacco (Nicotiana tabacum), petunia, and potato

(Solanum tuberosum) [34–38]. As direct and inverted

T-DNA repeats were not found in the bacteria, they are

believed to be formed in the plant cell prior to or

during the T-DNA integration [34, 35, 39, 40].

Twomodels have been proposed for the formation of

multicopy T-DNA loci upon Agrobacterium-mediated

transformation: the replication and the ligation models

[38]. In the replication model, the repeats originate

from a single T-DNA copy that is replicated after intro-

duction in the plant cell and before or during integra-

tion into the genome. This hypothesis is favored because

all T-DNAs involved in repeat structures had analogous

breakpoints in a restriction analysis and because three

identical T-DNA copies were observed after transforma-

tion with a library of T-DNAs containing different

promoters [38, 41, 42]. However, cotransformation

experiments with different T-DNAs originating from

different agrobacteria gave, with a similar frequency,

rise to T-DNA loci with different T-DNAs in direct or

inverted orientation [1, 34, 35, 43–46]. As these T-DNA

structures cannot be formed by replication, but only by

ligation of the cotransformed T-DNA copies before or

during integration [34, 35], the ligation model postu-

lates that repeats originate from extrachromosomal liga-

tion of two or more individual T-DNAs prior to or

during integration into the genome [34] and even that

repeat structures are formed by the cointegration of sev-

eral T-strand intermediates in one target site rather than

by ligation of T-strands [39]. In any case, T-DNA inverted

repeats about the RB, an integration structure that is

frequently observed upon Agrobacterium-mediated

transformation, can only be formed after duplication

of the transferred single-stranded T-DNAs. Sequence

analysis of T-DNA junctions revealed that, during

the formation of T-DNA repeat structures, end-to-end

ligation of double-stranded T-DNAs occurs especially

between right T-DNA ends, whereas recombination

based on microhomology regions and insertions of filler
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DNAwas more frequent at LB junctions [22, 35]. None

of the sequenced T-DNA/T-DNA junctions contained

plant DNA, suggesting that T-DNA recombination and

ligation occurred in the majority of cases before

integration [35].

Analysis of which parameter determined the

structure and complexity of the transgene locus indi-

cated a possible correlation with either the used

Agrobacterium strain, the titer, or the physiology of

the bacterial inocula, bacterial vectors, plant species,

or ecotype, but overall no clear picture was obtained

[1, 34, 38, 44, 47, 48]. Single-copy T-DNA insertions

were found predominantly upon Arabidopsis root

transformation, whereas multiple insertions, especially

organized in T-DNA repeat structures over the RB

occurred in transformants generated by leaf disc trans-

formation [48]. However, this was not found in root

and leaf disc transformants in an independent experi-

ment (M. De Neve and A. Depicker, unpublished

results), indicating that other parameters had to be

involved. Nevertheless, a detailed study revealed that

the structure of the T-DNA integration locus is espe-

cially determined by the transformed target cell [1, 48].

Whereas 20 years ago, Agrobacterium-mediated trans-

formation of Arabidopsis was achieved mainly by in

vitro tissue explant methods, such as root transforma-

tion [49], nowadays floral dip is commonly used [50],

but the obtained T-DNA copy number in transformants

obtained after both transformation methods varies

much. To analyze whether this difference was due to

cotransformation frequencies or to replication in the

plant cell, several floral dip and root transformations

were done with mixtures of Agrobacterium strains,

each carrying one or two different T-DNA vectors,

allowing to trace back the origin of complex T-DNA

loci [1]. Although the cotransformation frequencies of

T-DNAs originating from different agrobacteria after

floral dip and root transformation were comparable,

and the frequencies of T-DNA originating from one

bacterium only slightly higher than those after floral

dip transformation, the T-DNA copy numbers in the

transformants differed completely. Upon floral dip

transformation, on average T-DNA copies were inte-

grated at one genetic locus versus one to three after root

transformation [1]. The cotransformation frequencies

might explain the T-DNA copy number in most root

transformants, but not in floral dip transformants.
Therefore, it was postulated that T-DNA replication

of a single T-strand occurs in the plant cell before or

during T-DNA integration and that its frequency is

much higher upon floral dip than upon root transfor-

mation [1]. Because the same Agrobacterium strains

had been used in both transformation methods, not

the bacterium but the type of target cell determined the

complexity of the T-DNA pattern [1].

In general, transformants obtained after direct gene

transfer contain more transgene copies than after

Agrobacterium-mediated transformation [30–32]. In

maize (Zea mays), comparison of transgene copy num-

bers and RNA expression levels upon transformation via

direct gene transfer and Agrobacterium-mediated trans-

formation revealed that more than 90% of the

transformants obtained after Agrobacterium-mediated

transformation harbored fewer than three T-DNA cop-

ies, while most of the transformants obtained after

particle bombardment contained more than three cop-

ies [32], of which some of the transformants contained

as many as 100 copies of the transgene [32]. Another

observation was that the transformants obtained after

Agrobacterium-mediated transformation displayed a

higher transgene expression than after particle bombard-

ment. Besides the expected positive correlation between

transgene copy number and transgene expression, fre-

quently a negative correlation between gene dosage and

transgene expression was observed (see below) [51].

Recent research revealed that more single-copy

integrants could be obtained by particle bombardment

when a limited quantity of DNA was used for bom-

bardment [52, 53]. A decrease in DNA from 1.5 to

2.5 ng per shot resulted in an increase of single-copy

transformants from 30% to 70% [52, 53]. The 10%

reduction in transformation efficiency was more than

compensated by the more efficient screening for single-

copy transformants [53]. Additionally, complex inte-

gration patterns could also be avoided when cassette

DNA, harboring a promoter, a coding region and

a 30 end region, instead of whole plasmids were used

for bombardment [52, 54–56].
Regulatory Sequences Have a Major Impact on

Transgene Expression and Expression Variability

To obtain transformants with high and stable transgene

expression, the construct should be designed carefully
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because several sequences might have a great impact on

the transgene expression and expression variability.

Especially, the selected promoter that drives the trans-

gene expression will determine the accumulation

levels of the transgene transcript and, indirectly, of the

transgene-encoded protein. Since the beginning of chi-

meric gene constructions, plant scientists predomi-

nantly chose the 35S promoter of the cauliflower

mosaic virus as a strong and constitutive promoter to

overexpress a coding sequence of interest [57] and for

the promoters of the nopaline (pNOS) and octopine

(pOCS) synthase-encoding genes, as weak promoters,

for instance to drive the selectable marker genes in

dicots.

The strength of the 35S promoter increases when

upstream activator sequences are added [58], but as

a consequence, single-copy transgenes driven by a 35S

promoter with two upstream activator regions are

more prone to gene silencing [59–61]. In general,

silencing frequency correlates positively with the pro-

moter strength [61–64]. Indeed, silencing did not

occur frequently when a weak pNOS promoter was

used [62], whereas the 35S promoter is very prone to

transgene silencing, most probably because the high

expression leads to transgene RNA accumulation levels

above a certain threshold that triggers RNA degrada-

tion [65]. Strikingly, promoters do not only influence

the levels, but also the variability of expression in

a population of independently transformed plants

with the same transgene [66]. Transformation of

Arabidopsis plants with a p35S-b-glucuronidase (GUS)
construct resulted in a bimodal expression pattern,

with more than 80% of the primary transformants

showing a very low and less than 20% a high GUS

accumulation [3, 66]. The mannopine synthase pro-

moter (pMAS) yielded gene expression levels that were

only slightly lower than those of the 35S promoter, but

the variation in transgene expression was at least eight-

fold lower [66]. The bimodal character of the p35S

promoter versus the normal distribution of the

pMAS-driven gene expression suggests that silencing

phenomena occur less frequently in plants transformed

with pMAS than with p35S.

Not only the promoter, but also the codon usage

might play a role in determining the transcript stability

and/or translation efficiency. For Arabidopsis, highly

expressed endogenous genes seem to contain a C at
the third codon position, whereas genes with low

expression levels have predominantly a T in that posi-

tion [67]. By adapting codon usage in the green fluo-

rescent protein (GFP)-encoding gene toward a higher

proportion of codons with a C or a G in the third

position, more highly GFP-expressing plants were gen-

erated [68]. Additionally, the nature of the coding

sequence and the sequence composition seem to be

important parameters in determining the transcript

accumulation and/or threshold above which silencing

is initiated [62, 69]. The transcript levels of the three

reporter genes GUS, GFP, and streptomycin

phosphotransferase (SPT) controlled by the same

p35S, varied, reflecting the expected dissimilar tran-

script stability and turnover for different sequences.

Furthermore, other effects also determined the tran-

script accumulation because the steady-state transgene

transcript levels in transformants containing two cop-

ies of the GUS transgene were lower than in those

carrying only one copy, while in transformants with

two copies of the SPTor the GFP genes, the levels were

higher than those with only one of the respective genes.

The transcript length and GC content of the coding

sequences were unlikely to be primary determinants for

the gene-specific threshold for the silencing trigger

[69]. Indeed, although the GFP and SPT transgenes

have almost identical transcript lengths and similar

GC content, silencing was activated at a different copy

number. Silencing of GUS expression was already

observed in plants with three P35S-GUS copies, while

GFP and SPT expression were only reduced in plants

carrying five or more 35S-GFP and nine or more

35S-SPT copies.

In tobacco plants, different 50 leader sequences

were modulated by P35S-driven expression [6].

A 31-nucleotide random leader stimulated translation

20- and 100-fold compared to the nine- and four-

nucleotide synthetic leaders, respectively. However,

the 30-nucleotide satellite tobacco necrosis virus leader

and both the 79-nucleotide tobacco mosaic virus

(TMV) and the plant chlorophyll a/b-binding protein

(66-Cab22L) leaders were approximately two- to three-

fold and fivefold stronger than this 31-nucleotide

random leader, respectively [6]. On the contrary, the

50-untranslated regions (50 UTRs) of MAS and TMV

did not influence the transgene expression variability

[66]. Similarly, also four terminators (tMAS, tNOS,
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tG7, and tOCS) were analyzed for their effect on trans-

gene expression, but none affected levels and variability

[66]. That especially certain combinations of different

elements can lead to high and stable transgene expres-

sion was clearly demonstrated [70]. The combination

of the strong ß-phaseolin promoter, with the 50 and 30

regulatory sequences of the arceline 5-I gene and effi-

cient endoplasmic reticulum-targeting signals boosted

the expression of an antibody fragment to 36% of the

total soluble protein in Arabidopsis seeds. Furthermore,

the variation in transgene expression was very low [70].

A significantly increased level of transgene expres-

sion can be observed for particular intron-containing

transgenes when compared to their respective intronless

constructs. This phenomenon, designated “intron-

mediated enhancement,” has been demonstrated both

in monocots and dicots [71–74]. The ability of an

intron to enhance transgene expression depends on

the sequence and position of the intron within the

transgene [72, 75]. Generally, stimulation of mRNA

accumulation decreases with increasing distance of

the intron from the promoter and its effect is greatly

diminished or entirely lost when the intron is placed in

the 30 UTR [71, 75]. The mechanism of intron-

mediated enhancement is largely unknown, but has

been postulated to be due to an increased accumulation

of mRNA, enhanced transcript stability, and/or an

enhanced translation [71, 72, 74, 76].

The effect of matrix attachment regions (MARs)

on transgene expression levels and stability is still

unclear and contradictory results have been obtained

[66, 77–79]. In some studies, MARs significantly

increased the average protein accumulation levels in

transgenic plants and reduced the transgene expression

variability [80–83]. For instance, the chicken lysozyme

MAR (chiMAR) reduced the expression variability by

seven- to eightfold in transgenic potato [83], whereas

this chiMAR had no influence on the transgene expres-

sion levels and variability in Arabidopsis transformants,

unless the gene silencing mutants were used as genetic

background for transformation [3, 66, 78, 84]. The

lack of positive effect of the MARs was caused

neither by the transformation method, nor by the

plant species used for transformation, because

this chiMAR did not influence the Arabidopsis

transformants obtained after root or floral dip

transformation and the tobacco transformants [78].
Moreover, a tobacco-derived MAR sequence had

no positive effect on transgene expression in the

Arabidopsis wild-type Columbia-0 transformants [78].
The Influence of the Integration Position on

Transgene Expression

Although the presence of multiple transgene copies,

especially in inverted orientation, is the major trigger

to induce transgene silencing (see below), also single-

copy plants can show variation in transgene expression

and undergo transgene silencing [5, 17, 60, 85–88].

Two general explanations for the inactivation of

single-copy transgenes have been proposed that are

not mutually exclusive: recognition of a transgene as

foreign DNA and subsequent TGS and neighborhood

of spreading heterochromatin domains. In the first

explanation for position effects, transgenes might be

recognized as nonself sequences, and especially the

difference in GC content of the transgene versus the

flanking sequences might induce chromatin changes

and epigenetic variation [12, 89]. Indeed, a single

copy of the GC-rich A1 gene from maize became spe-

cifically methylated in transgenic petunia (Petunia

hybrida), while the homolog of gerbera (Gerbera

hybrida), with a GC content similar to that of petunia,

remained unmethylated [89, 90]. In the second

explanation, position effects result from heterochro-

matization of the transgene integrated close to hetero-

chromatin domains, which is similar to the position

effect variegation, extensively studied in fruit fly

(Drosophila melanogaster). Thus, also in plants, the

chromosomal position of a transgene is expected to

cause variability in transgene expression [9, 91]. In

petunia, single-copy transgenes were strongly silenced

when they were integrated into a highly repetitive

region [5]. Likewise, two single-copy transformants

were identified with unstable transgene expression

that were integrated into intercalary and

paracentromeric locations [85], while the two stably

expressing loci were integrated into the vicinity of

telomeres and flanked at least on one side by plant

DNA with AT-rich regions. However, the number of

examined cases is limited and T-DNA insertion

into heterochromatic regions has been demonstrated

not to be necessarily associated with transgene

silencing [16].
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To determine whether the integration position had

a major effect on transgene expression variability, a large

transformant population had been screened for single-

copy T-DNA transformants and the transgene accumu-

lation levels were compared [17]. Twenty single-copy

transformants were selected based on antibiotic resis-

tance marker expression and in all of them the T-DNA

integration was characterized at the sequence level in

the Arabidopsis genome (Fig. 1a). In 18 of the 20

transformants, the p35S-driven GUS expression was

high and stable in two subsequent generations. Further-

more, the GUS activity levels in these 18 different

transformants could be considered as similar, because

the intra-transformant variability was as high as the

inter-transformant variability (Fig. 1b). Integration

into an intergenic or genic region and into an exon or

intron did not result in differential transgene expres-

sion (Fig. 1) and, additionally, integration into a gene

in sense or antisense orientation had no influence on

the transgene expression, indicating that overlapping

transcription from the endogene and transgene did not

induce transgene silencing in Arabidopsis [17].

Another hypothesis was that transgene expression

might be reduced by the absence of MAR sequences

near the T-DNA integration site or by the presence of

neighboring highly methylated sequences [92, 93].

However, no general correlation with these factors

was observed [17]. There has also been some debate

on the influence of vector backbone sequences,

cointegrated into the plant genome on transgene

expression. In a first report based on the observation

that two unstably expressed loci harbored binary vector

sequences directly contiguous to the right T-DNA

border, whereas two stably expressed loci contained

no vector backbone sequences, vector sequences were

postulated to trigger TGS [85]. Later, several studies

showed that the integration of vector sequences, even

with a GC content strongly diverged from that of the

plant genome, had no negative influence on transgene

expression [17, 94, 95].

In general, one can conclude that in Arabidopsis, the

integration position of single-copy T-DNAs does not

strongly influence transgene expression [17, 62, 94],

but one should take care not to extrapolate this finding

too far. The Arabidopsis genome is small (125 Mb) and

has a low amount of heterochromatic DNA, while the

genome of Drosophila, in which position effect
variegation is often observed, is comparable in size,

but consists for one third of centric heterochromatin

[96]. Also, one should be aware that all the above-

described observations were based on transformants

that were selected on the expression of one selectable

marker on the same T-DNA, implying that silenced

heterochromatic T-DNA insertions were not recovered.

Indeed, an increased number of T-DNA integrations

into heterochromatic regions were found without

selection in Arabidopsis [20, 21]. Apparently, the kana-

mycin selection had failed to identify approximately

30% of all integration events, because the expression

of the selectable marker was absent or very low [21].

Analysis revealed that not PTGS, but TGS, caused this

discrepancy in transformation efficiency. Furthermore,

the integration sites of the lines with silenced

transgenes mapped to heterochromatic regions,

including telomeres, centromeres, and rDNA repeats

[20, 21], which are regions that are significantly under-

represented in T-DNA integration studies with

transformants identified by selection [21].

Nevertheless, the holy grail of plant biotechnology

is to integrate the transgenes into the plant genome via

homologous recombination. Indeed, in contrast to

yeast and the moss Physcomitrella patens, the frequency

of transgene integration via homologous integration is

extremely low.When compared to random integration,

targeted integration of a transgene into the homolo-

gous sequence of the plant genome occurs in the range

from 0.01% to 0.1% [97, 98]. Several approaches, with

variable success, have already been applied to detect gene

targeting events among the random integration events:

(1) application of gene-specific selection or screening for

the target genes; (2) use of positive–negative selection

and, hence, reduction of the transformants with ran-

domly integrated transgenes; and (3) overexpression of

genes involved in homologous recombination in yeast,

such as the RAD54 gene [99–101]. Additionally, induc-

tion of double-stranded breaks in the genome has

been reported to result in an increased targeted inte-

gration frequency [102, 103]. Nowadays, these double-

stranded breaks are produced by zinc finger nucleases

(ZFNs) [104–106]. These ZFNs are synthetic restric-

tion enzymes that can be specifically designed to cleave

virtually any long stretch of double-stranded DNA

sequence [107]. A defective GUS:NPTII reporter gene,

carrying a recognition site for ZFN and integrated at
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various chromosomal sites in ten different tobacco

lines, was restored via homologous recombination in

10% of the transformed protoplasts, regardless of the

chromosomal position of the reporter gene [105].

Approximately 20% of the GUS:NPTII reporter gene

was repaired solely with homologous recombination,

but the other events still contained additional DNA

insertions and deletions [105]. Moreover, ZFNs are

probably a promising tool to efficiently achieve

targeted integration into plants. Once this procedure

is optimized, plants with high, stable, and predictable

accumulation levels of important heterologous pro-

teins might be obtained with an increased frequency.

Correlation Between T-DNA Locus Structure

and Homology-Based Silencing

Based on the gene dosage rationale, screening for

transgenic plants with multiple transgene copies

might be predicted to result in plants with high trans-

gene expression. A direct correlation between transgene

copy number and expression level has indeed been

reported [51, 62]. However, also the inverse correlation

is observed with p35S-driven transgenes inserted as

convergently transcribed inverted repeats: the repro-

duction of the expression of the inverted repeat trans-

gene copies is much lower than that of a single-copy

transgene [51, 108].

Increased Transgene Dosage Can Result in PTGS

Below a certain number of identical p35S-driven

transgenes, gene copy number and expression correlated

positively [62]. Transgene expression seemed stable and

high over all generations analyzed and a comparable

expression level was obtained for all independent lines

harboring the same copy number of a certain trans-

gene. However, once above a certain copy number, gene

silencing occurred, implying that silencing was trig-

gered by threshold concentrations of either transgene

transcript or another product of transgene expression

(Fig. 2) [62]. In many reports, the correlation between

high transgene copy number and transgene expression

was negative: the higher the copy number, the lower the

expression level per gene copy [59, 61, 109]. Not the

copy number per se, but especially the arrangement

of the transgene copies in one genetic locus, seemed

responsible for the low transgene expression. Indeed, as
described above, multiple T-DNAs at one genetic locus

are frequently integrated as a direct or an inverted

repeat (Fig. 2) [1, 34, 35].

Several other examples show a correlation between

transgene silencing and the presence of tandem repeats,

which might be linked to exceeding the mRNA thresh-

old level above which PTGS is initiated (Fig. 2)

[59, 110, 111]. The same is true for transgene loci that

are not silenced under hemizygous, but become

silenced under homozygous conditions, as, for

instance, in tobacco and Arabidopsis [60, 87, 112, 113].
Convergent Transcription from Inverted T-DNA

Repeat Structures Is a Strong Trigger for PTGS

Invariably, convergently transcribed 35S-driven

transgenes from invertedly repeated T-DNAs are

posttranscriptionally silenced to a level that is only 1%

or less of the single-copy transgene (Fig. 2) [4, 51, 59, 61,

108, 113–118]. Additionally, invertedly repeated

transgenes can very efficiently silence in trans homolo-

gous sequences located elsewhere in the genome

[51, 108, 117, 119]. This direct correlation between

invertedly repeated trangenes and transgene silencing

has been demonstrated experimentally by the deletion

of one of the transgenes from the inverted repeat that

released transgene silencing and a 100-fold increase in

expression [108]. Indeed, in two parental lines, harbor-

ing two invertedly repeated 35S-driven GUS genes,

the GUS activity was low and both the coding

sequences and the center of the inverted repeat were

densely methylated. Homologous transgenes at other

chromosomal positions were silenced in trans by the

inverted repeat silencer locus [108, 118]. Removal of

one of the GUS copies from this silencer locus by the

CRE recombinase resulted in all cases in constitutively

high GUS expression, a significant decrease in methyl-

ation and lack of in trans silencing capacity [108, 118].

Strikingly, the spacer region in-between the two

invertedly repeated transgenes seemed to determine

the efficiency of transgene silencing. The presence of

an 826-bp non-repetitive spacer region in-between the

invertedly repeated transgenes strongly decreased the

degree and the stability of silencing [108], but in

another system, inverted repeats interrupted by

a non-palindromic spacer region varying from 500 bp

to 1,022 bp still gave efficient silencing [120].
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Relation between locus structure and the expression of a p35S-driven transgene. Upon transformation, both single-copy

andmulticopy transformants are generated. Both single-copy plants and plants with multiple T-DNAs arranged in tandem

repeat or in repeats giving rise to transgene divergent transcription generally display high and stable transgene

expression. Plants carrying convergently transcribed transgenes show low transgene expression as a result of PTGS,

whereas plants harboring multiple transgenes integrated into a concatemeric array frequently result in TGS.

Abbreviations: G gene, TGS transcriptional gene silencing, PTGS posttranscriptional gene silencing
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Multiple T-DNA Copies at One Locus Tend to

Become Transcriptionally Silenced After

Several Generations

Multiple T-DNA repeats not only induce PTGS, but

also TGS. Induction of TGS occurs especially when

a concatemeric array or inverted repeats of transgenes

are formed and when different genes are regulated by

the same promoter [119, 121–124]. The 271 locus,

consisting of multiple T-DNAs with an antisense nitrite

reductase driven by the 35S promoter, is transcription-

ally silenced and is also able to very efficiently in trans

silence another single-copy p35S-driven transgene

[119]. Transgene expression is seemingly less stable

over sexually than over vegetatively propagated gener-

ations [125]. Indeed, expression of the sulfur-rich sun-

flower (Helianthus annuus) seed albumin (SSA) and

the phosphinothricin (BAR) genes, all driven by p35S,

progressively decreased in transgenic clover (Trifolium

subterraneum) [122]. The expression of both genes was
stable until the T3 generation, but in the T7 generation,

all plants were completely susceptible to the herbicide

and the mean level of the SSA protein was much lower

than those observed in the T3 generation. This pro-

gressive decrease in expression correlated with the

reduced transcription level of both genes and strong

CpG methylation in the promoter [122]. Not only the

strong 35S promoter, but also the weak pNOS can

trigger TGS. The H2 locus, a locus harboring six copies

of pNOS, all transcriptionally silenced loci, strongly

methylated the promoter regions [121]. Also, tran-

scription of an inverted repeat of pNOS could trigger

TGS and methylation of pNOS in trans, and this pro-

gressively decreased through generations [124].

How to Prevent Transgene Silencing?

To prevent transgene silencing, single-copy transgene

inserts should be screened (see below) and inclusion of

identical sequences in different transgene constructs
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should be avoided [126]. Even a homology of 90 bp in

the promoter region can be sufficient to trigger TGS

[119]. Additionally, the use of multiple identical 30 end
regions can result in low transgene expression levels.

A homology of 239 nucleotides in the 30 UTR is sufficient

to be recognized efficiently by the homology-based RNA

degradation machinery [117] and also a homology of

approximately 204 nucleotides in the 30 UTR is enough

for a single-copy transgene to activate the in trans silenc-

ing of another transgene with the same 30 UTR [113].

Also designing transgenes without any inverted repeat is

important to guarantee high and stable expression.

Indeed, upon transcription of these inverted repeats,

hairpin structures and double-stranded RNA are formed

initiating transgene silencing [127]. Almost complete

cosuppression of an endogenous gene in tomato

(Solanum esculentum) was obtained after transforma-

tion with a homologous transgene construct that har-

bored two upstream inverted repeats in the 50 UTR.
Control of Gene Expression by the Generation

of Single-Copy Transformants

As mentioned above, transformants obtained after

Agrobacterium-mediated gene transfer often contain

multiple T-DNAcopies in direct or inverted orientations,

and the frequency of single-copy transformants is rather

low [1, 17]. Because screening for single-copy T-DNA

transformants strongly enriches for transformants with

stable and high transgene expression [17], single-copy

transformants need to be identified in a large pool of

plants. Currently, conventional, but time-consuming

and labor-intensive methods, such as DNA gel blot

analysis and T-DNA fingerprinting are used [128].

Recently, transformation technologies and vectors

have been developed to increase the frequency of sin-

gle-copy transformants during or after transformation

with site-specific recombination.
Generation of Single-Copy Transformants by

Resolution of Complex Integration Loci by

Site-Specific Recombination

AT-DNA construct, harboring site-specific loxP recom-

bination sites, was designed to reduce complex T-DNA

loci into a single T-DNA insert (Fig. 3a) [129]. This
T-DNA harbored two invertedly oriented loxP recom-

bination sites inside and immediately adjacent to the

left and right T-DNA border ends [129]. Recombina-

tion between the outermost loxP sequences in direct

orientation should resolve multiple copies into a single

T-DNA copy, regardless of the number and orientation

of the loxP-derived T-DNA copies inserted at one locus.

In a first approach, seven Arabidopsis transformants

with multiple T-DNA inserts on a single locus were

crossed with a homozygous CRE-expressing line [129].

In three hybrids, the complex T-DNA locus was

reduced efficiently to a single-copy locus and in two

of them, the resolution of the inverted repeat locus was

accompanied by an at least tenfold-enhanced and sta-

ble transgene expression (Fig. 3a–d). In the progeny

plants, only the simplified T-DNA locus was detected

upon segregation of the CRE recombinase gene, prov-

ing that excision took place in the progenitor cells of

the gametes (Fig. 3b and c) [129]. Unfortunately, in four

of the seven transformants, the complex T-DNA locus

could not be resolved by CRE-mediated transformation

to a single T-DNA copy, although some rearrangements

occurred as demonstrated on DNA gel blots. Strikingly,

these complex T-DNA loci that were not resolved, had

variable expression levels in different progeny plants with

the same complex locus, implying some epigenetic

imprints imposed by the interaction with the CRE

recombinase. Possible reasons for the lack of resolution

in these transformants might be deletion of the most

extreme loxP sequences, too low CRE activity, or

inaccessibility of the loxP sequences due to heterochro-

matinization of the complex locus [129]. Indeed,

a correlation between the efficiency of CRE-mediated

recombination and the CRE mRNA levels had been

demonstrated [130].

In a second approach, the T-DNA vector with oppo-

sitely oriented loxP sequences was transformed into

CRE-expressing Arabidopsis plants [88] and 55% of

the primary transformants were single-copy T-DNA

plants versus only 15% in control plants. Most of the

single-copy transformants in CRE-expressing back-

ground (70%) displayed a continuous somatic inversion

of the DNA fragment between the two inverted loxP

sequences. To avoid this phenomenon, a new T-DNA

vector, harboring only one loxP sequence adjacent to

the LB or RB, was transformed in a CRE-expressing
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locus to a single T-DNA (not on scale). Parental (P) plant PA25 contained two T-DNAs in inverted orientation. After the plant
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plant and up to 70% of the transformants were single

copy. As resolution to single-copy plants is only effi-

cient when the outermost loxP sites are in direct orien-

tation, inverted T-DNA repeats might be mostly

internal to multiple T-DNA copy arrays and they rarely

occur at the ends after floral dip transformation in

Arabidopsis [88]. Most single-copy transformants,

obtained with both T-DNA vectors, displayed high and

stable transgene expression. Strikingly however, the

transgene expression in the majority of multicopy CRE

transformants was stable and uniform, suggesting that

the CRE recombinase prevented also the generation of

inverted T-DNA repeats or modified the chromatin

structure of the locus, so that it became less sensitive

for gene silencing [88]. In both strategies, the CRE

expression cassette is still present after resolution of the

complex T-DNA locus, which can be a disadvantage,

because, except for Arabidopsis, high CRE expression

can result in severe growth phenotypes and reduced

fertility in some plant species [131]. To avoid this draw-

back, loxP-containing T-DNAs could be transformed

into hemizygous CRE-expressing plants, with 25% of

the transformed progenies without CRE expression

cassette as a consequence [88]. Also backcrossing of

a homozygous CRE-expressing line with a wild-type

plant would result in transformants without the

CRE-containing T-DNA. Alternatively, the CRE
DNAwas digested with the EcoRV (EV) enzyme, a fragment of 2

for the inverted T-DNA repeat about the RB, while two T-DNA

after hybridization with the NPTII probe, revealing the left T-DN

after crossing the parental plant with a CRE-expressing plant.

loxP sites resulted in a new T-DNA harboring two LB regions in

P3, and P4 are indicated, showing homology with the LB regi

and the RB region, respectively. (b) DNA gel blot analysis on Eco

mediated resolution, only one original LB-T-DNA/plant junctio

probe fragment. Additionally, as expected, one new T-DNA/pl

probe. (c) Polymerase chain reaction (PCR) analysis on PA25 an

configurations. Primer combination P1+2 amplified an LB/NPT

an LB/GUS junction of 914 bp (arrow 2). With primer P4, no PC

repeats could be amplified by PCR. Upon CRE/loxP-mediated re

PCR products with the LB region of primer P1 were obtained. (d

HA25, and TA25 seedlings. The measurements and the mean

levels are given as units GUS mg�1 of total soluble protein. Th
recombinase protein could also be transiently introduced

into the plant cell nucleus. Vergunst et al. [132] devel-

oped a VirB/D4-dependent translocation system in

which the CRE recombinase was fused with the

VIRE2 or VIRF proteins of A. tumefaciens. Together

with the VIR proteins, the CRE recombinase was trans-

ferred to the plant cell and site-specific recombination

took place. This recombination did not require

any transferred DNA [132], but the question

remains whether this CRE recombinase activity would

be high enough to mediate complex T-DNA loci

resolution and to transfer the CRE recombinase very

efficiciently.

Simplification of complex T-DNA loci was also

observed by Verweire et al. [133]. To ultimately develop

a T-DNA vector that generates homozygous marker-

free transgenic Arabidopsis plants without the need

of additional transformation rounds or crosses, a

germline-specific auto-excision vector was designed

that harbored both the selectable marker and the CRE

expression cassette between two loxP sequences in

direct repeat. Additionally, the CRE recombinase was

driven by the germline-specific 2.2-kb promoter frag-

ment of the SOLO DANCERS gene, which is

active in both the male and female meiocytes of

Arabidopsis. In this manner, the transgenic plants

become genetically programmed so that the marker
,868 bp after hybridization with the GUS probe is indicative

/plant junctions of 2,450 bp and 4,100 bp were observed

A/plant DNA junctions. The hybrid (H) HA25 was obtained

CRE/loxP-mediated resolution between the two outermost

HA25 and the F2 progeny plants TA25. The primers P1, P2,

on, the GUS-coding sequence, the NPTII coding sequence,

RV-digested DNA of PA25, HA25, and TA25. After CRE/loxP-

n fragment was detected after hybridization with the NPTII

ant junction was observed after hybridization with the GUS

d HA25 transformants to identify the newly formed T-DNA

II junction of 1,142 bp; primer combination P1+3 amplified

R fragment was obtained in PA25, because no inverted

solution, the RB inverted palindromewas deleted, and only

) GUS activity analysis in leaves of 4- and 10-week-old PA25,

are indicated by dots and line, respectively. GUS activity

e number (N) of the analyzed seedlings is indicated
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gene is lost after the initial selection of the primary

transformants. Surprisingly, not only marker-free

homozygous progenies were obtained very efficiently,

but also the locus structure in these progeny plants was

simplified [133].

A similar approach to resolve complex transgene

loci had been developed previously for the generation

of single-copy transgenic wheat plants after direct gene

transfer. In this case, the selectable marker was removed

simultaneously with the resolution of the complex

locus [134]. The transformation vector consisted of

a transgene flanked by two lox511 sites, a mutant var-

iant of the wild-type loxP sequence, in inverted orien-

tation. Additionally, the selectable marker gene was

flanked by two wild-type loxP recombination sites in

the same orientation. Two correct and independent

recombination reactions could take place, because

lox511 and loxP did not recombine, with transformants

with a marker-free, single-copy insertion of the trans-

gene in the plant genome as a consequence. Crossing

of four wheat transformants, harboring a multicopy

locus, with a CRE-expressing wheat transformant,

resulted in 62/72 F2 plants with a single-copy,

marker-free, transgene locus [134]. Because the

resolved locus still contained two lox511 sites in

inverted orientation, the CRE recombinase could

still mediate inversion of the transgene between

these two sites. Therefore, all F1 plants were chimeric

for the inversion and harbored both transgene

orientations.

To avoid crossing with a CRE-expressing plant, the

transgene, flanked by the oppositely oriented loxP

sites in maize cells, was cobombarded with a CRE-

expressing construct [135]. This cotransformation

resulted in 85% primary transformants harboring one

or two copies of the introduced gene, of which 38%

harbored a single copy. Of these single-copy plants,

60% lacked also the recombinase gene, because

during cobombardment a molar ratio of 3:1 transgene

to CRE construct was used. In this manner, an overall

efficiency of 23% of plants with only one copy of the

transgene construct was obtained [135]. This

cotransformation strategy requires that the selectable

marker is retained in the primary transformants. How-

ever, a strategy with two different recombination sys-

tems and two different selectable markers could result
in the integration of one transgene without the incor-

poration of additional unneeded DNA in the trans-

genic plant [135].

Besides the use of the CRE/loxP recombination sys-

tem to obtain efficiently single-copy transformants,

other strategies have been proposed and evaluated.

A site-specific recombination strategy was described

in which two sets of directly repeated FLP recognition

target (FRT) sites [136] flanked a “to-be-removed”

(TBR) region. The FRT sites flanking one TBR are

inverted in relation to the sites flanking the other TBR.

Each TBR can be excised independently, because

only recombination between directly repeated FRT

sites can cause excision. Furthermore, one site-specific

recombinase reaction could simultaneously induce

double excisions, resulting in the resolution of

complex T-DNA loci. Indeed, the progenies of 70% of

the Arabidopsis transformants harbored only one or

two copies of the transgene, while 40% contained

only one T-DNA copy. This frequency of transformants

with a simple T-DNA integration pattern is

significantly higher than the 5–20% single-copy

transformants normally obtained after floral dip trans-

formation [1, 17]. Most interestingly, the reduced copy

number was also strongly associated with increased

expression [137].
Generation of Single-Copy Transformants by

Site-Specific or Site-Directed Integration

Besides the use of site-specific recombination to resolve

complex transgene loci into simple loci before, during or

after integration, this site-specific recombination system

can also be applied to produce plants with a simple

integration pattern through site-specific integration [86,

138–141]. In addition, with this technology, transgenes

can be targeted to a specific preselected chromosomal site

to eliminate variation in gene expression. The strategy to

obtain single-copy transformants via site-specific inte-

gration consists of two transformation rounds. In the

first round, a target line is generated, harboring a target

lox site between the promoter and the CRE gene. In the

second transformation, the vector carrying the gene of

interest and two lox sites is introduced into the

target line. When the gene of interest is integrated

into the lox site of the target line, the expression of
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the recombinase gene is stopped. Site-specific gene

integration in plants has been described with various

DNA delivery methods, such as polyethylene glycol-

mediated tobacco protoplast transformation [86],

Agrobacterium-mediated transformation of Arabidopsis

[138], and biolistic-mediated transformation of rice

[139, 141]. After Agrobacterium-mediated transforma-

tion, the frequency of CRE-mediated gene integration

was very low (approximately 2%) compared to the

DNA delivery via direct gene transfer, probably because

the transferred DNA during Agrobacterium transfor-

mation is single stranded, which is not a substrate for

the CRE recombinase [139, 140].

By combining site-specific gene integration with

gene expression analysis, the absolute level of transgene

expression could be shown to vary up to tenfold,

depending on the target site in the tobacco genome,

indicating that the chromosome position can affect

the level of transgene expression [86]. Additionally,

despite the identical integration pattern, half of the

transgenic tobacco lines showed the expected expression

of the transgene and the other half very lowGUS expres-

sion. This low GUS expression was due to transgene

silencing, because it was correlated with DNA methyl-

ation and low transcript levels. Furthermore, this DNA

methylation was specific for the newly introduced DNA

sequences. Also in independent experiments,

regenerants could be divided also upon site-directed

integration in two categories: the single-copy lines that

contained one site-specific insert without additional

sequence integration and multicopy lines in which,

besides the site-specific integration, additional trans-

gene copies were integrated into the plant genome

[140, 141]. The transgene expression of the single-

copy rice transformants was high and stable and

the variation was lower than that of the multicopy

lines. In approximately half of the multicopy

lines, expression of the site-specific integrated

transgene could be reactivated and stabilized when

the illegitimate integrated inserts were segregated

away. In the remaining half, the expression could not

be restored, because the random integrations were

genetically linked to the site-specific integration

event [141].

A site-directed integration system forAgrobacterium-

mediated transformation of tobacco was developed
in which a single transgene copy could be integrated

precisely into a predefined target locus by recombinase-

mediated cassette exchange (RMCE) [142]. In the

RMCE-based site-directed integration strategy

that uses the R-RS system from Zygosaccharomyces

rouxii, a single-copy of the target cassette, surrounded

by two oppositely oriented RS sites, is randomly inte-

grated into the plant genome. The exchange cassette

contains the selectable marker gene and the gene of

interest between two opposite RS sites, and the

recombinase gene, the selectable marker gene, and the

gene of interest between directly oriented RS sites. This

third RS site excluded random integration events. The

recombinase will catalyze a double crossover between

the two RS sites, replacing the target cassette by the

exchange cassette and removing the recombinase gene.

Expression analysis revealed that the obtained site-

specific recombined plants from the same target line

had approximately the same transgene expression level

and less transgene expression variability than the ran-

dom-integration transgenic plants and no transgene

silencing [142]. Strikingly, transgenes in the same

direction at the same target locus had the same level

of activity, in contrast to transgenes in different direc-

tions, indicating that the surrounding genome DNA

sequence outside the target locus might affect the activ-

ity of the gene. Also after direct gene transfer of soybean

(Glycine max), site-specific integration via RMCE

occurred efficiently and stable transgene expression

was stable [143].

Another approach to obtain single-copy transgenic

lines is the “Agrolistic” method, in which the advan-

tages of Agrobacterium-mediated transformation and

biolistics were combined [144, 145]. The VIRD genes

were cobombarded with the T-DNA borders, flanking

the introduced transgene. Approximately, 20% of the

transformed tobacco calli contained only the T-DNA

with correctly processed border sequences and no

integrated vector backbone sequences [144], whereas

10–35% of transgenic maize calli contained one to two

transgene copies. The addition of VIRE2 genes even

doubled this transformation efficiency [145]. Finally,

the application of niacimide, a product that reduces

recombination of extrachromosomal molecules, resulted

in the generation of single-copy transformants in wheat

with an efficiency of 8% [146].
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Use of Gene Silencing Mutants to Overcome

Transgene Expression Variability

Variation in transgene expression in a population of

plants is frequently due to PTGS of the transgenes.

Several genes are involved in PTGS and mutant screens

revealed that the RNA-dependent RNA polymerase

(RDRP6, SGS2) is essential for PTGS to occur [147,

148]. Therefore, a logical approach to overcome PTGS

in a population of transgenic plants was to generate

transformants in an rdr6mutant background, impaired

in PTGS [3, 84]. Introduction of p35S-GUS or p35S-

GFP transgenes into the Arabidopsis sgs2 and sgs3

mutants (two different alleles of RDR6) resulted in

stable and high expression of these transgenes in

100% of the transformants analyzed [3], while, simi-

larly, the outcome of introduction of a cyclin-dependent

kinase inhibitor 6 gene under the control of p35S was

a clear overexpression phenotype, typical for high

expression of the kinase inhibitor, in all transformants.

Also the transgene expression in transformants

with convergent transcription of invertedly repeated

T-DNAs was high. Interestingly, immediate transgene

silencing in the F1 progeny plants occurred by

backcrossing of these high-expressing transformants

containing an inverted repeat T-DNA locus with

a wild-type nontransformed plant. This observation

clearly demonstrates that RDRP6 is required for the

generation of double-stranded RNA, also from inverted

repeat loci, and that not the read-through transcripts

from the convergently transcribed genes generate the

double-stranded RNA, as is widely believed. Similar

results were obtained when the transgenes were driven

by the pCAS promoter, a strong constitutive promoter

derived from the cassava veinmosaic virus [149]. On the

contrary, expression variability was not significantly

reduced in the plants transformed with sgs2 and sgs3

when the transgenes were under control of the hybrid

pOMA1 promoter, a hybrid promoter consisting of

parts of the pMAS and pOCS, which might be too

weak to trigger PTGS [3], in contrast to the strong

p35S and pCAS. When the T-DNA constructs were

flanked by MARs of the chicken lysozyme gene, the

GUS activity was boosted fivefold and 12-fold in sgs2

and sgs3 background, respectively, in contrast to the

wild-type background, making this PTGS-MAR
expression system very attractive for the production

of heterologous proteins in plants [3, 84].

Future Directions

The ultimate aim is to generate transgenic plants with

a predictable, well-controlled, and stable transgene

expression over many generations. As described

above, to achieve this goal, many parameters should

be taken into account. Most importantly, the transgene

construct should be optimally designed: a suitable pro-

moter should be selected that drives transgene expres-

sion in the desired way, multiple homologous

sequences should be avoided in the transgene con-

struct, and foreign unnecessary DNA should be as

much as possible prevented to be integrated into the

plant genome. Until now, the transgene construct was

integrated via illegitimate recombination, but recent

reports on site-specific integration let one assume that

targeted integration via ZFNs will soon become feasible

routinely [105]. At the same time, this method will

enrich for single-copy transformants ensuring stable

transgene expression. Importantly, the majority of the

above-described observations and conclusions are all

based on genes driven by the strong constitutive p35S.

Therefore, it is perfectly conceivable that all these

observations are typical for this promoter, but cannot

be extrapolated to other promoters. In the future, the

use of strong plant promoters instead of the 35S pro-

moter in transgene constructs might be a big improve-

ment to obtain controllable and stable high transgene

expression. Indeed, in general, plant promoter–gene

fusions show limited quantitative and qualitative

variations in transgene expression in different

transformants. Analysis of the expression profile of

the ARCELIN-5 regulatory sequences in Arabidopsis

seeds revealed that, surprisingly, the Arabidopsis seeds

accumulated ARCELIN-5, an abundant protein found

in common bean (Phaseolus vulgaris), to 15% of the

total soluble protein content [150]. All transformants

had low plant-to-plant variation and even in plants

harboring a complex T-DNA integration pattern, with

invertedly and directly repeated T-DNAs, the transgene

expression was high and stable [150]. Similar results

were found for genes driven by the ß-PHASEOLIN

promoter of common bean [70].
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However, to really control transgene expression in

plants, the underlying triggers that initiate PTGS and

TGS have to be understood in much more detail. Do all

plant promoters give less variation in transgene expres-

sion compared to viral and bacterial promoters?

Do plant promoters also induce silencing and with

which frequency? Intriguingly, why do certain loci

with multiple p35S-driven transgene copies provoke

silencing and why others not? Silencing is often trig-

gered when gene expression rises above a certain

threshold, but what is the nature of this threshold and

how is the threshold measured? Can transcript levels

be increased by the insertion of particular stabilizing

elements? To answer all these questions, an integrated

approach will have to be followed, including the use

of well-designed transgene constructs differing only

in a single transgene element in combination with

different mutants. Molecular characterization of

the transgene locus, the transcript steady state and

turnover levels, and the translation efficiency

should allow to unravel the network of gene expression

control and identify the most important master

elements. The ultimate goal is to be able to construct

transgenes with a predefined expression pattern in

a reliable way.
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Glossary

Bacterium A unicellular, prokaryotic microorganism

with a wide range of shapes that is surrounded by

a lipid membrane and a cell wall made of peptido-

glycan, and has few intracellular structures, no

nucleus but a single circular chromosome located

in the cytoplasm and reproduces by binary fission.

Fungus Aeukaryotic organism such as a yeast or amold,

with cell walls that contain glucans and chitin,

membrane-bound nuclei with chromosomes and

cytoplasmic organelles, soluble carbohydrates, and

storage compounds, and exhibits enormous diversity

in life cycle strategies, morphologies, and ecologies.

Pathogen An infectious agent that causes disease to its

host.

Pathogenicity The capacity of a pathogen to cause

disease.

Pathogenicity factors Products encoded by a patho-

gen that are crucial for the establishment of disease,
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
e.g., proteins involved in the attachment of the

pathogen to the plant surface or penetration and

colonization of the host.

Resistance The reaction of a host to a pathogen that

derives from preformed defenses and/or defense

responses induced following infection.

Systemic acquired resistance (SAR) A mechanism of

induced defense that acts nonspecifically through-

out the plant, is associated with the accumulation of

pathogenesis-related proteins and requires the sig-

nal molecule, salicylic acid.

Transgenic plant A plant that results from the appli-

cation of recombinant DNA and plant tissue cul-

ture technologies.

Virus A small obligate parasite that utilizes the cellular

metabolic pathways of its host organism to replicate

its genes which are made up of deoxyribonucleic

or ribonucleic acid and are encapsidated in a

protein coat.

Definition of the Subject

Loss of crops due to fungal, bacterial, and viral diseases

can have a large impact on human food supplies and

local economies, as well as on the social stability of

rural communities. It is conservatively estimated that

diseases, insects, and weeds together cause 30–40% loss

of all crops worldwide [1]. Annual losses worldwide

due to plant diseases are estimated to �14% of total

losses and about $220 billion. In addition, the need for

measures to control diseases limits the acreage of land

available for cultivation, restricts the crops that can be

grown in fields already contaminated with certain

pathogens and necessitates the use of agrochemicals

for treating seeds, fumigating soils, spraying plants,

and applying fruit postharvest treatments. Such control

measures add to the cost of food production and toxic

chemicals can be harmful to human health and the

environment [1].

Since the beginning of agriculture, crop plants have

been domesticated and improved for various traits such

as increased yield, improved nutritious composition,

enhanced disease resistance, and tolerance to abiotic

factors, among others. The selection and use of resistant

crop cultivars is the most efficient and most environ-

mentally friendly strategy to mitigate the impact of
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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fungal, bacterial, and viral diseases. Resistance to

pathogens can be achieved by application of

disease-suppressing cultural practices, use of plant

defense-promoting substances, deployment of biological

agents antagonistic to the pathogens that cause disease,

agrochemicals, conventional breeding strategies, and

genetic engineering [1]. The need for controlling plant

diseases effectively is not only a major challenge, but

also a necessity to reduce food losses while improving

food quality and safeguarding the environment.

The advent of molecular genetics and plant trans-

formation, in combination with an increased under-

standing of pathogen–host interactions, has opened

new avenues for the development of disease-resistant

crops through genetic engineering. Research groups

from academia and industry created the first transgenic

plants in the early 1980s [2–5]. These early transgenic

plants were laboratory specimens (tobacco, petunia,

and sunflower). Subsequent research developed trans-

genic plants, including horticultural crops, with useful

traits such as disease resistance. Transgenic crops resis-

tant to fungal, bacterial, and viral diseases were created

following extensive research. The first disease-resistant

transgenic crop, i.e., a virus-resistant transgenic sum-

mer squash, was deregulated in the USA in 1994. Sev-

eral cultivars derived from the deregulated transgenic

summer squash lines were commercialized in the USA

in 1996 [6]. The adoption rate of virus-resistant trans-

genic summer squash has been increasing steadily since

the initial releases. Other commercially available virus-

resistant transgenic crops include papaya in the USA,

and sweet pepper and tomato in the People’s Republic

of China. Transgenic crops resistant to fungal and bac-

terial diseases have been developed and evaluated

under field conditions. However, in spite of remarkable

progress, their development and release lags behind

virus-resistant transgenic crops.
Introduction

Plants provide microorganisms, including viruses, with

a diversity of habitats [7]. Ensuing interactions are

either detrimental or beneficial and are classified as

neutralism, commensalism, synergism, mutualism,

amensalism, or parasitism. It is the latter association

that has been a major challenge to crop production for

centuries.
In the parasitic interaction, an organism lives

within the plant host or on its outer surfaces and

obtains its nutrients from the latter [1]. The removal

of nutrients often affects normal growth and develop-

ment of the plant and may be associated with pathoge-

nicity. Virus infections commonly result in the

inhibition of plant growth as well as the development

of undesirable morphological changes and decreased

yield [8]. Unlike fungal and bacterial pathogens,

viruses induce disease in plant hosts primarily by uti-

lizing cellular components and disrupting cellular pro-

cesses. Fungi are responsible for diseases referred to as

blight, gray mold, bunts, powdery, and downy mil-

dews. These microbes have evolved at least three strat-

egies that lead to less-than-healthy plants; enzymes that

breakdown the plant cell wall and cuticle, toxins that

either reduce the activity of the host cells or inhibit it

completely, and plant-specific hormones that interfere

with the hormonal equilibrium of the plant cell [9].

Bacterial pathogens cause pre- and post-harvest dis-

eases that are characterized by cankers, galls, wilts,

spotting of leaves, and stem or fruit rots of various

vegetable and fruit crops. The invasion of healthy

plant tissue through a wound or an area of dead or

dying tissue is generally followed by the initiation of

infection, which is similar to that of fungi, and is

associated with the breakdown of cell walls, the pro-

duction of toxins, exo-polysaccharides or proteins that

mimic plant hormones.

Plant diseases, whether initiated by viruses, bacte-

ria, or fungi, are of paramount importance because of

the destruction they cause to plants and plant products.

The effects not only threaten crop productivity and

reduce farmers’ net income, but also the food supply,

and by extension, the economies of rural areas and even

countries [10]. Zadoks and Schein [11] differentiate

between primary and secondary losses and direct and

indirect losses. Primary losses refer to those sustained

because of plant disease (before or after harvest) in

yield or wages, while secondary losses are losses of

future production capacity. On the other hand, losses

in quality, quantity, and production capacity, and

socioeconomic losses are classified as direct and indi-

rect losses, respectively.

Disease control efforts to date have focused on

various crop husbandry techniques including crop

rotation, and the avoidance of spread of infested soil
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and pathogen-carrying plant materials. The most

widely used management strategy is the application of

agrochemicals, particularly against fungal pathogens.

Chemical protection against bacterial pathogens is not

as evolved as that against fungi, and is not applicable to

viruses. The most widely used methods against bacte-

rial diseases primarily center on phytosanitary prac-

tices, harvesting techniques, and storage conditions,

and eventually on the use of antibiotics. However, the

intensive use of agrochemicals has led to the develop-

ment of resistance in various microbial populations

and in some cases the chemicals are no longer used

because of their high toxicity or problems with persis-

tence in the soil. Nowadays, the focus is on strategies

that allow for crop production with minimal use of

agrochemicals. The most effective strategy to mitigate

the impact of diseases on agriculture involves breeding-

resistant crop cultivars. The majority of the cultivars

available today have been generated through the

classical method of hybridization [12] and the intro-

gression of genes responsible for resistance. Resistant

plants ward off pathogen attack by an innate immunity

of each cell, systemic signals emanating from infection

sites and a suite of cellular responses that follow the

activation of the gene for resistance. However, there are

many pathogens for which no effective sources of dis-

ease resistance have been identified. Technologies such

as genetic engineering and gene transfer methods offer

an alternative means for the development of disease

resistant cultivars. In contrast to conventional breeding

which involves the random mixing of the tens of thou-

sands of genes present in both the resistant and suscep-

tible plant, the latter technology allows the transfer of

only the resistance gene to the susceptible plant and the

preservation of its valuable economic traits. Moreover,

the genetic sources for disease resistance are not limited

to closely related plant species. During the last decade,

considerable progress has been made in the develop-

ment of virus resistant transgenic plants, while the

development of fungal- and bacterial-resistant trans-

genic plants has lagged behind.

This chapter examines the different strategies devised

for the development of resistance to fungal, bacterial, and

viral diseases through genetic engineering. A description

of the genes employed to confer resistance against given

pathogens and the mechanisms underlying engineered

resistance are provided. Emphasis will be on horticultural
crops and the recent applications of transgenic resistance

to agriculture. Factors affecting the development, release,

and adoption of transgenic crops with resistance to fun-

gal, bacterial, and viral diseases will be identified and

discussed. The final sections offer overall conclusions,

cover the impending direction of the development of

transgenic disease resistance and some reflection on the

impact of transgenic crops resistant to fungi, bacteria,

and viruses in terms of effective disease management,

mitigation of disease impact on agriculture, improved

production of quality food, and better preservation of the

environment.
Transgenic Resistance to Fungal Pathogens

Plants have evolved a complex pathogen defense system

that is driven by tight balances between the induction

of specific defense pathways and cell death. Much pro-

gress has recently been made in identifying and under-

standing a number of the genes and gene products

involved in these defenses as well as the signaling path-

ways. The findings have prompted the development of

a variety of strategies for producing fungus-resistant

transgenic plants that are based on the manipulation of

the plant’s innate defense system, the production of

antifungal proteins or the neutralization of fungal

pathogenicity factors.

The earliest strategy employed in the development

of resistance against fungal pathogens involved the

enhancement of the plant’s natural defenses through

the overexpression of pathogenesis-related proteins

(PR- proteins). PR- proteins form part of the general

resistance mechanism in plants, that is, systemic

acquired resistance (SAR), which is induced by necro-

tizing pathogens or by treatment with chemicals such

as salicylic acid. Initial studies on the development of

fungus-resistant transgenic plants examined the effects

of expressing a single PR-protein gene in transgenic

plants, while later studies looked at the co-expression

of combinations thereof, in an attempt to improve

on the levels of resistance, to target a wider spectrum

of fungal pathogens and to provide longer-term

protection.

In 1991, Broglie and coworkers [13] reported on

the first fungus-resistant transgenic plants. Transgenic

tobacco and rapeseed plants, transformed with

a chitinase gene isolated from bean, exhibited enhanced
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resistance against the soil-borne fungus, Rhizoctonia

solani. Presumably, expression of the chitinase trans-

gene played a dual role in protecting against infection;

that is, the enzyme inhibited growth of the pathogen

by cell wall digestion and the released pathogen-

borne elicitors induced additional defense reactions in

the plants. Following the first pioneering work of

Broglie et al. [13], Lorito et al. [14] showed that an

endochitinase gene (ThEn-42) from the mycoparasitic

fungus, Trichoderma harzianum, conferred similar

resistance to the fungal pathogens, Alternaria alternata,

A. solani, Botrytis cinerea, and Rhizoctonia solani in

transgenic tobacco and potato (cv. ‘Desiree’). The

effectiveness of glucanase, another PR-protein, in

transgenic plants was demonstrated in banana

transformed with b-1, 3 glucanase from soybean.

Increased protection was observed when transgenic

banana was infected with Fusarium oxysporum f. sp.

cubense [15]. Further, the combinatorial expression of

two chitinase genes [16] or chitinase and glucanase

genes was found to give increased levels of protection

than the expression of the PR-proteins in single

transformants [17]. Subsequent strategies employed

the co-expression of transgenes encoding differently

acting antifungal proteins with similar results. For

example, ÓBrian et al. [18] confirmed protection

against Rhizoctonia solani in transgenic tobacco carry-

ing three barley proteins; chitinase, b-1, 3 glucanase,

and plant ribosome-inactivating protein (RIP). While

the first two enzymes targeted the cell wall of the

pathogen, RIP targeted and inactivated fungal

ribsomes. RIPs possess N-glycosidase activity and cat-

alyze the removal of an adenine residue from the 28S

rRNA, thus inhibiting protein elongation.

Another emerging strategy against fungal patho-

gens involves the use of genes encoding small cyste-

ine-rich antifungal proteins. These proteins play a role

in the plant’s innate defense mechanism and include

thionins, defensins, and lipid transfer proteins.

The antimicrobial activities of thionins are well

known, particularly those found in barley. Antimicrobial

action, most likely based on the induction of membrane

permeabilization resulting in cell disruption and death, is

not limited to fungi and these proteins are effective

against bacteria and oomycetes. Given this growth inhi-

bition activity, transgenic plants overexpressing thionins

have been generated to provide fungal resistance.
Epple et al. [19] overexpressed an endogenous

endothionin Thi2.1 gene in Arabidopsis thaliana and

observed enhanced resistance against Fusarium

oxysporum f. sp. matthiolae. Similar levels of resistance

were obtained with Thi2.1 transgenic tomato against

bacterial and Fusarium wilt [20].

Other small cysteine- rich proteins referred to as

defensins are increasingly becoming recognized as can-

didates of defense transgenes. Defensins were originally

called g-thionins due to similarities to a- and

b-thionins, but it was later shown that the former proteins

shared appreciable structural and functional commonal-

ities to insect and mammalian defensins, hence the name

change. Aswith thionins, themechanism of action has yet

to be confirmed. However there is strong evidence of

the induction of ion fluxes across the plasma membranes

of living fungal hyphae followed by interactions with

glycosylceramides at the fungal cell surface. Expression

of single-protein defensin gene constructs has been

deployed in transgenic plants aswell as cleavable, chimeric

polyprotein constructs in an attempt to increase expres-

sion levels in planta and to introduce broad-spectrum

resistance. The constitutive expression of a mustard

defensin conferred resistance to Fusarium moniliforme

and Phytophthora parasitica pv. nicotianae in tobacco

and Pheaoisariopsis personata and Cercospora

arachidicola, which jointly cause late leaf spot disease

in peanuts [21]. François et al. [22] engineered a

polyprotein construct using defensin genes DmAMP1

fromDahlia merckii seeds and Rs-AFP2 from Raphanus

sativus seeds. The genes were joined by a linker peptide

obtained from Impatiens balsamina seeds [22] and used

for the transformation of Arabidopsis. Antifungal activ-

ity was obtained against Fusarium culmorum in in vitro

assays using purified fractions from extracellular fluids

of the transgenic plants.

Lipid transfer proteins (LTPs) are the third group of

small cysteine-rich antifungal proteins (ca. 10 KDa)

found in higher plants. As the name implies, LTPs are

involved in shuttling phospholipids and other fatty

acid groups between cell membranes and bind acyl

chains; culminating in membrane permeabilization

and a direct cytotoxic effect on fungal cells. Constitu-

tive expression of pepper (cv. Habanero) LTPs,

CALTPI, and CALTPII, in tobacco conferred enhanced

resistance to Phytophthora nicotianae and the bacterial

pathogen, Pseudomonas syringae pv. tabaci [23].
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When a wheat LTP (Ltp3F1) was linked with a chitinase

gene from barley (chi2) and transformed into carrots,

reduced disease symptoms against necrotrophic foliar

fungal pathogens, Alternaria radicicola and Botrytis

cinerea, were obtained; 95% for Botrytis and 90%

for Alternaria infection compared to 40–50% for

single-gene transformants [24].

Phytoalexins are another group of plant secondary

metabolites with primarily antifungal activity that have

been exploited in the development of fungus-resistant

transgenic plants. These metabolites are of low molec-

ular weight (ca. <1,000 Da) and are synthesized or

accumulated in response to infection or stress related

to infection. Resveratrol is the best studied phytoalexin

of grapevine that is synthesized from the precursors,

malonyl-CoA and p-coumaroyl-CoA, by the action of

stilbene synthase. Apparently, the accumulation of res-

veratrol upon infection triggers the synthesis of

a fungal phenol oxidase that results in self-intoxication

through the conversion of resveratrol to a more toxic

dimmer, viniferin. Grapevine stilbene synthase trans-

formation of tomato and papaya [25] introduced

increased protection against Botrytis cinerea and

Phytophthora palmivora, respectively. However, in

other cases, e.g., strawberry, increased resistance was

not obtained [26].

Increased evidence in recent years indicate the pos-

sibility of achieving improved resistance in transgenic

plants expressing transcription factors that participate

in the regulation of plant defense responses. Five major

families of plant transcription factors have been

described; basic region/leucine zipper motif (bZIP),

zinc finger motif WRKY, MYB, ethylene-responsive

element binding proteins (EREBP), and homeodomain

proteins. Transcription factors play a crucial role in the

transmission of pathogen-derived defense signals. They

are involved either in the activation or suppression of

downstream defense gene expression or the regulation

of cross-talk between different signaling pathways. Pre-

sumably the mode of action is by binding promoter

elements (W-box) of SAR gene promoters. Thus, the

strategy is particularly attractive as the constitutive

expression of a transcription factor may also modify

the expression of all genes under its regulation. Solano

et al. [27] engineered transgenic Arabidopsis plants

with the ethylene-response-factor 1 (ERF1), an early

ethylene-response gene that is regulated by the
ethylene-insensitive gene EIN3 and, which in turn,

regulates the expression of several pathogen responsive

genes. The transgenic plants showed a clear reduction

in Botrytis cinerea infection, with 40–70% of plants

remaining symptomless after challenge and never

developing macroscopic or microscopic necrosis.

ERF1 also mediated Arabidopsis resistance against the

soil borne fungi, Fusarium oxysporum sp. conglutinans

and F. oxysporum f. sp. lycopersici [28]. An ERF tran-

scription factor (GbERF2) gene derived from cotton

enhanced the resistance of transgenic tobacco to

fungal infection by Alternaria longipes [29]. The accu-

mulation of GbERF2 transcripts along with transcripts

of PR-proteins, such as PR-1b, PR2, and PR4, were

detected.

Rather than using strategies based on the

overexpression of PR-proteins or transcription factors

that are induced during SAR for enhanced fungal resis-

tance, other researchers have examined the effects of

the constitutive expression of signaling molecules that

play an important role in the induction of defense

proteins. Components of the elicitor-receptor system

were used to generate these transgenic plants. The

system, explained by the gene-of gene-model, is the

major line of plant defense against pathogens. Essen-

tially, a pathogen protein encoded by an avirulence

gene (Avr) is recognized by a plant protein encoded

by a resistance gene (R), resulting in the activation of

a number of defense mechanisms including the hyper-

sensitive reaction and the restriction of the pathogen at

the site of infection. Thus resistance against fungal

pathogens carrying a particular Avr gene is introduced

via the transfer of the corresponding R gene from

a resistant plant to a susceptible plant. The success

and durability of the strategy correlates strongly on

the ability of the R gene product to recognize Avr pro-

teins secreted by most if not all of the races of the

pathogen. During the last decade, several sequences of

R genes have been characterized into five classes

according to their functional domains. Three classes

contain leucine-rich repeats. The most common class

encodes proteins with an amino-terminal nucleotide-

binding site (NBS) and a carboxy-terminal leucine-rich

repeat (LRR) and confers resistance against nematodes,

sucking insects, viruses, bacteria, oomycetes, and fungi.

The proof of concept has been conducted with the

model system, tobacco, as well as various economic
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crops. Rice plants transgenic for the R gene alleles, Pi9,

Pi2, and Piz, against the rice blast fungus,Magnaporthe

grisea, were reported highly resistant to 43 isolates

collected from 13 countries [30]. In flax, three alleles

of the flax rust resistance gene, L (L2, L6, and L10)

when transformed into a highly susceptible rust culti-

var, unequivocally demonstrated resistance against

strains of pathogen (Melampsora lini) with the

corresponding Avr gene [31]. Increased resistance was

also obtained when transgenic tobacco transformed

with the same three flax genes was challenged with

two pathogens of tobacco. Increased resistance was

conferred against Cercospora nicotianae and the

oomycete, Phytophthora parasitica pv. nicotianae in L6

transgenics and one L10 transgenic plant [32]. Resis-

tance was attributed to the constitutive expression of

defense genes rather than recognition of the pathogens

by the L6 gene product. Of note, the L6 transgenic

plants exhibited a stunted phenotype.

Another arm of the plants’ innate defense that is

being investigated is that of RNA silencing. Accumu-

lating evidence suggests the involvement of small inter-

fering RNAs (siRNAs) and microRNAs (miRNAs) in

the response to fungal pathogens. The involvement of

plant siRNAs, short, noncoding RNAs between 20 and

24 nucleotides (nt) in length, have been implicated in

the defense against viruses, and more recently bacterial

pathogens, and is discussed in a later section of the

chapter. miRNAs comprise the 21-nt class of siRNAs

and short-interfering RNAs comprise the 24- nt class of

siRNAs. Work with pine and the canker- forming rust

fungus, Cronartium quercuum f. sp. fusiforme, identi-

fied 82 putative miRNA targets, including NBS-LRR

proteins, receptor-like kinases, laccases, andMYB tran-

scription factors, which are most likely associated with

disease responses that restrict fungal growth [33].

Ellendorff et al. [34] showed that RNA silencing plays

a role in the defense against Verticillium in Arabidopsis,

but the siRNA involved were not identified. Further

research into the targets and processes will invariably

have broad implications in potentiating basal defenses

against fungal phytopathogens.

Other strategies have explored the development of

enhanced resistance through the expression of gene prod-

ucts that target components of the arsenal of the fungus.

One approach employed the transformation a susceptible

cultivar with sequences encoding polygalacturonase
inhibiting proteins (PGIPs). PGIPs, proteins structurally

related to several resistance gene products, are expressed

in the cell wall of a number of plants and belong to

a superfamily of LRR proteins, suggesting involvement

in pathogen recognition. These proteins inhibit the activ-

ity of fungal endo-polygalacturonases presumably by

binding at either the substrate binding site or the

underside of the endo-polygalacturonase. The resulting

oligogalacturonides induce a range of defense responses.

Arabidopsis plants overexpressing PGIP isolated from

pear showed decreases in disease symptoms produced

by Botrytis cinerea [35]. Similarly, transgenic wheat

accumulating bean PGIP developed smaller lesions

when challenged with the necrotropic fungus, Bipolaris

sorokiniana [36]. In earlier studies with transgenic

tomato carrying a PGIP transgene isolated from

bean, enhanced resistance against Fusarium oxysporum

f. sp. lycopersici, Botrytis cinerea, and Alternaria solani

was not obtained [37].

Another component of the arsenal that some fungi

(e.g., Sclerotinia sclerotiorum) use to infect plants that is

regarded as a pathogenicity factor is oxalate. Oxalic

acid apparently assists in initiating infection through

acidification, which facilitates cell wall–degrading

enzyme activity, through pH-mediated tissue damage,

or via the sequestration of calcium ions. Evidence for

the utility of hydrogen peroxide–generating enzymes in

protective plant responses was provided by the expres-

sion of oxalate oxidase, which catalyzes the degradation

of oxalic acid to produce carbon dioxide and hydrogen

peroxide (H2O2). Essentially increased H2O2 produc-

tion limits the growth of the invading pathogen in

planta and triggers the activation of a range of

defense responses. Sunflower and tomato transformed

with a wheat oxalate oxidase gene exhibited increased

resistance to Sclerotinia sclerotiorum [38, 39]. Potato

(cv. Bintje) and poplar expressing the same gene

showed increased resistance to S. musiva [40] and the

oomycete, Phytophthora infestans [41], respectively.
Transgenic Resistance to Bacterial Pathogens

Knowledge of bacteria–host interactions, in particular

of the mechanisms of pathogenesis, and efforts to bol-

ster plant defense mechanisms, has provided a strong

basis for implementing transgenic approaches for bac-

terial disease management. Several strategies aiming at
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the lysis or prevention of bacterial growth have been

investigated based on the use of bacterial-resistance

genes, avirulence genes, expression of antibacterial

peptides that act as bactericidal or bacteriolytic agents,

and the application of the concept of pathogen-derived

resistance. The latter describes the use of genetic ele-

ments from a pathogen’s own genome to confer resis-

tance in an otherwise susceptible host via genetic

engineering [42].

Members of the NBS-LRR class of disease R genes

have been employed to provide effective protection

against bacteria when transferred into new species.

Transformation of a susceptible rice cultivar with the

resistance gene Xa21 that was isolated from a resistant

rice line and characterized by positional sequencing

and functional genetics conferred resistance to

Xanthomonas oryzae [43]. Field tests ofXa21 transgenic

rice have shown satisfactory results in the Philippines,

India, and the People’s Republic of China [44], but

deregulation of transgenic Xa21 rice is still pending.

It should be noted that hybrid rice containing Xa21

was developed by conventional breeding [45].

Similarly, Xa1 provided resistance to Xanthomonas

oryzae pv. oryzae in transgenic rice [46]. Rice expressing

an R-gene from maize were resistant against

Xanthomonas oryzae pv. oryzicola [47]. Also, Bs2 of

pepper confers resistance to Xanthommonas campestris

pv. vesicatoria in transgenic tomato [48]. Tomato

plants expressing Pto showed resistance to Pseudomo-

nas syringae pv. tomato and Xanthomonas campestris

pv. versicatoria [49]. The transgenic approach based

on R-genes circumvents tedious crosses and back-

crosses of conventional breeding as well as linkages to

undesired traits.

Another approach to confer resistance to bacterial

diseases is based on the use of lytic peptides from

insects that form pores in bacterial membranes. For

example, cecropins are bactericidal peptides from the

giant silk moth, Hyalophora cecropia, which interact

with bacterial membranes and form transient ion

channels. The peptides are active against a wide range

of plant pathogenic bacteria including Erwinia

carotovora, E. amylovora, Pseudomonas syringae,

Ralstonia solanacearum, and Xanthomonas campestris.

Native, mutant (SB37 and MB39) or synthetic poly-

peptides (Shiva-1 and D4E1) that are designed for

increased activity have been used for engineered
resistance against bacterial diseases. Infection caused

by Erwinia carotovora sp. atroseptica is reduced in

transgenic potato expressing the Shiva-1 and SB-37

lytic peptide analogs [50]. Transgenic apple trees

expressing SB-37 showed increased resistance to E.

amylovora in field tests [51]. Poplar expressing D4E1

had more resistance to Agrobacterium tumefaciens and

Xanthomonas populi than control nontransformed

trees [52, 53]. Attacin is another small protein from

the giant silk moth with antibacterial activity that

inhibits synthesis of the outer bacterial membrane.

Transgenic potato attacin expression has enhanced

resistance to Erwinia carotovora sp. atrospetica [50].

Attacin [54] as well as lactoferrin [55] provide

enhanced resistance against Erwinia amylovora in

pear. Similarly, transgenic apple expression of the

attacin E gene exhibit enhanced resistance to Erwinia

amylovora [56] even under field conditions [57].

Lysozymes from various sources have been

exploited in the development of transgenic resistance

against bacterial diseases. Lysozymes are ubiquitous

bacteriolytic enzymes that cleave the murein layer of

bacterial petidoglycan, resulting in a weakening of the

bacterial cell wall. A chimeric bacteriophage T4 lyso-

zyme fused to a plant signal peptide reduces the sus-

ceptibility of transgenic potato plants to Erwinia

carotovora spp. atroseptica [58]. Transgenic apple trees

with the bacteriophage T4 lysozyme exhibited signifi-

cant resistance to fire blight infection [59] and the

bovine lysozyme isozyme was shown to confer resis-

tance to Xanthomonas campestris in tomato, rice, and

potato [60].

Tachyplesin, an antibacterial peptide isolated from

the horseshoe crab (Tachypleus tridentatus), reduces

the incidence of rubber rot caused by E. carotovora in

transgenic potato [61].

Reactive oxygen species play important roles in

various defense responses of plants, including patho-

gen infection. A prolonged local oxidative burst is one

of the earliest events correlated with plant resistance at

the site of pathogen invasion; see the previous section

for detailed information on the role of oxalate oxidase

in plant defense responses. Transgenic potato tubers

expressing a glucose oxidase from Aspergillus niger

for the production of large amounts of hydrogen

peroxidase exhibit strong resistance to Erwinia

carotovora [62].
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Many bacteria control virulence factor expression

by a cell-to-cell communication system referred to as

quorum sensing. Disruption of bacterial quorum sens-

ing has been proposed as a disease management strat-

egy and several techniques with the potential to disrupt

quorum sensing have been investigated. The enzyme

N-acyl homoserine lactone (AHL)-lactonase (AiiA)

isolated from the soil-borne Bacillus sp. 240B1, which

catalyzes the degradation of AHL and attenuates symp-

toms caused by plant pathogens by degrading the quo-

rum-sensing autoinducer AHL of the soft rot pathogen,

Erwinia carotovora, induces enhanced resistance in

transgenic potato [63].

Several pathovars of Pseudomonas syringae produce

extracellular toxins that often increase their virulence

toward plants. Phaseolotoxin is one such example.

Phaseolotoxin is a modified tripeptide that inhibits

the plant enzyme, ornithine carbamoyl transferase

(OCTase), and is produced by the P. syringae pvs.

phaseolicola and actinidiae as well as by a single strain

of P. syringae pv. syringae, CFBP3388. Transgenic bean

expressing argK that codes for a phaseolotoxin-

insensitive OCTase show resistance to Pseudomonas

syringae pv. phaseolicola [64].

An example of pathogen-derived resistance against

a bacterial disease, crown gall, is reported by

Krastanova et al. [65]. Based on an earlier report on

the use of a truncated virE2 gene construct lacking the

215 C-terminal amino acids to confer resistance to

grown gall disease in tobacco [66], these authors used

a truncated form of virD2 from Agrobacterium

tumefaciens strains C58 and A6, and Agrobacerium

vitis strain CG450 to engineer resistance to crown gall

disease in transgenic grape rootstocks. Resistant lines

show a substantial reduction in tumoreginicity and

develop very small sized galls [65].

Other researchers used a different approach against

the soil-borne bacterium, Agrobacterium tumefaciens,

that utilized oncogenes of the phytopathogen.

Agrobacterium tumefaciens possesses several oncogenes

(e.g., iaaM and ipt) that trigger de novo synthesis of

auxins and cytokinins to generate tumors following

horizontal gene transfer into the plant genome. By

expressing two self-complementary RNA constructs

designed to initiate RNA interference (RNAi) of the

iaaM and ipt oncogenes of A. tumefaciens, resistance

to crown gall disease development was achieved in
transgenic tomato plants. Transformed tomato lines

display between 0.0% and 24.2% tumorigenesis,

whereas controls averaged 100% tumorigenesis

following stem inoculation with various strains of

A. tumefaciens [67]. This mechanism of resistance is

based on RNA silencing rather than the highly specific

receptor–ligand-binding interactions characteristic of

traditional plant resistance genes.

Manipulation of the plant’s innate defense signaling

pathways offers an alternative approach to conferring

resistance against bacterial diseases by controlling

a large number of induced genes either directly or

indirectly. The nonexpressor of PR genes, NPR1, is

a key regulatory gene of the salicylic acid-mediated

systemic acquired resistance in Arabidodpsis thaliana.

Moreover, NPR1 plays a key role in ethylene and

jasmonic acid signaling pathways that are involved in

induced systemic resistance. Plants expressing AtNPR1

are resistant to bacterial, fungal, and viral pathogens

[68–70]. Similarly, transgenic carrots expressing

AtNPR1 are resistant to Xanthomonas hortorum as

well as to fungal pathogens [71] and transgenic tomato

plants expressing AtNPR1 show enhanced resistance to

Ralstonia solanacearum and to a lesser extent to

Xanthomonas campestris [68]. When introduced

into rice, AtNPR1 confers resistance to the bacterial

pathogen, Xanthomonas oryzae pv. oryzae [72].

Overexpression of the rice AtNPR1 homolog,

OsNPR1, also enhances resistance to X. oryzae pv.

oryzae in rice [73] and overexpression of an apple

NPRI confers increased resistance to Erwinia amylovora

in transgenic apple cultivar ‘Galaxy’ and transgenic

apple rootstock M26 [74].

The involvement of endogenous siRNA and

miRNAs in mediating the triggering of defense mech-

anisms against bacteria is an area of considerable inter-

est. In spite of tremendous progress at identifying and

sequencing siRNAs and miRNAs, information avail-

able on the involvement of endogenous small RNAs at

mediating defense regulation is scarce. One miRNA

(miR393) was recently shown to contribute to basal

defense against bacteria by targeting auxin-signaling

components [75]. Agorio and Vera [76] characterized

an Arabidopsis ocp (overexpressor of cationic peroxi-

dase) mutant that overexpresses the H2O2-responsive

Ep5C promoter. The ocp11 mutant exhibits enhanced

disease susceptibility to several virulent and avirulent
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Pseudomonas syringae strains. OCP11 was cloned and

found to encode ARGONAUTE4 (AGO4), a compo-

nent of the pathway that mediates the transcriptional

gene silencing associated with siRNA. The mutant

allele, ago4–1, was examined and found to be

compromised in resistance to P. syringae [76]. This

work provided insight into the involvement of small

RNA gene silencing pathways in resistance to bacterial

pathogens. Silencing the expression of key genes

involved in pathogen–host interactions and disease

susceptibility is opening new avenues for bacterial

disease management.
Transgenic Resistance to Viral Pathogens

Transgenic resistance generally complements conven-

tional breeding methodologies for the development of

virus-resistant crops; however, the approach devised to

engineer resistance against viral diseases differs from

strategies employed in engineering resistance against

fungal and bacterial diseases. This is due to the fact

that viruses utilize cellular organelles and metabolic

pathways for their replication. As such, they interfere

with the basic functions in a living cell, unlike fungi and

bacteria, which produce specialized reproductive struc-

tures or reproduce by binary fission. The approach to

engineering resistance to viral diseases in crops essen-

tially consists of activating anti-viral pathways of

a natural, innate, and potent defense mechanism

against viruses called RNA silencing [77–82].

Prior to the discovery of RNA silencing in the late

1990s and early 2000s, the concept of PDR [42] was

commonly applied to engineering resistance against

viral diseases. Initially, the viral coat protein gene was

the preferred construct used to confer resistance to

viruses in plants. However, it soon became apparent

that almost any sequence derived from a viral genome,

i.e., coat protein gene, movement protein gene, pro-

teinase gene, RNA-dependent RNA polymerase gene,

50 and 30 noncoding regions, satellite RNA, defective

interfering RNA, could provide resistance. Validated

first in tobacco plants expressing the coat protein

gene of Tobacco mosaic virus (TMV) [83], PDR was

subsequently applied to horticultural crops for

engineered resistance against viral diseases. In the first

field trial of transgenic plants engineered for virus

resistance, tomato plants expressing the coat protein
gene of TMV were evaluated for resistance to mechan-

ical inoculation by TMV [84]. Only 5% of the trans-

genic plants were symptomatic at the end of the trial

compared with 99% of the nontransformed control

plants. This study indicated that overexpression of the

coat protein gene provided practical control of TMV

under field conditions. Also, inoculated transgenic and

uninoculated nontransformed plants had identical

fruit yield, indicating that the transformation process

and expression of the TMV coat protein gene did not

alter the horticultural performance of the transgenic

tomato plants.

The efficiency of viral genes at conferring resistance

against vector-mediated virus transmission was first

shown with cucumber plants engineered for resistance

to Cucumber mosaic virus (CMV). Plants expressing the

coat protein gene of CMV showed a significantly reduced

incidence of CMV and a lower percentage of symptom-

atic plants than nontransformed control plants following

CMV inoculation via aphid vectors [85]. In these studies,

mechanically inoculated cucumber plants dispersed

throughout the field provided reliable sources of inocu-

lum for natural aphid populations to vector CMV. This

approach coupled with the fact that field trials were

established at a time of abundant endemic aphid flights

caused sufficient disease pressure to make inferences

about disease progress, resistance, and yield [85]. Subse-

quently, many other studies have confirmed the useful-

ness of engineered resistance at providing practical

control of aphid-transmitted virus diseases [6].

PDR offers unique solutions to infection by multi-

ple viruses, for example, by co-engineering and

co-transferring genes from several viruses into a single

host plant. The usefulness of multiple viral genes to

control mixed virus infections was demonstrated early

on with potato plants expressing the coat protein genes

of Potato virus X (PVX) and Potato virus Y (PVY)

[86, 87]. Potato line 303 was highly resistant to infec-

tions by PVX and PVY in the field [87]. Later, summer

squash plants expressing coat protein gene constructs

of CMV, Zucchini yellow mosaic virus (ZYMV) and/or

Watermelon mosaic virus (WMV) were engineered for

resistance to single viruses or combinations of these

three viruses [88]. Among summer squash engineered

for multiple virus resistance, line ZW-20 expressing the

coat protein genes of ZYMV and WMV was highly

resistant, regardless of whether the infections were
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initiated by mechanical inoculations or mediated by

aphid vectors [88, 89]. Similarly, transgenic line

CZW-3 expressing the coat protein genes of CMV,

ZYMV, and WMV was highly resistant to mixed

infections by these three viruses following aphid

transmission [88, 90].

Following the initial discovery by Powell Abel et al.

[83], the viral coat protein gene fromvarious viruses was

introduced into numerous economically important

crop species with the aim of achieving resistance. It

was initially believed that resistance was provided by

the viral protein itself via a mechanism involving excess

plant-expressed coat protein that interfered with the

uncoating step in viral replication [91]. However, it

soon became apparent that resistance could be achieved

in transgenic plants producing low or undetectable levels

of coat protein [92]. The mechanism underlying the

engineered resistance involved degradation of the

transgene-derived mRNA into small fragments in

a sequence-specific manner. This phenomenon was

subsequently referred to as RNA silencing [78–82].

This antiviral plant defense mechanism is initiated by

double stranded RNA (dsRNA) structures that are

identical to the RNA to be degraded [93]. Silencing is

associated with the production of 21–24 nt duplexes

called small interfering RNAs (siRNAs) [94, 95]. The

siRNAs are produced from dsRNA precursors by an

endonuclease known as Dicer and become incorporated

and converted to single stranded RNAs (ssRNAs) in an

Argonaute-containing-RNA-induced silencing complex

(RISC) that targets RNA for cleavage [80, 82, 96, 97].

RNA silencing is an innate and potent plant

response to virus infection and a natural example of

the concept of PDR that has provided new and unprec-

edented insights into virus–host interactions. Several

approaches have been used to express dsRNA cognate

to viral RNA for activation of RNA silencing.

Expressing sense and antisense viral genes or inverted

repeat viral genes to express hairpin RNAs (hpRNA)

for the formation of duplex RNA are some of the most

recent strategies used to engineer resistance against

viruses [81]. For example, intron-spliced hairpin RNA

(ihpRNA), ihpRNA overhang, and ihpRNA spacer

were evaluated for resistance to PVY [98, 99]. The

ihpRNA was found to be the most efficient construct

to conferring resistance to PVY with 90% of the plants

exhibiting RNA silencing [99]. The same strategy based
on the use of highly conserved genetic segments of

several viruses into a single transgene construct

achieved multiple virus resistance [100].

Artificial plant micro RNAs (amiRNAs) have been

used also to engineer virus resistance in plants.

The Arabidopsis thaliana pre-miR159a precursor was

used to generate two amiRNAs159 (amiR-P69159 and

amiR-HC-Pro159) with sequences complementary to

Turnip yellow mosaic virus (TYMV) and Turnip mosaic

virus (TuMV), respectively [101]. The amiR-P69159

was designed to target the viral suppressor P69 of

TYMV while amiR-HC-Pro159 targeted the viral

suppressor HC-Pro of TuMV. Transgenic plants carry-

ing both transgenes expressed the corresponding

amiRNAs and showed specific resistance to TYMV

and TuMV. Low temperatures had no substantial effect

on miRNA accumulation [101]. Similarly, the miR171

of Nicotiana benthamiana was used to target the 2b

gene of CMV and confer resistance to CMV [102].

Although very promising, amiRNAs have not been

used yet in crops for virus resistance.

Strategies other than PDR andRNA silencing have also

been applied to confer resistance to viral diseases in plants.

Peptides or protein microdomains designed to block pro-

tein-binding sites have been used. For example, peptide

aptamers designed to microdomains of the nucleoprotein

of Tomato spotted wilt virus (TSWV) that interact with

one of the N-protein homomultimerization domains

confer resistance to TSWV and other tospoviruses in

Nicotiana species [103]. Similarly, antibody-based

resistance has been investigated as an innovative strat-

egy to confer virus resistance in plants. Hybridoma-

derived single-chain variable antibody fragments

(scFv) were engineered for resistance to various viruses

in model plants [104–108]. A number of plant proteins

with antiviral activity have been identified and

exploited for engineered resistance to viruses in plants.

A class of proteins termed ribosome-inactivating pro-

teins [109], protease inhibitors (cystatins) [110], and

the interferon-regulated 2–5A system [111, 112] were

used successfully to confer virus resistance.
Status of Commercialized Disease Resistant

Transgenic Crops

Since the early studies of Powell Abel and coworkers

[83], numerous cereal, vegetable, legume, flower,
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forage, turf, and fruit crops expressing virus-derived

gene constructs have been created [6]. Many have been

tested under field conditions and shown to be highly

resistant to virus infections. Among the transgenic

crops produced and evaluated in the field, two lines

of transgenic summer squash, i.e., line ZW-20 resistant

to ZYMV and WMV, and line CZW-3 resistant to

ZYMV, WMV, and CMV [88], and papaya resistant to

PRSV [113] have been deregulated and released for

commercial use in the USA. Summer squash line ZW-

20 received exemption status in 1994 and was the first

disease-resistant transgenic crop to be commercialized.

Summer squash line CZW-3 was deregulated and com-

mercialized in 1996. Five transgenic zucchini cultivars

and six transgenic straightneck or crookneck yellow

squash cultivars derived from lines ZW-20 and

CZW-3 were developed by conventional breeding.

Their adoption is increasing steadily since their initial

release in 1996. In 2006, the adoption rate was esti-

mated to 22% (3,250 ha) across the country with

an average rate of 70% in New Jersey and 20% in

Florida, Georgia, and South Carolina [114]. Papaya

expressing the coat protein gene of PRSV was

deregulated and commercialized in Hawaii in 1998.

PRSV is a major limiting factor to papaya production

in Hawaii and around the world. After extensive test-

ing, PRSV-resistant papaya was released in 1998 as

devastation caused by the virus reached record pro-

portions in the archipelago’s main production region

[113]. The impact of PRSV-resistant papaya on the

papaya industry in Hawaii is evidenced by its rapid

adoption rate. In 2000, the first wave of transgenic

papaya bore fruit on more than 42% of the total acre-

age, and by 2009, transgenic papaya cultivars were

planted on more than 90% of the total papaya land in

Hawaii (780 of 866 total hectares) ([114], D. Gonsalves,

personal communication October 2009).

Tomato and sweet pepper resistant to CMV and

papaya resistant to PRSV are also released in the Peo-

ple’s Republic of China [115, 116]. Limited, if any,

information is available on their adoption rate. Two

virus-resistant potato lines were deregulated also in

1998 and 2000 in the USA. After failed attempts to

create a potato line resistant to Potato leafroll virus

(PLRV) by coat protein gene expression, lines

expressing a PLRV replicase gene were created, field

tested, deregulated, and commercialized [117].
Resistance to PLRV was stacked with the coat protein

gene of PVY. Many growers in the Pacific Northwest,

Midwest USA and Canada are growing virus-resistant

transgenic potato, and a breakdown in resistance has

not been reported, neither any detrimental impact on

the environmental or human health. Nonetheless,

virus-resistant potato was withdrawn from the

market after the 2001 growing season due to the reluc-

tance of large processors and exporters to adopt these

products [117].

Although not released yet, the transgenic plum cul-

tivar ‘Honeysweet’ resistant to Plum pox virus (PPV)

and another PRSV-resistant papaya are under consid-

eration for deregulation in the USA. Plum trees

expressing a coat protein gene of PPV are highly resis-

tant to PPV infection [118–121]. The US Department

of Agriculture (USDA) Animal and Plant Health

Inspection Service (APHIS) granted this plum cultivar

deregulated status [122] and the Food and Drug

Administration (FDA) has deemed a premarket review

of the ‘Honeysweet’ unnecessary. Presently, the Envi-

ronmental Protection Agency (EPA) is examining

deregulation petitions for ‘Honeysweet’. Papaya line

X17-2 is also being considered for deregulation in the

United States. Line X17-2 differs from the previously

deregulated Hawaiian papaya in that it expresses the

coat protein gene of a Florida isolate of PRSV and is

suitable for cultivation in Florida [123]. APHIS and

FDA granted X17-2-deregulated status and EPA is pres-

ently reviewing a deregulation petition [124].

Despite considerable progress in identifying genes

that confer resistance against fungal and bacterial path-

ogens and testing their efficacy in transgenic plants

under greenhouse conditions, it appears that the chal-

lenge is to translate the results to an effect in the field

under continuous pathogen pressure. A search of the

field testing release permit database in the USA reveals

over 25 applications for field testing fungus-resistant

transgenic soybean, corn, grape, strawberry, tobacco,

lettuce, wheat, and American elm between 1993 and

2009. Both single traits such as resistance to Dutch Elm

disease, ear mold, or downy mildew, were assessed as

well as multiple traits against Botrytis cinerea, bacterial

pathogens, nematodes, abiotic tolerance, glyphosate

tolerance, and altered nutritional properties (oil and

seed composition). Based on the FAO Biotechnology in

Developing Countries Database (FAO-BioDeC), field
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trials have been conducted in South Africa with trans-

genic strawberry expressing a phytoalexin synthesis

gene and transgenic cotton with resistance to

Verticillium and Fusarium in China. A few countries

in Latin America, namely, Argentina, Brazil, and Cuba,

are working on transgenic fungal resistance in tropical

fruit trees, with some results already in the field. Apart

from small projects in China, Thailand, and Pakistan

addressing potato and wheat wilt, tomato wilt, and

blight in rice, far fewer initiatives have been devoted

to the development of transgenic cultivars with resis-

tance against bacterial diseases.

To date, no transgenic cultivar with fungal or bac-

terial resistance has been released into commerce. The

outcomes of field experiments have been variable and

not in all cases is the resistance observed in the green-

house extended to the field [125, 126]. In general, the

constitutive expression of antimicrobial proteins in the

transgenic host appears to confer partial resistance

against these pathogens or increased tolerance at best,

rather than absolute resistance. It is also clear that the

resistance is limited to a few pathogens. The findings of

Punja and Raharjo [127] further suggest that the levels

of resistance in transgenic plants are influenced by

interactions between endogenous and transgene

defense compounds. These authors showed that trans-

genic carrots carrying a chitinase gene from tobacco

exhibited enhanced resistance against Botrytis cinera,

Rhizoctonia solani, and Sclerotium rolfsii. However, the

transgenic plants reacted similarly to Alternaria

radicini and Thielaviopsis basicola as nontransgenic car-

rots. Further, improved resistance was not obtained

against the same sleuth of pathogens and transgenic

carrots expressing a chitinase gene from petunia. Indis-

tinguishable disease reactions to A. cucumerina,

B. cinera, Collectotrichum lagenarium, and R. solani

were observed with transgenic and nontransgenic

cucumber plants transformed with the chitinase gene

from three sources, tobacco and petunia, as above, as

well as bean.
Conclusions

Plant diseases caused by fungi, bacteria, and viruses are

responsible for enormous losses in cultivated crops

worldwide. Disease management relies on prevention,

cultural practices, biological control, use of chemical
pesticides and insecticides, antibiotic sprays, and selec-

tion of host resistant genotypes. These approaches have

had limited success in the prevention or cure of dis-

eases. Moreover, the frequent use of biocides, especially

in subtherapeutic doses, is leading to the rapid devel-

opment of resistance in certain fungi and bacteria. In

addition, preventing fungal infection not only helps in

combating yield losses but also keeps crops free of toxic

compounds that are produced by some pathogenic

fungi and referred to as mycotoxins. These compounds

can affect the immune system and disrupt hormone

balances or can be carcinogenic. Therefore, there is an

urgent need to develop alternative ways to control

infections caused by fungal, bacterial, and viral patho-

gens in agriculture.

The incorporation of specific disease-resistant traits

in plants through genetic engineering offers a means to

prevent disease-associated losses. For viruses, the con-

cept of PDR [42] provided unique opportunities for

innovative solutions to control virus diseases by devel-

oping resistant crops expressing genetic elements

derived from a virus’s own genome. Thirty years after

the inception of PDR, various transgenic crops have

been engineered for virus resistance and virus-resistant

papaya, summer squash, sweet pepper, and tomato

have been deregulated and released commercially.

Applying the concept of PDR and the antiviral path-

ways of RNA silencing provides unique opportunities

for developing virus-resistant crops and implementing

efficient and environmentally sound management

approaches to mitigate the impact of viral diseases.

Based on the tremendous progress, the prospects of

further advancing this innovative technology for prac-

tical control of virus diseases are very promising.

Engineered resistance to fungal and bacterial dis-

eases is more complex than engineered resistance to

viral diseases. This is due to the complex nature of

fungi and bacteria, as well as complex interactions

with their hosts. Therefore, in spite of remarkable pro-

gress and promising reports from greenhouse evalua-

tions and field tests, no cultivar with engineered

resistance to fungi and bacteria have been deregulated

yet or commercially released. The fact that transgenic

crops with resistance to fungi or bacteria might not

have provided equivalent levels of plant protection

compared to conventional management strategies in

practice could account for the reluctance to deliver
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transgenic plans or seeds to growers. Also, the degree of

resistance to fungal and bacterial diseases achieved so

far might be of limited practical use for disease man-

agement. However, new insights into pathogen–host

interactions and the application of siRNA and

microRNA technologies will undoubtedly identify

new targets and open new horizons for the manage-

ment of fungal and bacterial diseases.
Future Directions

Transgenic virus resistance is undoubtedly the most

advanced of the applications of biotechnology for the

management of plant pathogens. There is the

documented safe release of virus-resistant transgenic

crops over the past 14 years in the USA, in addition to

a significant amount of evidence that these crops have

little to no detrimental impact on animal health and

the environment beyond those of conventional agricul-

tural crops [6]. Given the discovery and elucidation of

the antiviral pathways of RNA silencing, various new

approaches have been used to develop transgenes more

likely to stimulate RNA silencing via the design of

transgenes that will form dsRNA structures in planta.

These approaches seemingly have an advantage over

a full-length coat protein gene in the sense orientation

as they are generally unable to produce a functional

protein, thus alleviating concerns arising from the pres-

ence of the coat protein in plant material. Some

nonviral sources of virus resistance, such as host resis-

tance genes and the silencing of host genes that are

necessary for viral replication [81] have also been inves-

tigated and could theoretically alleviate concerns about

synergism, recombination, and transencapsidation.

Work with transcription factors, in particular the

ERF subfamily transcription, provided evidence of

increased resistance to bacterial, fungal, and viral path-

ogens as well as abiotic stress via overexpression of the

soybeanGmERF3 transcription factor in tobacco [128].

The mechanism of the effect remains unknown; it is

likely that a range of effects such as elevated antioxidant

capacity, induced expression of chitinases, or antimi-

crobial compounds in GmERF3 transgenic plants and

the suppression of viral spread as a consequence of the

reduced virus propagation are responsible. The com-

mercial potential of these technologies remain largely

undiscussed and untested.
On the other hand, engineering resistance to fungal

and bacterial diseases has proven more recalcitrant.

Whereas crops engineered for resistance against viral

pathogens are in the market, no commercial transgenic

product with enhanced resistance against fungal or bac-

terial diseases is currently available. These organismshave

developed numerous survival strategies and more com-

plex interactions with the plant host. As a result, it has

proven more difficult to engineer resistance against these

pathogens; far beyonddesigning a simple defense strategy

involving the use of a single gene.

Strides in deciphering the siRNAs that are induced

or repressed in response to pathogen attack will invari-

ably contribute to new technologies for the develop-

ment of transgenic resistance against fungal and

bacterial pathogens. Microarray analysis with more

wild-type plants and RNA-silencing mutants should

reveal the relationship between the physiological pro-

cesses and the associated disease-resistant phenotype.

In the interim, the use of stacks or pyramids of R genes

either from self or non-host plant species is perhaps the

best approach available for the development of trans-

genic resistance against these pathogens. Presumably,

this strategy would not affect resistance to nontarget

pathogens while providing durable and broad-

spectrum resistance and not interfering with the tight

controls of the plants’ defense systems. But the full

potential of R gene expression to provide wide range

resistance cannot be realized as long as its use is

clouded by controversy over what it does and how

well it works. The major limitation of the use of R

genes in the development of transgenic resistance lies

in the durability of the resistance, which is driven by the

highly specific recognition of the elicitor molecule of

the pathogen. Pathogens are usually able to overcome

R gene–mediated recognition through the accumula-

tion of mutations or through the loss of the elicitor

gene [129, 130]. Moreover, not in all cases is resistance

obtained after transfer to species that are not closely

related [32]. Although a plethora of data is available

on the identity of genes and gene products involved

in plant resistance, knowledge of pathogenesis is rela-

tively primitive. Continued sequencing of crop plant

genomes as well as pathogen genome analysis will

invariably lead to decoding of the functions of various

defense genes as well as pathways and the isolation of

more R genes. With this knowledge, the precise
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manipulation of R genes to permit binding to proteins

of pathogens and the activation of defense responses

will be possible, and facilitate the design of synthetic

R genes with desired specificities. For example, work

with 13 alleles (L, L1 to L11, and LH) from the L locus

from flax suggests a role for the TIR region and LRR

region of L proteins in the flax–flax rust interaction

[131]. Most of the sequence variation between the three

resistance genes, Pi9, Pi2, and Piz, is confined to the

LRR domains, indicating that this domain plays

a major role in determination of Magnaporthe grisea

resistance specificities [30]. Further, Jia et al. [132]

provided evidence that a single amino acid change in

the Pi-ta LRD (leucine rich domain) or the AVR-Pita176
protease motif disrupted interaction between the two

and subsequent a loss of resistance against M. grisea,

the etiological agent of rice blast disease. As more data

become available on the structural information and

on the interactions between resistance proteins and

pathogen ligands, the tweaking of R gene domains

to accommodate resistance of pathogens infecting

distantly related crop species will be likely possible.

Moreover, this could be extended to antimicrobial

proteins that target components of the pathogen’s

arsenal, e.g., PGIP. Manipulation of their primary

structure and hence determinants of specificity could

theoretically generate novel recognition specificities.

Multiple races and range in plant hosts are major

issues facing the development of durable disease resis-

tance against fungal and bacterial pathogens. Moreover,

in some instances, the expression of enhanced resistance

is accompanied by reduced growth or altered morphol-

ogy or development, given that the plant has been

reprogrammed into defense mode. Precise control of

transgene expression is thus pivotal; restricted expres-

sion at the site of infection and quick induction is crucial

as well as a quick response to a wide variety of pathogens

[133]. One option is to use pathogen-inducible pro-

moters. Given that the available pathogen-inducible

promoters show some patterns of background expres-

sion, trancriptomics will play an important role in the

identification of more suitable promoters. Work with

Arabidopsis has already identified potential candidates

[134], as have investigations into synthetic promoters

combining cis elements (W box and GCC-like box)

that are conserved across species for restricted expres-

sion exclusively at the site of attempted pathogen
invasion [135]. Other approaches are considering

defensin promoters [136], while others have utilized

tissue-specific promoters with some success [137].

The endogenous endothionin Thi2.1 gene in

Arabidopsis thaliana gene in tomato under the control

of a fruit-inactive promoter (RB7) provided significant

levels of enhanced resistance to bacterial and Fusarium

wilt [137]. More recently, one study targeted the expres-

sion of the PR-protein in leaf trichomes, the preferential

port for plant colonization by fungi. The gene encoding

an exo a-1, 3-glucanase from Trichoderma harzianum

was fused to the ATP promoter that confers high expres-

sion levels in trichome cells and transferred to

Arabidopsis [138]. Increased resistance was obtained

against Botrytis cinerea in needle-wounded and spray

assays with transgenic plants. Up to 20% fewer total leaf

infections were observed.

In summary, transgenic resistance against viral,

fungal, and bacterial pathogens is being addressed on

many fronts. The challenge is to develop durable,

broad-spectrum resistance, given the diversity of strat-

egies that pathogens deploy and their ability to rapidly

adapt. Clearly, an integrated approach based on the

knowledge of the defense system of the plant, the arse-

nal of the pathogen to cause disease and the key genes

involved in pathogenesis is required for the design of

effective transgenic management strategies. To date,

tremendous progress has been made for viruses.

Encouraging results have been obtained for various

fungi and bacteria. The prospects of further advancing

transgenic crops for practical control of fungal, bacte-

rial, and viral diseases are very promising.
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De Boer SH, Sanfaçon H (eds) Biotechnology and plant

disease management. CAB International, Cambridge, MA,

pp 321–357

Misra S, Bhargava A (2007) Application of cationic antimicrobial

peptides for management of plant diseases. In: Punja ZK,
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Definition of the Subject

Agriculture is the production of food and commodities

through farming. Since its dawn some 10,000 years ago,

humankind has had an ever increasing impact on the

environment. With the increasing intensification of

agriculture, particularly during the twentieth century,

this impact has become even more pronounced,
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
often with undesirable or unacceptable consequences,

including water pollution, soil erosion, and loss

of habitat, often accompanied by a loss of biodiversity.

Pests, particularly weedy plants, demonstrate a remark-

able ability to adapt to agricultural production systems.

The practice of growing monocultures, typically used

in intensive agriculture, increases the number of pests;

these are currently predominantly controlled through

use of pesticides. However, with increasing exposure to

pesticides, many pest populations are evolving resis-

tance to these compounds. An additional problem

encountered with many pesticides, and particularly

insecticides, is their non-target effects on beneficial

insects. Transgenic crops expressing genes conferring

either resistance to insect pests and/or herbicides are

becoming increasingly more widely grown. However,

in many parts of the world, before such crops are

commercialized, they have to be assessed for their

potential environmental impact which measures the

impact they will have on non-target species and

their ability to outcompete native species. Environmen-

tal risk assessments cover both the transgenic crop

concerned and the potential impacted environment.

The assessment process includes evaluation of the char-

acteristics of the crop and its effect and stability in the

environment, combinedwith ecological characteristics of

the environment in which the introduction will take

place. The assessment also includes unintended conse-

quences that could result from the insertion of the new

gene. For all transgenic crops, the direct and indirect

effects they have on non-target organisms must be

considered. Furthermore, issues relating to potential

gene flow to other non-transgenic cultivars and/or wild

near-relatives also must be addressed.
Introduction

Food security figures are high on both the political and

social agenda [1]. This is not surprising given that the

global population increased fourfold during the last

century, with current estimates suggesting that it will

reach approximately 9.2 billion by 2050 (Fig. 1). How-

ever, this increase has primarily been seen in the devel-

oping regions of the world, with population remaining

relatively static in the developed world. As expected, it

is those countries least able that need to significantly
4-5797-8,
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Project world population increase from 1950 to 2050

showing an overall fourfold increase in population. During
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regions of the world are predicted to remain moderately
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increase food production, with an estimated increase in

productivity of 300% for Africa and 80% for Latin

America; even so, it is estimated that North America

will need to increase productivity by some 30% [2].

Without an increase in “farm productivity,” this

required increase in food production equates to an

additional 1.6 billion hectares of arable land by 2050,

a scenario that is becoming increasingly less sustainable

or, indeed, achievable. An immediate priority for agri-

culture is thus to achieve increased crop yields in

a sustainable and cost-effective way in order to avoid

a Malthusian disaster.

The concept of utilizing a transgenic (biotech)

approach was realized in the mid-1990s with the com-

mercial introduction of genetically modified crops. In

2009, it was estimated that some 14 million farmers

planted 134 million hectares (330 million acres) of

biotech crops in 25 countries, representing a 7%

increase over the preceding year [3]. Interestingly,

90% of these farmers were small and resource-poor

farmers from developing countries. In economic

terms, the global market value for biotech crops in

2009 was US$10.5 billion; this figure represents 20%

of the US$52.2 billion global crop protection market

and 30% of US$34 billion commercial seed market. Of

this US$10.5 billion biotech crop market,
approximately 50% was accounted for by biotech

maize, with soybean, cotton, and canola (oilseed

rape) accounting for 37.2%, 10.5%, and 3%,

respectively.

Although transgenic crops have only been avail-

able since the 1990s, they have dramatically changed

the face of world agriculture and are likely to represent

the most rapidly adopted technology in agriculture

[4]. This trend is largely attributed to one herbicide,

glyphosate (N-(phosphonomethyl)glycine), and crops

that are genetically modified to have selectivity (resis-

tance) to the glyphosate when the herbicide is applied

topically to them. However, many new transgenic crops

have been introduced that include multiple transgenic

traits, thus providing greater value to agriculture. The

reported increased economic profitability attributable

to transgenic crops is a major factor that provides the

impetus for the increasing adoption of these crops

worldwide, both in developing as well as industrialized

nations [5]. Despite their benefits, not least in increas-

ing crop yield in a more sustainable and environmen-

tally benign way compared to intensive agriculture

(Tables 1 [6] and 2 [6–20]), neither the technology,

nor the crops, are universally perceived as of

benefit to humankind. There are fears that all

questions of risk attributable to the wide-scale

growing of such crops have not been adequately

addressed, or perhaps even identified [21]. While

many of these fears may be unfounded, public debate

concerning potential environmental and public health

risks is crucial.

This chapter will provide a brief overview of

first-generation transgenic crops. Specifically, it will

discuss the environmental impact of the wide-scale

growing of such crops both in terms of their poten-

tial non-target effects and the potential for gene

flow.
Insect-Resistant Transgenic Crops

Insect-resistant transgenic crops, also known as Biotech

crops, were first commercialized in the USA during the

mid-1990s with the introduction of genetically modi-

fied corn (maize), potato, and cotton plants expressing

genes encoding the entomocidal d-endotoxin from

Bacillus thuringiensis (Bt; also known as crystal/Cry

proteins). In terms of Bt-expressing maize and cotton,



Transgenic Crops, Environmental Impact. Table 1 Aver-

age farm level agronomic and economic effects of Bt crops

Country
Insecticide
reduction (%)

Increase in
effective
yield (%)

Increase in
gross margin
(US$/ha)

Bt cotton Bt cotton Bt cotton

Argentina 47 33 23

Australia 48 0 66

China 65 24 470

India 41 37 135

Mexico 77 9 295

South
Africa

33 22 91

USA 36 10 58

Bt maize Bt maize Bt maize

Argentina 0 9 20

Philippines 5 34 53

South
Africa

10 11 42

Spain 63 6 70

USA 8 5 12

Source: Zilberman et al. (2010) [6] (Courtesy of Choices and the

Agricultural & Applied Economics Association)

Transgenic Crops, Environmental Impact. Table 2 Sum-

mary of primary studies on the effects of herbicide-tolerant

(HT) crops on yields

Crop/Reference Data source Effect on yields

Herbicide-tolerant soybeans

[7] Experiments Same

[8] Experiments Increase

[9] Experiments Increase

[10] Survey Increase

[11] Survey Small increase

[12] Survey Small decrease

[13] Survey Same

[14] Survey Increase

[15] Survey Same

Herbicide-tolerant cotton

[16] Experiments Same

[17] Experiments Same

[18] Experiments Same

[19] Experiments Same

[20] Survey Increase

Source: Zilberman et al. (2010) [6] (Courtesy of Choices and the

Agricultural & Applied Economics Association)
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the current market is estimated at US$2.3 billion and

US$0.9 billion, respectively. Detailed knowledge on the

mode of action of these Cry proteins is not only essen-

tial to optimize their efficacy against target insects, but

also to predict the potential for non-target effects on

beneficial insects. On ingestion, Bt toxins are solubi-

lized in the midgut where they are proteolytically

cleaved at the N-terminal to a 65–70-kDa truncated

(active) form. The active molecules then exert their

pathological effects by binding to a specific receptor

(s) in the midgut epithelial cells and insert into the

membrane where they form pores, this results in cell

death by colloid osmotic lysis, followed by death of the

insect [22]. In most commercial crop varieties, these

Cry proteins are expressed in the active form and as

such differ from those used in biopesticide formula-

tions where the Cry proteins are present as protoxins.

Early commercial varieties of insect-resistant trans-

genic crops expressed single crystal (Cry) proteins with
specific activity against lepidopteran pests as illustrated

by Bollgard® cotton expressing Cry1Ac developed by

Monsanto and Attribute® maize expressing Cry1Ab

developed by Syngenta. Subsequently, other lepidop-

teran-active Bt toxins, such as Cry1F and Cry2Ab2,

were introduced, and often presented as pyramided

genes in a single variety (Widestrike® cotton expressing
both Cry1F + Cry1Ac developed by Dow Agrosciences

and Bollgard II® cotton expressing Cry1Ac + Cry2Ab2

developed by Monsanto). Transgenic crops, particu-

larly maize, expressing Cry3 proteins to protect against

coleopteran pests such as chrysomelid root-worms

have also been commercialized (e.g., Monsanto’s

Yieldgard Rootworm® maize expressing Cry3Bb1,

Dow Agrosciences’ Herculex RW® maize expressing

Cry34Ab1 and Cry35Ab1, stacked with a HT gene,

and Syngenta’s Agrisure RW® maize expressing

a modified version of Cry3A). In 2009, SmartStax,

a novel biotech maize containing eight different
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genes for insect and herbicide resistance, was granted

approval in the USA. Furthermore, Syngenta has

recently launched Agrisure Viptera trait-stacked corn,

the first commercially available variety to exploit

a non-cry Bt protein (Vip3) for the provision of mul-

tiple pest resistance. In China, Bt cotton cultivars

expressing Cry1Ac together with a modified cowpea

trypsin inhibitor (CpTI) were commercially released

in 2000 [23], and in 2005, accounted for approximately

15% of the cotton crop [24]. The major reason for

co-expressing Bt and CpTI in cotton was to reduce

the likelihood of the insects becoming resistant to this

cultivar, thus extending its effective life.

While it is clear that Bt-expressing crops have made

a significant beneficial impact to global agriculture, not

least in terms of pest reduction, improved quality, and

increased yield (Table 1 [6]), it is also becoming

increasingly evident that there is a need to develop

alternative strategies, not least because of the potential

for pest populations to evolve resistance [25], and to

the lack of effective control of homopteran pests.

Recently, crops expressing vegetative insecticidal pro-

teins (VIPs) have been commercialized (see above).

However, alternative approaches based on the use of

plant-derived or animal-derived genes, including those

from insects (such as those encoding immuno-

suppressive proteins), are being investigated and devel-

oped. More recently, the potential to identify and

exploit endogenous resistance genes using functional

genomics and the use of RNAi are actively being inves-

tigated [26–30]. However, if these novel approaches are

to play a useful role in crop protection, it is desirable

that they do not have a negative impact on beneficial

organisms at higher trophic levels since this would

inevitably affect agro-ecosystem function. This is

equally true for Bt-expressing crops.
Herbicide-Tolerant/Resistant Transgenic Crops

From the first commercialization of transgenic crops,

to date, herbicide tolerance has consistently been the

dominant trait and, as a consequence of its rapid and

widespread adoption, has made an immeasurable

change to global agriculture. In 2009, herbicide

tolerance deployed in soybean, maize (corn), canola

(oilseed rape), cotton, sugarbeet, and alfalfa occupied

62% (83.6 million hectares) of the global biotech area
of 134 million hectares. Furthermore, in 2009, the

stacked double and triple traits occupied an area of

28.7 million hectares (equivalent to 21% of global

biotech crop area), much larger than the insect-

resistant varieties which occupied 21.7 million hectares

(15%). Interestingly, stacked trait products and herbi-

cide-tolerant products grew at the same rate of 6%,

while insect resistance as a trait grew at 14% [31].

While there are a number of herbicide-tolerant trans-

genic crops that have been developed to several herbicides

with different modes of phytotoxic action, the primary

influence inworld agriculture is glyphosate [32, 33]. This

preference for glyphosate is based on (1) the target

site, (2) the ability of this compound to translocate

in plants, and (3) the inability of plants to rapidly

detoxify it. Glyphosate controls weeds by inhibiting

5-enolpyruvylshikimate-3-phosphate synthase (EPSPS;

EC 2.5.1.19), a key enzyme in the shikimate biosynthetic

pathway which is necessary for the production of the

aromatic amino acids, auxin, phytoalexins, folic acid,

lignin, plastoquinones, and many other secondary plant

products. Over 30% of the carbon fixed by plants may

pass through this pathway. Inhibition of EPSPS by glyph-

osate deregulates the pathway, leading to even more

carbon flowing through the pathway with accumulation

of shikimate and shikimate-3-phosphate. Up to 16% of

the plant’s dry matter can accumulate as shikimate.

Glyphosate occupies the binding site on EPSPS for phos-

phoenolpyruvate, a substrate of EPSPS, by mimicking an

intermediate state of the enzyme-substrate complex.

There are two forms of EPSPS in nature, EPSPS I,

which is found in plants, fungi, and most bacteria, and

is sensitive to glyphosate. The second form is EPSP II,

which is found in glyphosate-resistant bacteria and is not

inhibited by glyphosate. It is thus the gene encoding an

EPSPS II that has been used to genetically engineer

crops to confer resistance/tolerance to this particular

herbicide [34].
Environmental Impact of Transgenic Crops

The adoption of transgenic crops, and in particular

herbicide-tolerant crops, has resulted in significant

changes in agronomic practices. Many clear benefits

to both the grower and consumer can be identified

with transgenic crops that are currently grown, not

least in the often significant increases in productivity



1617Transgenic Crops, Environmental Impact
accompanied by reductions in synthetic pesticide usage

(Tables 1 [6] and 2 [7–20, 35–37]), thus making

transgenic crops more environmentally sustainable.

Despite the fact that such crops have now been commer-

cialized for some 15 years, alongside these benefits, con-

cerns are still being expressed as to their safety,

particularly in terms of their impact on human health

and the environment. It is imperative that these concerns

are addressed in a scientifically sound and appropriate

manner. Thus, assessing the environmental consequences

of transgenic crops is an important prerequisite to their

commercialization.

In many regions of the world, regulatory frame-

works are in place to ensure that all pre-commercial

transgenic crops are evaluated for potential impacts on

human health, animal health, and the environment

according to established standards of risk assessment

and current scientific knowledge, prior to authoriza-

tions for import or planting being granted. The envi-

ronmental risk assessment for such crops follows the

same fundamental principles as other risk assessment

schemes, i.e., risk is a function of hazard and exposure.

However, one of the main differences that sets risk

assessment of transgenic crops apart from other risk

assessment procedures is that it is highly dependent on

the crop and the introduced trait; hence, a case-by-case

approach is required [38].
Impact of Insect-Resistant Transgenic Crops on

Beneficial Insects

For any technology to be acceptable to the public at

large, the perceived benefits have to outweigh any

potential/perceived risk – this requirement is equally

true for transgenic crops [39]. Common to all trans-

genic crops currently grown, general environmental

concerns relate to the potential for horizontal gene

transfer, gene flow, and invasiveness to occur both in

managed and natural environments. However, in the

case of insect-resistant transgenic crops, perhaps, the

greatest concerns relate to their non-target effects and,

in particular, their effects on beneficial insects such

as natural enemies (predators and parasitoids) and

pollinators.

An important consideration is the likelihood of

exposure of the transgene product to the non-target

insect, and indeed the different routes of exposure. The
most obvious exposure route for non-target herbivores

is through direct ingestion of plant material, although

this will be influenced by the mode of insect feeding

and spatial and temporal expression patterns of the

transgene product within the plant. While exposure

to pollinators is via the nectar and pollen, exposure

routes to natural enemies are more diverse. Although

many predators and parasitoids, particularly in the

adult stage, are facultative herbivores and thus can be

exposed to transgene products directly from consum-

ing plant tissues (pollen, nectar), the larval stages are

more likely to be exposed from consuming insects that

have themselves fed on plant tissues where the trans-

gene product has been expressed and accumulated. It is

pertinent to point out that in some cases, particularly

when the host is a sap-sucking insect such as aphids,

that the natural enemy is rarely exposed to the trans-

gene product; however, the scenario is quite different

when the host is a chewing insect, in which case the

likelihood of the natural enemy being exposed is

very high.

Impact on Natural Enemies Agro-ecosystems con-

sist of complex trophic interactions, with many aspects

of the physiology, ecology, and behavior of the organ-

isms present being governed by interactions with

organisms from the same or different trophic levels.

Since plants are the basis of these food webs on which

all organisms at higher trophic levels depend, and since

herbivorous insect species at the second trophic level

have an important position in food webs, together with

the fact that approximately 50% of all insect species are

plant feeders, the potential for exposure to non-targets,

either directly (bi-trophic) or indirectly (tri-trophic), is

high. This is particularly true for predators and para-

sitoids which play an important role in suppressing

insect pest populations both in the field and under

specialized cultivation systems. Because of this impor-

tant role and because expression of transgenes that

confer enhanced levels of resistance to insect pests is

of particular relevance (since they are aimed at manip-

ulating the biology of organisms in a different trophic

level to that of the plant), these beneficial insects have

been the focus of numerous major studies to evaluate

the non-target effects of transgenic crops. The nature of

these investigations has been very varied ranging from

detailed studies at the molecular/biochemical level
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under controlled environmental conditions, to glass-

house trials using deliberately infested plants and

released natural enemies, to effects at the population

level in the field. Further, they have involved delivering

the transgene product both in artificial diet and in

planta and either directly (at the bi-trophic level) or

via a tri-trophic (plant-pest-natural enemy) interac-

tion. Recent studies relating to both the effects of Bt-

expressing crops and crops expressing molecules still

under development are summarized in Tables 3

[40–72] and 4 [50, 51, 73–102] for predators and

parasitoids, respectively.

As mentioned above, prior to their commercializa-

tion, all transgenic crops have to undergo rigorous risk

assessment. However, despite a global commodities

market, the risk assessment process itself varies from

region to region, as does the non-target organisms

selected for testing. Obviously, the latter will vary

depending upon geographical and climatic regions;

however, there are concerns that there should be greater

uniformity in the species selected; these should at least

be representative of the major ecosystem functions. In

an attempt to address this short-coming, Romeis et al.

[103] have recently refined the 3-tier risk assessment to

evaluate potential adverse impacts of insect-resistant

transgenic crops on non-target arthropods, with spe-

cific recommendations for early-tier laboratory studies

used in the risk assessment process. Although this risk

assessment protocol has been primarily developed for

crops expressing Bt toxins, the concepts put forward

apply to other arthropod-active proteins. Typically, the

risk assessment follows a tiered approach that starts

with laboratory studies under worst-case exposure

conditions; such studies have a high ability to detect

adverse effects on non-target species, if present. Clear

guidance on how such data are produced in laboratory

studies assists the product developer and risk assessors.

The need for a high level of reproducibility and clearly

defined risk hypotheses contribute to the robustness of,

and confidence in, the environmental risk assessments

of transgenic plants. Further, these authors emphasized

that confidence in the results of early-tier laboratory

studies is a precondition for the acceptance of data

across regulatory jurisdictions and should encourage

agencies to share useful information and thus avoid

redundant testing. When evaluating potential risks of

a given technology, it is important to use relevant
comparators. This holds true for risk assessment of

transgenic crops. Few studies have actually been

designed to directly compare recombinant DNA tech-

nology with conventional pest control strategies,

although recent studies by Mulligan et al. [68, 69]

directly compared the non-target effects of the syn-

thetic pesticide cypermethrin with oilseed rape plants

expressing a cysteine protease inhibitor against two

predators.While neither form of pest control treatment

negatively affected the carabid, the effects of the trans-

genic crop on the lacewing were significantly lower

than with the commonly used pesticide.

Recent studies have performed meta-analyses on

a modified public database [104] to synthesize current

knowledge about the effects of Bt cotton, maize, and

potato on the abundance and interactions of arthropod

non-target functional guilds [105]. Overall, they show

no uniform effects of Bt cotton, maize, and potato on

the functional guilds of non-target arthropods. In fact,

use of and type of insecticides influenced the magni-

tude and direction of effects; and insecticide effects

were much larger than those of Bt crops. Similarly,

Duan et al. [106] performed meta-analyses comparing

results for non-target invertebrates exposed to Bacillus

thuringiensis (Bt) Cry proteins in laboratory studies

with results derived from independent field studies

examining effects on the abundance of non-target

invertebrates. In this case, the findings support the

assumption that laboratory studies of transgenic insec-

ticidal crops show effects that are either consistent with,

or more conservative than, those found in field studies.

In combination with robust field data [107], the

evidence strongly supports Bt crops as an environmen-

tally neutral technology, especially in comparison to

insecticides. These findings are thus in agreement

with those of Mulligan et al. [68, 69].

Impact on Pollinators Many of the world’s crops

depend on insects for pollination and it is critically

important that agricultural biotechnology does not

disrupt this essential “ecosystem service” – as such,

pollinators are critical to agriculture, in addition to

their vital role in helping maintain biodiversity. Thus,

representative pollinators form an important part of

the risk assessment process and much of what has been

stated for natural enemies applies to these species too.

In commonwith natural enemies, transgenic plants can
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Protein [1]
Transgenic plant
or diet Pest Natural enemy

Effects on natural
enemy Reference

Bt Corn (Cry1Ab) Direct feeding
(pollen)

Several (Coleoptera,
Heteroptera,
Neuroptera)

No effects on
predators in both
laboratory and field
experiments

[40]

Corn (Cry3Bb1) Diabrotica spp.
(Col: Chrysomelidae)

Several (Araneae,
Carabidae,
Staphylinidae)

No consistent negative
effect

[41]

Corn (Cry1Ab) Ostrinia nubilalis;
Spodoptera littoralis
(Lep: Noctuidae)

Caladenia carnea Bt-fed prey increased
predator mortality and
development times

[42]

S. littoralis C. carnea Negative effects, as
observed previously,
determinedtobedueto
reduced prey quality

[43]

Tetranychus urticae
(Acari)

Stethorus punctillum
(Col: Coccinellidae)

No effects in both
laboratory and field
experiments

[44]

Direct feeding
(pollen)

Spiders (Araneae) [45, 46]

Corn (Cry3Bb1) Rhopalosiphum
maidis (Hom:
Aphididae)

Coleomegilla
maculate (Col.:
Coccinellidae)

No effects when fed
non-target aphid prey

[47]

Corn (VIP3A +
Cry1Ab)

Lepidoptera pests Several (13
arthropod orders)

Large-scale study
showed no negative
effects of stacked traits
over conventional corn

[48]

Cotton (Cy1Ac) Aphis gossypii (Hem.
Aphididae)

Chrysopa pallens
(Neu: Chrysopidae)

No effect [49]

Cotton (Cry1Ac) Several Predators (several) Minor reductions in
predator density in the
field

[50, 51]

Cotton (Cry1Ac/
Cry2Ab)

Lepidopterous pests Predator numbers
similar or higher in Bt
cotton field plots

[52,53]

Cotton (Cry1Ac) Spodoptera exigua,
Helicoverpa zea
(Lep: Noctuidae)

Geocoris punctipes
(Het: Lygaeidae)

No effects in field
experiments

[54]

S. exigua Podisus
maculiventris

No effects [55]

Lepidopterous pests C. carnea; Orius
tristicolor (Het:
Anthocoridae)

No effects in field
experiments

[56]

Potato (Cry3Aa) Leptinotarsa
decemlineata

Several heteropteran
predators and spiders

No effect of predator
densities in the field

[57]
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Protein [1]
Transgenic plant
or diet Pest Natural enemy

Effects on natural
enemy Reference

Potato (Cry3Aa) L. decemlineata Coleoptera, Araneae Noeffects on field pitfall
trap capture numbers

[58]

Potato (Cry3) Myzus persicae Hippodamia
convergens
(Col: Coccinellidae)

No effect [59]

Potato (Cry3A) Lep. Hem. Several
(Heteroptera)

No effects on
development time

[60]

Potato Harmonia axyridis,
Nebria brevicollis

No effects [61]

CpTI Injected prey L. oleracea P. maculiventris
(Het: Pentatomidae)

Reduced growth of
predators

[62]

Potato P. maculiventris No effects [62]

Strawberry Otiorhynchus
sulcatus (Col:
Curculionidae)

Carabids and others Field abundance not
affected

[63]

HvCPI-1 C68 ! G Potato L. decemlineata P. maculiventris No effect [64]

S. littoralis [64]

MTI-2 Oilseed rape Plutella xylostella Pterostichus madidus
(Col: Carabidae)

No effects on
reproductive fitness;
female weight gain
reduced at first but
compensated for later

[65]

Aprotinin (bovine
pancreatic or
bovine spleen
trypsin inhibitor)
(BPTI/BSTI)

Diet Helicoverpa armigera Harpalus affinis (Col:
Carabidae)

Beetles consumed less
prey after 24 h of
exposure to inhibitor-
fed prey

[66]

BPTI/BSTI H. armigera Nebria brevicollis
(Col: Carabidae)

Transient minor
changes in adult
beetle weights

[67]

OCI Direct feeding C. carnea No effect via
contaminated pollen

[68]

Oilseed rape Deroceras
reticulatum
(Mollusca)

Pterostichus
melanarius
(Col. Carabidae)

No effects on beetle
mortality, weight gain,
or food consumption

[69]

Oilseed rape P. xylostella (Lep:
Plutellidae)

H. axyridis No effect on survival or
development of
ladybird

[70]

Potato L. decemlineata
(Colorado potato
beetle)

Perillus bioculatus
(Het: Pentatomidae)

No effects [71]

Soybean trypsin
inhibitor (SBTI)

Diet Direct feeding C. carnea [72]
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Transgenic Crops, Environmental Impact. Table 4 Impacts of transgenic crops and transgene products on parasitoids

Protein [1]
Transgenic
plant or diet Pest Natural enemy Effects on natural enemy Reference

Bt Corn (Cry1Ab) Chilo partellus
(Lep:
Crambidae)

Diaeretiella rapae (Hym:
Braconidae)

Reduced survival due to host
mortality, smaller cocoons and
adults

[73]

Corn (Cry1Ab)
(field)

Ostrinia
nubilalis (Lep:
Crambidae)

Macrocentrus cingulum
(Hym: Braconidae)

Reductions of 29–60% is
numbers of wasps found in the
field

[74]

Corn (Cry1Ab) Spodoptera
frugiperda (Lep:
Noctuidae)

Campoletis sonorensis
(Hym: Ichneumonidae)

Wasps were significantly smaller
when developing in Bt-fed hosts

[75]

Eoreuma loftini
(Lep: Pyralidae)

Parallorhogas
pyralophagus (Hym:
Braconidae)

Various aspects of parasitoid
biology (not all) negatively
affected

[76]

Cotton
(Cry1Ac)

Helicoverpa
armigera (Lep:
Noctuidae)

Microplitis mediator
(Hym: Braconidae)

Wasp survival and development
negatively affected

[77, 78]

Pseudoplusia
includens (Lep:
Noctuidae)

Cotesia marginiventris
(Hym: Braconidae),
Copidosoma floridanum
(Hym: Encyrtidae)

Development times for both
wasp species negatively
affected. Adult longevity for
C. marginiventris reduced

[79]

Cotton
(Cry1Ac)
(field)

Hemipteran
pests

Aphelinid parasitoids Small reduction of parasitoid
population density relative to
non-Bt cotton

[50, 51]

Diet (Cry1Ac) Spodoptera
litura/H.
armigera (Lep:
Noctuidae)

Meteorus pulchricornis
(Hym: braconidae);
Cotesia kazak (Hym:
Braconidae)

Survival of both unaffected in
Bt-fed S. litura. M.pulchricornis
negatively affected by Bt –fed
H. armigera

[80]

Oilseed rape
(Cry1Ac)

Plutella
xylostella (Lep:
Plutellidae)

Cotesia plutellae (Hym:
Braconidae)

No effect when Bt-resistant hosts
were parasitized

[81]

Broccoli P. xylostella Diadegma insulare (Hym:
Ichneumonidae)

No effect on parasitoid when
exposed by Bt-resistant hosts

[82]

Pine (Cry1Ac) Pseudocoremia
suavis (Lep:
Geometridae)

M. pulchricornis No effect on parasitoid
developmental parameters

[83]

Diet (Cry9Aa) Galleria
mellonella (Lep:
Gelechiidae)

Exorista larvarum (Dip:
Tachinidae)

No effect on fly parasitoid when
exposed to facticious Bt-fed
hosts

[84]

Tobacco
(Cry1Ab)
(field)

Heliothis
virescens (Lep.
Noctuidae)

C. sonorensis Rates of parasitism increased [85]

CpTI Diet or potato Lacanobia.
oleracea (Lep:
Noctuidae)

Eulophus pennicornis
(Hym: Eulophidae)

Fewer hosts parasitized, no
effects on parasitoids

[86]
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Protein [1]
Transgenic
plant or diet Pest Natural enemy Effects on natural enemy Reference

CpTI Diet Direct feeding
(adult wasps)

E. pennicornis No effects [87]

CpTI and Bt Cotton H. armigera Microplitis mediator
(Hym: Braconidae)

No greater effects than with Bt-
cotton

[78]

Cotton pollen Direct feeding Trichogramma chilonis
(Hym:
Trichogrammatidae)

No adverse effects due to CpTI [88]

OC1 Diet Macrosiphum
euphorbiae
(Hom:
Aphididae)

Aphelinus abdominalis
(Hym: Braconidae)

Parasitoid fitness impaired [89]

Potato M. euphorbiae Aphidius nigripes (Hym:
Braconidae)

Wasp size and fecundity
increased on OC1 line

[90]

Oilseed rape Myzus persicae
(Hom:
Aphididae)

Diaeretiella rapae (Hym:
Braconidae)

No consistent effects on adult
wasp emergence and sex ratio;
no effects on control of aphids

[91]

OC1 IDD86
(for
nematode
control)

Potato (field) M. euphorbiae,
M. persicae

Aphidius ervi (Hym:
Braconidae)

No effects on percent parasitism,
adult wasp emergence,
parasitoid communities more
diverse on GM plants

[92]

Con A Diet Direct feeding E. pennicornis Higher doses reduced adult
longevity and reproductive
fitness

[87], [93]

GNA M. euphorbiae A. abdominalis No effect via host feeding on
aphids Reduced size and
longevity of adults when
exposed via host

[94, 95]

Direct feeding
(adult wasps)

Aphidius colemani (Hym:
Braconidae)

Higher doses reduced adult
longevity

[96]

Honeydew Direct feeding
(adult wasps)

A. ervi Indirect negative affect
potentially due to altered
honeydew composition

[97]

Potato/diet M. persicae A. ervi No effects via potato, dose-
dependent effects on
development via diet

[94, 95]

Sucrose diet Direct feeding Cotesia glomerata (Hym:
Braconidae)

Higher doses reduced longevity [96]

Diet/
Sugarcane

Diatraea
saccharalis
(sugarcane
borer)

Cotesia flavipes (Hym:
Braconidae)

Small negative effects on
parasitism. No effects on host
location of prey or parasitism

[98, 99]

Potato/Diet L. oleracea E. pennicornis No effect on parasitism success [100]

Diet Direct feeding Reduced adult longevity and
reproductive fitness

[87], [93]
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Protein [1]
Transgenic
plant or diet Pest Natural enemy Effects on natural enemy Reference

Host diet/host
injection

L. oleracea E. pennicornis Negative effects on the survival
of parasitoid larvae

[93]

Sugarcane E. loftini P. pyralophagus Reduced size and longevity of
adult wasps

[101]

Tomato/
potato/diet

L. oleracea Meteorus gyrator (Hym:
Braconidae)

No effects [102]

Sucrose diet Direct feeding
(adult wasps)

Trichogramma brassicae
(Hym:
Trichogrammatidae)

Antifeedant; high dose reduced
longevity

[96]

1623Transgenic Crops, Environmental Impact
impact on pollinators in two ways, either directly (via

the transgenic plant itself posing a hazard to the polli-

nator), or indirectly (via the use of a transgenic crop

affecting other ecological requirements of the pollinator).

Of the extensive field trials carried out to date with either

Bt-expressing crops, or HT transgenic crops, no dele-

terious effects on pollinators have been reported [108].

Furthermore, results from the many studies carried out

to date on transgenic plants still under development

suggest that only a few of the lectins and protease

inhibitors tested could present dose-dependent hazards

to bees, and then only if expressed in the pollen at

sufficiently high levels; most current promoters used,

albeit constitutive promoters, only express at very low

levels, if at all, in the pollen.

In addition to evaluating the potential impacts of

transgenic crops on pollinator species, it is also impor-

tant to address issues relating to the ability of these

species to collect and transport pollen between trans-

genic and non-transgenic crops, i.e., their role in pollen

dispersal and hence gene flow. Recombinant proteins

are usually expressed at low levels in the pollen of

transgenic plants due to the use of specific “constitu-

tive” promoters in the gene constructs. However, the

transgenes themselves are present in DNA contained in

the pollen, and therefore may be transferred to other

related plants via the activities of the pollinator species.
Impact of Herbicide-Tolerant Transgenic Crops

The wide-scale growing of glyphosate-tolerant crops

has resulted in an increase in glyphosate usage at the
expense of other herbicides [4, 109–111]. However,

despite this increase in glyphosate use, overall, the use

of HT crops has resulted, overall, in a significant reduc-

tion in pesticides. This has been accompanied by

a reduction in tillage which has an additional benefit

of reducing the use of petroleum-based fuels as well as

an implicit gain in time-use efficiency by growers [112].

Furthermore, HT crops have dramatically changed the

crop cultivars selected by growers and has hastened the

development of new transgenic crops for commercial

distribution worldwide [32, 113].

Weed control based on HT crops is efficient and

cost effective and provides considerable savings in

terms of both time and labor [114]. However, despite

this and other obvious benefits of the technology (see

above), there is much opposition in some quarters to

these crops – possibly more so than for insect-resistant

transgenic crops. One of the reasons for this opposition

stems from a lack of effective communication and

understanding between the general public and the

scientific and agricultural communities [21, 115].

Designing a risk assessment to test specific questions

to also address societal concerns may help address this

issue since it would provide an opportunity for society

to participate in the regulatory decisions affecting HT

crops [116]. It is possible that a major part of the

concern expressed about HT crops is that the technol-

ogy is associated with herbicide use, which in itself is

perceived as risky by the public sector [117]. The mode

of action of glyphosate is well understood and in fact

was one of the first commercially successful herbicides

to have an identified enzymatic site of action in plants.
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The selective and specific interaction of glyphosate

with EPSPS accounts for its potent herbicidal proper-

ties and low toxicity to other life forms; as such, this

will significantly reduce the potential for direct non-

target effects and should negate many of these

concerns.

Despite their undoubted success and major contri-

bution to global agriculture, potential risks associated

with the technology must be assessed, not least in terms

of the increased use of glyphosate [112, 118–121].

However, this apart, the primary environmental risk

associated with HT crops relates to their impact on

weed population shifts, whether expressed as the rise

in economic prominence of a new weedy species or the

evolution of glyphosate-tolerant weed biotypes. This

position is supported by the herbicide resistance risk

analysis which suggests that glyphosate-based systems

are at high risk of selecting for glyphosate-tolerant

weeds [122], although not all research supports this

view point [123].

Impact on Biodiversity Agriculture itself has had

a major impact on biodiversity, often manifested in

a marked decline in the abundance of species

[124–126]. While it is suggested that the ecosystem

effects of HT crops have been minimal [127], the indi-

rect impact of these crops on the agro-ecosystem, par-

ticularly as a result of changes in tillage and weed

management tactics, is important [128]. There is

conflicting evidence in the literature with some reports

suggesting an increase in species diversity in HT-based

systems while other reports suggest a reduction

[129–133]. These apparent contradictions may be due

to the fact that effects are often specific to the crop in

question and dependent on the different weedmanage-

ment tactics used for HT crops compared to non-

transgenic crops [134, 135]. For example, deployment

of HT crops was shown to have a negative impact on

butterfly population densities as an indirect effect of

good weed control, reflecting a lack of nectar availabil-

ity [136]. In contrast, little effect was observed for

bees, gastropods, and other invertebrates. Further-

more, the effects of such crops on the soil biota were

found to be negligible [132]. Thus, there appears to be

both favorable and unfavorable data on the effects of

HT crops on biological diversity [32]. The critical con-

sideration is that these effects are highly dependent on
specific crop and management tactics. It is likely that

any unfavorable effect on biological diversity could be

ameliorated by subtle manipulation of the HT-based

system.

Gene Flow Another pervasive problem with HT

crops is their coexistence with non-GM crops. Three

important considerations have to be addressed:

(1) introgression of the trait via pollen (pollen drift);

(2) containment of plant products during the produc-

tion year (grain segregation); and (3) volunteer HT

plants in following years [115]. While HT crops and

their non-transgenic counterparts can, and do, coexist,

and while grain segregation and controlling volunteers

is feasible [115, 137], controlling/preventing introgres-

sion of the HT trait via pollen movement in open-

pollinated crops such as maize is considerably more

difficult [138–141]. A number of factors affect the

success of maize pollen movement and subsequent

pollination, and generally, the greater the distance

between the pollen source and donor, the less likely is

the introgression of the transgenic trait [139, 140].

Given the tolerance levels established for some trans-

genic traits in non-transgenic crops, the isolation dis-

tances required to mitigate the risks of gene flow may

be too great to be realistic in commercial maize pro-

duction systems [142]. Other open-pollinated crops

have also been scrutinized with significant legal rami-

fication [143–146]. However, because of the possibility

of “contamination” as a consequence of gene flow,

many countries require buffer zones between fields

growing transgenic crops and their non-transgenic

counter parts; the size of these buffer zones will vary,

depending upon a number of different factors includ-

ing the crop itself. It is suggested that the issues of the

coexistence of such crops with non-transgenic crops

will continue to be a concern as long as there are

economic differences between the crop cultivar types

[147–149].
Future Directions

The major traits currently commercialized predomi-

nantly confer resistance to biotic stress, with

herbicide-tolerant (HT) crops occupying the market

share (Fig. 2). In 2009, SmartStax, a novel biotech

maize containing eight different genes for insect and
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herbicide resistance, was approved for commercializa-

tion in the USA. These so-called first-generation

transgenic crops, expressing improved agricultural

traits are often perceived as being of benefit to the

grower rather than to the consumer per se. Although

the seed is more expensive, such crops lower the costs

of production by reducing inputs of machinery, fuel,

and chemical pesticides. In addition, due to more

effective pest control, crop yields are often higher

(Tables 1 [6] and 2 [7–20]). However, it is important

to appreciate the environmental and health benefits of

growing these first-generation transgenic crops, many

of which are associated with reduced spraying of highly

toxic chemical insecticides and herbicides. In terms of

environmental benefits, these include controlling farm

runoff that otherwise pollutes water systems and

reduced mechanical weeding, so reducing loss of top-

soil [150], while the major health benefits are

a consequence of reduced pesticide exposure for

farmers and rural laborers, and lower pesticide residues

for consumers.

In addition to transgenic crops with increased tol-

erance to biotic stress, drought-tolerant maize is

expected to be deployed in the USA in 2012 and

sub-Saharan Africa in 2017. Other transgenic crops

on the horizon include adoption of Golden Rice by

the Philippines in 2012 and Bangladesh and India

before 2015. Other smaller hectarage crops are also

expected to be approved by 2015, including potatoes

with pest and/or disease resistance, sugarcane with

quality and agronomic traits, and disease-resistant

bananas [3]. Interestingly, wheat remains the last

major staple crop without approved biotech traits.
However, political will for the crop is growing globally

and many authorities suggest that China may be the

first country to approve biotech wheat as early as 5

years from now.

As the science develops, so does the technology, but

irrespective of which particular generation of trans-

genic crops is being considered, their environmental

impact is of prime importance. Any risk assessment

process must thus keep pace with the changing tech-

nology and the development of novel crops expressing

novel traits.
Conclusion

Although one of the major concerns of recombinant

DNA technology relates to its impact on non-target

organisms, and thus on biodiversity, these fears have

not, in the main, been realized, although there have

been some well-publicized cases to the contrary.

Concern over the potential for Bt-expressing maize to

have negative effects on theMonarch Butterfly (Danaus

plexippus) population was voiced following the

publication of lab-based studies that demonstrated

that unrealistically high levels of pollen from such

plants had a deleterious effect [151]. However,

subsequent large-scale field trials demonstrated this

not to be the case, one factor being that when the

maize was in flower, the Monarchs were not present

[152–157]. Thus, in this instance, while the potential

hazard was high, exposure was negligible resulting in

effectively zero risk. Other examples include reports of

initial studies concerning toxicity of Btmaize–fed hosts

toward the predator Chrysoperla carnae (the green
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lacewing) via a tri-trophic interaction [42]. However,

subsequent studies demonstrated that Bt Cry1Ab

was not toxic to the larvae but that the effects

reported were mediated by prey quality [158].

Studies of this type emphasize the need not only to

place them within an ecological context, but also to use

appropriate comparators in the risk assessment

process. Studies such as those carried out by Hilbeck

[42] and colleagues emphasize the importance of

scientific rigor and the need for demonstration of

“cause and effect.”

While numerous studies have now been carried out

to evaluate the environmental safety of transgenic crops

on beneficial insects such as natural enemies that play

an important role in biological control and pollinators,

in the vast majority of cases, few negative effects have

actually been demonstrated. Interestingly, in the

majority of cases studied to date regarding natural

enemies, it is apparent that the predator/parasitoid is

often able to avoid the toxic effects of the different

insecticidal proteins being expressed, despite exposure

at physiologically relevant levels. Further, there is evi-

dence that the transgene product is diluted as it passes

through the different trophic levels. For pollinators,

this lack of toxicity is attributed to lack of receptors,

in the case of Bt, and lack of exposure when expressed

in the transgenic plant.

In addition to their potential impact on biodiver-

sity, other environmental concerns relating to the

deployment of transgenic crops are the potential for

gene flow, particularly in the case of HT crops.

However, the potential for gene flow is highly depen-

dent upon the plant species [159]. Gene flow in crops

can occur via pollen and via seed, the latter

potentially affecting agriculture temporally and on

a much larger scale than gene flow attributable

to pollen [160]; in general, it is acknowledged

that the risks of unintended trait movement are

difficult to assess [161]. It is, however, important

to point out that gene flow is no different in

transgenic crops than in non-transgenic cultivars

and that gene flow from transgenic crops is

a reality [162]. To expect compliance of zero gene

flow is neither reasonable nor realistic, and an

acceptable tolerance must be established for the coex-

istence of transgenic crops with their non-transgenic

counterparts.
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Glossary

Abiotic stress External (nonliving) factors which can

cause harmful effects to plants, such as soil condi-

tions, drought, and extreme temperatures.

Acclimatization Adaptation of an organism to a new

environment.

Adaptation In the evolutionary sense, some heritable

feature of an individual’s phenotype that improves

its chances of survival and reproduction in the

existing environment.

Additive genetic variance Genetic variance associated

with the average effects of substituting one allele for

another.

Agronomic performance/trait Pertains to practices

of agricultural production and its costs and the

management of crop land. Examples of agronomic

traits include yield, input requirements, stress

tolerance.

Agrobacterium tumefaciens A bacterium normally

responsible for causing crown gall disease in

a variety of plants. A plasmid has been isolated

from this bacterium that is useful in plant genetic

engineering. This plasmid, called the Ti plasmid,

has been modified so that it does not cause disease

but can carry foreign DNA into susceptible plant

cells.

Aldolase An enzyme, not subject to allosteric regula-

tion, that catalyzes in a reversible reaction the

cleavage of fructose 1,6-biphosphate to form
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
dihydroxyacetone phosphate and glyceraldehyde 3-

phosphate. The enzyme catalyzing the fourth reaction

in the glycolytic pathway, which splits

a monosaccharide into two 3-carbon units.

Allele Any of several alternative forms of a given gene.

Allele frequency Often called gene frequency. A

measure of how common an allele is in a population

the proportion of all alleles at one gene locus that are

of one specific type in a population.

Allelic exclusion A process whereby only one immu-

noglobulin light chain and one heavy chain gene are

transcribed in any one cell; the other genes are

repressed.

Allogenic Of the same species, but with a different

genotype.

Allopolyploid Polyploid produced by the hybridiza-

tion of two species.

Allopolyploid Plants Plants having more than two

sets of haploid chromosomes inherited from differ-

ent species.

Allosteric Regulation Regulation of an enzyme’s

activity by binding of a small molecule at a site

that does not overlap the active site region.

Anabolic The part of metabolism that is concerned

with synthetic reactions.

Aneuploid Having a chromosome number that is not

an exact multiple of the haploid number, caused by

one chromosome set being incomplete or chromo-

somes being present in extra numbers.

Aneuploidy The condition of a cell or an organism

that has additions or deletions of a small number of

whole chromosomes from the expected balanced

diploid number of chromosomes.

Antibiotic Chemical substance formed as a

metabolic by-product in bacteria or fungi and

used to treat bacterial infections. Antibiotics can

be produced naturally, using microorganisms, or

synthetically.

Antibody A protein produced by the immune system

in response to an antigen (a molecule that is per-

ceived to be foreign). Antibodies bind specifically to

their target antigen to help the immune system

destroy the foreign entity.

Antinutrients Substances that act in direct competi-

tion with or otherwise inhibit or interfere with the

use or absorption of a nutrient.
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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Antisense RNA RNA produced by copying and revers-

ing a portion of an RNA-encoding DNA, usually

including a protein-specifying region, and placing

it next to a transcription-control sequence. This

cassette can be delivered to the target cell, resulting

in genetic transformation and production of RNA

that is complementary to the RNA that is produced

from the original, not reversed, DNA segment. This

complementary, or antisense, RNA is able to bind

to the complementary sequences of the target RNA,

resulting in the inhibition of expression of the tar-

get gene.

Antiserum Blood serum containing specific anti-

bodies against an antigen. Antisera are used to

confer passive immunity to diseases and as analyt-

ical and preparative reagents for antigens, for exam-

ple, to determine potential allergenicity.

Avirulent Unable to cause disease.

Bacillus thuringiensis (Bt) A naturally occurring

microorganism which produces a toxin protein

that only kills organisms with alkalineing stomachs,

such as insect larvae. As and when delivered as

a part of the whole killed organism, this toxin

protein has been used for biological control for

decades. The genetic information that encodes the

toxin protein was identified and was moved into

plants to make them insect tolerant.

Bioconversion Chemical restructuring of raw mate-

rials by using a biocatalyst.

Biodegradable Capable of being broken down by the

action of microorganisms, usually by microorgan-

isms and under conditions generally in the

environment.

Bioinformatics The discipline encompassing the

development and utilization of computational

facilities to store, analyze, and interpret biological

data.

Biomass The totality of biological matter in a given

area. As commonly used in biotechnology, it refers

to the use of cellulose, a renewable resource, for the

production of chemicals that can be used to gener-

ate energy or as alternative feedstocks for the chem-

ical industry to reduce dependence on

nonrenewable fossil fuels.

Bioprocess A process in which living cells, or compo-

nents thereof, are used to produce a desired end

product.
Biosynthesis Production of a chemical by a living

organism.

Biotechnology Development of products by

a biological process. Production may be carried

out by using intact organisms, such as yeasts and

bacteria, or by using natural substances (e.g.,

enzymes) from organisms.

Biosynthetic The formation of complex compounds

from simple substances by living organisms.

Biotic Stress Living organisms which can harm plants,

such as viruses, fungi, and bacteria, and harmful

insects. (See Abiotic stress).

Callus A cluster of undifferentiated plant cells that

can, for some species, be induced to form the

whole plant.

Calvin Cycle A series of enzymatic reactions, occur-

ring during photosynthesis, in which glucose is

synthesized from carbon dioxide.

Catalyst An agent (such as an enzyme or a metallic

complex) that facilitates a reaction but is not itself

changed at the completion of the reaction.

Catabolic The part of metabolism that is concerned

with degradation reactions.

Chloroplast A chlorophyll-containing photosynthetic

organelle, found in eukaryotic cells that can harness

light energy.

Cistron A length of chromosomal DNA representing

the smallest functional unit of heredity, essentially

identical to a gene.

Clone A group of genes, cells, or organisms derived

from a common ancestor. Because there is no

combining of genetic material (as in sexual

reproduction), the members of the clone are

genetically identical or nearly identical to the

parent.

Codon A sequence of three nucleotide bases that in the

process of protein synthesis specifies an amino acid

or provides a signal to stop or start protein synthe-

sis (translation).

Coenzyme An organic compound that is necessary for

the functioning of an enzyme.Coenzymes are

smaller than the enzymes themselves and may be

tightly or loosely attached to the enzyme protein

molecule.

Cofactor A nonprotein substance required for certain

enzymes to function. Cofactors can be coenzymes

or metallic ions.
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Comparative genomics The comparison of genome

structure and function across different species for

further understanding of biological mechanisms

and evolutionary processes.

Composition analysis The determination of the con-

centration of compounds in a plant. Compounds

that are commonly quantified are proteins, fats,

carbohydrates, minerals, vitamins, amino acids,

fatty acids, and antinutrients.

Conventional breeding Breeding of plants carried out

by controlled transfer of pollen from one plant to

another followed by selection of progeny through

multiple generations for a desirable phenotype.

This method has also often included irradiation or

mutation of plants or seeds to induce extra varia-

tion in the donor material.

Complementary DNA (cDNA) DNA synthesized

from an expressed messenger RNA through

a process known as reverse transcription. This

type of DNA is used for cloning or as a DNA

probe for locating specific genes in DNA hybridiza-

tion studies.

Coumarins White vanilla-scented crystalline esters

used in perfumes and flavorings and as an antico-

agulant. Formula: C9H6O2.

Crossbreeding Interbreeding (of animals or plants)

using parents of different races, varieties,

breeds, etc.

Cyto- A prefix referring to cell or cell plasm.

Cytokines Intercellular signals, usually protein or

glycoprotein, involved in the regulation of cellular

proliferation and function.

Diet A specific allowance or selection of food or feed

that a person or animal regularly consumes.

Diploid A cell with two complete sets of chromo-

somes. Cf. Haploid.

DNA sequencing Technologies through which the

order of base pairs in a DNA molecule can be

determined.

Enzyme A protein catalyst that facilitates specific

chemical or metabolic reactions necessary for cell

growth and reproduction. Cf Catalyst.

Epigenetics The study of changes in gene expression

caused by mechanisms other than changes in the

underlying DNA sequence – hence the name epi-

(Greek: epί- over, above, outer) -genetics. Examples

of such changes might be DNA methylation or
histone deacetylation, both of which serve to sup-

press gene expression without altering the sequence

of the silenced genes.

Event The term used to describe a plant and its off-

spring that contain a specific insertion of DNA.

Such events will be distinguishable from other

events by their unique site of integration of the

introduced DNA.

Exposure assessment The qualitative and/or quanti-

tative evaluation of the likely exposure to biological,

chemical, and physical agents via different sources.

Feedstock The raw material used in chemical or bio-

logical processes.

Flavonoids Any of a group of organic compounds that

occur as pigments in fruit and flowers.

Food additive Any substance not normally consumed

as a food by itself and not normally used as a typical

ingredient of food, whether or not it has nutritive

value, the intentional addition of which to a food

for a technological (including organoleptic) pur-

pose in the manufacture, processing, preparation,

treatment, packing, packaging, transport, or hold-

ing of such food results, or may be expected to

result (directly or indirectly), in it or its by-products

becoming a component of or otherwise affecting

the characteristics of such foods. The term does not

include “contaminants” or substances added to

food for maintaining or improving nutritional

qualities.

Fructan A type of polymer of fructose, present in

certain fruits.

Functional foods The Institute of Medicine’s Food

and Nutrition Board defined functional foods as

“any food or food ingredient that may provide

a health benefit beyond the traditional nutrients it

contains.”

Functional genomics The development and imple-

mentation of technologies to characterize the

mechanisms through which genes and their

products function and interact with each other

and with the environment. The science that is

usually applied to the studies of gene and the

expression (mRNA) of usually large numbers of

genes simultaneously.

Gene expression The process through which a gene is

activated at particular time and place so that its

functional product is produced.
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Gene flow The exchange of genetic traits between

populations by movement of individuals, gam-

etes, or spores. It involves the spread of new

variants among different populations through

dispersal.

Gene silencing (See RNAi) A method usually

performed by the expression of an mRNA of com-

plementary or the same nucleotide sequence in

a cell such that the expression of the mRNA causes

the downregulation of the protein which is being

targeted.

Gene transfer The transfer of genes to an organism.

Usually used in terms of transfer of a gene to an

organism other that the original organism, through

the tools of biotechnology.

Gene A segment of chromosome that encodes the

necessary regulatory and sequence information to

direct the synthesis of a protein or RNA product.

(See also Operator Regulatory g. Structural g. Sup-

pressor g).

Gene mapping Determination of the relative locations

of genes on a chromosome.

Gene sequencing Determination of the sequence of

nucleotide bases in a strand of DNA.

Genetic engineering A technology used to alter the

genetic material of living cells in order to make

them capable of producing new substances or

performing new functions.

Genetic map A Map showing the positions of genetic

markers along the length of a chromosome relative

to each other (genetic map) or in absolute distances

from each other (physical map).

Genome The total hereditary material of a cell, com-

prising the entire chromosomal set found in each

nucleus of a given species.

Genomics Science that studies the genomes (i.e.,

the complete genetic information) of living

beings. This commonly entails the analysis of

DNA sequence data and the identification of

genes.

Genotype Genetic makeup of an individual or group.

Cf. Phenotype.

Germplasm The total genetic variability, represented

by germ cells or seeds, available within a particular

population of organisms.

Gene pool The total genetic information contained

within a given population.
Glycoalkaloid toxins Steroid-like compounds pro-

duced by plant members of the botanical family

Solanaceae, most notably “solanine” present in

potato tubers.

Golden rice In 1999, Swiss and German

scientists announced the development of a genetically

engineered rice crop that produces beta-carotene, a

substance which the body converts to vitamin A. This

improved nutrient rice was developed to treat indi-

viduals suffering from vitamin A deficiency, a condi-

tion that afflicts millions of people in developing

countries, especially children and pregnant women.

Haploid A cell with half the usual number of chromo-

somes, or only one chromosome set. Sex cells are

haploid. Cf. Diploid.

Hazard characterization The qualitative and/or

quantitative evaluation of the nature of the adverse

health effects associated with biological, chemical,

and physical agents. For chemical agents, a dose-

response assessment should be performed if the

data are obtainable.

Hazard identification The identification of biological,

chemical, and physical agents capable of causing

adverse health or environmental effects.

Hazard A biological, chemical, or physical agent, or

condition, with the potential to cause an adverse

health or environmental effect.

Hereditary Capable of being transferred as genetic

information from parent cells to progeny.

Heterozygote With respect to a particular gene at

a defined chromosomal locus, a heterozygote has

a different allelic form of the gene on each of the

two homologous chromosomes.

Homologous Corresponding or alike in structure,

position, or origin.

Homologous recombination Rearrangement of

related DNA sequences on a different molecule by

crossing over in a region of identical sequence.

Homozygote With respect to a particular gene at

a defined chromosomal locus, a homozygote has

the same allelic form of the gene on each of the two

homologous chromosomes.

Hormone A chemical that acts as a messenger or stim-

ulatory signal, relaying instructions to stop or start

certain physiological activities. Hormones are syn-

thesized in one type of cell and then released to

direct the function of other cell types.
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Horizontal gene transfer Transmission of DNA

between species, involving close contact between

the donor’s DNA and the recipient, uptake of

DNA by the recipient, and stable incorporation of

the DNA into the recipient’s genome.

Host A cell or organism used for growth of a virus,

plasmid, or other form of foreign DNA, or for the

production of cloned substances.

Hybridization Production of offspring, or hybrids,

from genetically dissimilar parents. The process

can be used to produce hybrid plants (by cross-

breeding two different varieties) or hybridomas

(hybrid cells formed by fusing two unlike cells,

used in producing monoclonal antibodies).

The term is also used to refer to the binding of

complementary strands of DNA or RNA.

Hybrid The offspring of two parents differing in at

least one genetic characteristic (trait). Also,

a heteroduplex DNA or DNA-RNA molecule.

Identity preservation The segregation of one crop

type from another at every stage from production

and processing to distribution. This process is usu-

ally performed through audits and site visits and

provides independent third-party verification of

the segregation.

Immunoassay Technique for identifying substances

based on the use of antibodies.

Immunogen Any substance that can elicit an immune

response, especially specific antibody production.

An immunogen that reacts with the elicited anti-

body may be called an antigen.

Inbred Progeny produced as a result of inbreeding.

Inducer A molecule or substance that increases the

rate of enzyme synthesis, usually by blocking the

action of the corresponding repressor.

Inserted DNA The segment of DNA that is introduced

into the chromosome, plasmid, or other vectors

using recombinant DNA techniques.

Introgressed Backcrossing of hybrids of two plant

populations to introduce new genes into a wild

population.

Inulins A fructose polysaccharide present in the

tubers and rhizomes of some plants. Formula:

(C6H10O5)n.

In vitro Literally, “in glass.” Performed in a test tube or

other laboratory apparatus.

In vivo In the living organism.
Invertase activity Enzyme activity occurring in the

intestinal juice of animals and in yeasts, that hydro-

lyses sucrose to glucose and fructose.

Isoflavones Water-soluble chemicals, also known as

phytoestrogens, found in many plants and so

named because they cause effects in the mammalian

body somewhat similar to those of estrogen. The

most investigated natural isoflavones, genistein and

daidzen, are found in soy products and the herb red

clover.

Knock in Replacement of a gene by a mutant

version of the same gene using homologous

recombination.

Knock out Inactivation of a gene by homologous

recombination following transfection with

a suitable DNA construct.

Linkage The tendency for certain genes to be inherited

together due to their physical proximity on the

chromosome.

Locus (Plural loci) The position of a gene, DNA

marker, or genetic marker on a chromosome. (See

gene locus).

Macronutrient Any substance, such as carbon, hydro-

gen, or oxygen, that is required in large amounts for

healthy growth and development.

Marker Any genetic element (locus, allele, DNA

sequence, or chromosome feature) which can be

readily detected by phenotype, cytological or

molecular techniques, and used to follow a chro-

mosome or chromosomal segment during genetic

analysis.

Marker assisted selection or marker aided selection

(MAS) A process whereby a marker (morpho-

logical, biochemical, or one based on DNA/

RNA variation) is used for indirect selection

of a genetic determinant or determinants of a

trait of interest (i.e., productivity, disease resis-

tance, abiotic stress tolerance, and/or quality).

This process is used in plant and animal

breeding.

Mass spectrometry Analytical technique by which

compounds in a vacuum compartment are ionized,

eventually fragmented, accelerated, and detected

based upon the mass-dependent behavior of the

ionized compounds or their fragments in response

to the application of a magnetic or electric field in a

vacuum.



1638 Transgenic Crops, Next Generation
Messenger RNA (mRNA) Nucleic acid that carries

instructions to a ribosome for the synthesis of

a particular protein.

Metabolism All biochemical activities carried out by

an organism to maintain life.

Metabolite A substance produced during or taking

part in metabolism.

Metabolomics “Open-ended” analytical techniques

that generate profiles of the metabolites, that is,

chemical substances within a biological sample.

Commonly differences between profiles of different

(groups of) samples are determined and the iden-

tity of the associated metabolites elucidated. Con-

trary to targeted analysis, these techniques are

indiscriminate in that they do not require prior

knowledge of every single substance that is present.

Microarray A microscopic, ordered array of nucleic

acids, proteins, small molecules, cells, or other sub-

stances that enables parallel analysis of complex

biochemical samples. There are many different

types of microarrays both from a biological and

production system perspective. The generic terms

“DNA array,” “GeneChipTM,” or “hybridization

array” are used to refer broadly to all types of

oligonucleotide-based arrays. The two most com-

mon are cDNA arrays and genomic arrays. cDNA

array: A microarray composed of grid of nucleic

acid molecules of known composition linked to

a solid substrate, which can be probed with total

messenger RNA from a cell or tissue to reveal

changes in gene expression relative to a control

sample.

Micronutrient Any substance, such as a vitamin or

trace element, essential for healthy growth and

development but required only in minute amounts.

Mini-chromosome Contains only centromeres and

telomeres with little additional DNA. This provides

the ability to accept multiple genes coding for

stacked traits. They are particularly useful because

they allow scientists to add numerous genes onto

one mini-chromosome and manipulate those genes

easily because they are all in one place.

mRNA Messenger RNA.

Multigenic Of hereditary characteristics one that is

specified by several genes.

Mutant A cell that manifests new characteristics due to

a change in its DNA.
Mutation A structural change in a DNA sequence

resulting from uncorrected errors during DNA

replication.

Mutation Breeding Genetic change caused by natural

phenomena or by use of mutagens. Stable muta-

tions in genes are passed on to offspring unstable

mutations are not.

Nitrogen fixation A biological process (usually asso-

ciated with plants) whereby certain bacteria convert

nitrogen in the air to ammonia, thus forming

a nutrient essential for growth.

Nucleic acid Large molecules, generally found in the

cell nucleus and/or cytoplasm, that are made up of

nucleotide bases. The two kinds of nucleic acid are

DNA and RNA.

Nucleotides The building blocks of nucleic acids. Each

nucleotide is composed of sugar, phosphate, and

one of four nitrogen bases. If the sugar is ribose, the

nucleotide is termed a “ribonucleotide,” whereas

deoxyribonucleotides have deoxyribose as the

sugar component (i.e., adenine, cytosine, guanine,

and thymine in the case of DNA). The sequence of

the nucleotides within the nucleic acid determines,

for example, the amino acid sequence of an

encoded protein.

Nucleus In eukaryotic cells, the centrally located

organelle that encloses most of the chromosomes.

Minor amounts of chromosomal substance DNA

are found in some other organelles, most notably

the mitochondria and the chloroplasts.

Nutritionally improved Improving the quantity,

ratio, and/or bioavailability of essential macro-

and micronutrients and other compounds for

which the clinical and epidemiological evidence

is clear that they play a significant role in the

maintenance of optimal health and are limiting

in diets.

Nutraceutical The termwas coined by the Foundation

for Innovation in Medicine in 1991 and is defined

as “any substance that may be considered a food or

part of a food and provides medical or health ben-

efits, including the prevention and treatment of

disease.”

Organoleptic Able to perceive a sensory stimulus such

as taste.

Operon Sequence of genes responsible for synthesiz-

ing the enzymes needed for biosynthesis of
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a molecule. An operon is controlled by an operator

gene and a repressor gene.

Pathogen Disease-causing organism.

Peptide Two or more amino acids joined by a linkage

called a peptide bond.

Pesticide Any substance intended for preventing,

destroying, attracting, repelling, or controlling any

pest including unwanted species of plants or ani-

mals during the production, storage, transport, dis-

tribution and processing of food, agricultural

commodities, or animal feeds, or which may be

administered to animals for the control of ectopar-

asites. The term includes substances intended for

use as a plant-growth regulator, defoliant,

desiccant, fruit-thinning agent, or sprouting inhib-

itor, and substances applied to crops either

before or after harvest to protect the commodity

from deterioration during storage and transport.

The term normally excludes fertilizers, plant

and animal nutrients, food additives, and animal

drugs.

Phenotype Observable characteristics, resulting from

interaction between an organism’s genetic makeup

and the environment. Cf. Genotype

Phenylpropanoids Especially the derivatives of

the cinnamyl alcohols and of cinnamic acids,

isolated from medicinal plants due to the inter-

est as the source for the preparation of the

remedies.

Photosynthesis Conversion by plants of light energy

into chemical energy, which is then used to support

the plants’ biological processes.

Phytate (phytic acid) A phosphorus-containing com-

pound in the outer husks of cereal grains that, in

addition to limiting the bioavailability of phospho-

rous itself, binds with minerals and inhibits their

absorption.

Phytochemicals Small molecule chemicals unique to

plants and plant products.

Plasmid Circular extrachromosomal DNA molecules

present in bacteria and yeast. Plasmids replicate

autonomously each time the organism, a bacterium,

divides and are transmitted to the daughter cells.

DNA segments are commonly cloned using plasmid

vectors.

Plasticity The quality of being plastic or able to be

molded, changed.
Plastid Any of various small particles in the cytoplasm

of the cells of plants and some animals that

contain pigments (see chromoplast), starch, oil,

protein, etc.

Pleiotropic Genes or mutations that result in the pro-

duction of multiple effects at the phenotypic level.

It is the consequence of the fact that biochemical

pathways starting from different genes intersect in

many places, inhibiting, deflecting, and variously

modifying each other. Introduced genes may also

insert into sites that effect phenotypic changes

other than the one desired.

Polyclonal Derived from different types of cells.

Polymer A long molecule of repeated subunits.

Polypeptide Long chain of amino acids joined by pep-

tide bonds. Post-Transcriptional Gene Silencing

Post-transcriptional gene silencing (PTGS) is

a sequence-specific RNA degradation system

designed to act as an antiviral defense mechanism.

A form of PTGS triggered by transgenic DNA,

called co-suppression, was initially described in

plants and a related phenomenon, termed quelling,

was later observed in the filamentous fungus Neu-

rospora crassa.

Posttranscriptional modification A series of pro-

cesses through which protein molecules are bio-

chemically modified within a cell following their

synthesis by translation of messenger RNA.

A protein may undergo a complex series of modi-

fications in different cellular compartments before

its final functional form is produced.

Profiling Creation of indiscriminate patterns of the

substances within a sample with the aid of analyti-

cal techniques, such as functional genomics, prote-

omics, and metabolomics. The identity of the

compounds detectable within the pattern need not

be known.

Promoter ADNA sequence that is located near or even

partially within encoding nucleotide sequences and

which controls gene expression. Promoters are

required for binding of RNA polymerase to initiate

transcription.

Protein Proteins are biological effector molecules

encoded by an organism’s genome. A protein con-

sists of one or more polypeptide chains of amino

acid subunits. The functional action of a protein

depends on its three-dimensional structure, which
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is determined by its amino acid composition and

any posttranscriptional modifications.

Proteomics The development and application of tech-

niques used to investigate the protein products of

the genome and how they interact to determine

biological functions. This is an “Open ended” ana-

lytical technique that generates profiles of the pro-

teins within a biological sample. The technique is

commonly used to find differences between profiles

of different (groups of) samples are and determined

and the identity of the associated proteins eluci-

dated. Contrary to targeted analysis, these tech-

niques are indiscriminate in that they do not

require prior knowledge of every single substance

protein present that is analyzed beforehand.

Protoplast fusion The fusion of two plant protoplasts

that each consists of the living parts of a cell, includ-

ing the protoplasm and cell membrane but not the

vacuoles or the cell wall.

Protoplast The cellular material that remains after the

cell wall has been removed. A plant cell from which

the cell wall has been removed by mechanical or

enzymatic means. Protoplasts can be prepared from

primary tissues of most plant organs as well as from

cultured plant cells.

Quantitative trait loci The locations of genes that

together govern a multigenic trait, such as yield or

fruit mass.

Recombinant DNA Any DNA molecule formed by

joining DNA segments from different sources (not

necessarily different organisms). This may also be

a strand of DNA synthesized in the laboratory by

splicing together selected parts of DNA strands

from different organic species, or by adding

a selected part to an existing DNA strand.

Regeneration Laboratory technique for forming

a new plant from a clump of plant cells.

Regulatory gene A gene that acts to control the pro-

tein-synthesizing activity of other genes.

Regulatory sequence A DNA sequence to which spe-

cific proteins bind to activate or repress the expres-

sion of a gene.

Replication Reproduction or duplication, as of an

exact copy of a strand of DNA.

Rhizobium A class of microorganisms that converts

atmospheric nitrogen into a form that plants can

utilize for growth. Species of this microorganism
grow symbiotically on the roots of certain legumes

such as peas, beans, and alfalfa.

Ribonucleic acid (RNA) A molecule similar to DNA

that functions primarily to decode the instructions

for protein synthesis that are carried by genes. (See

also Messenger RNATransfer RNA).

Ribosome A cellular component, containing protein

and RNA, that is involved in protein sythesis.

Ribozyme Any of the RNA molecules possessing

catalytic activity and acting as biological

catalysts.

Risk A function of the probability of an adverse health

effect and the severity of that effect, consequential

to a hazard(s).

Risk analysis A process consisting of three compo-

nents: risk assessment, risk management, and risk

communication.

Risk assessment A scientific process consisting of the

following steps: (1) hazard identification, (2) hazard

characterization, (3) exposure assessment, and

(4) risk characterization.

Risk characterization The qualitative and/or quanti-

tative estimation, including attendant uncer-

tainties, of the probability of occurrence and

severity of known or potential adverse health effects

in a given population based on hazard identifica-

tion, hazard characterization, and exposure

assessment.

Risk communication The interactive exchange of

information and opinions throughout the risk anal-

ysis process concerning hazards and risks, risk-

related factors, and risk perceptions, among risk

assessors, risk managers, population, industry, the

academic community, and other parties, including

the explanation of risk assessment findings and the

basis of risk management decisions.

Risk management The process, distinct from risk

assessment, of weighing policy alternatives, in

consultation with all interested parties, consider-

ing risk assessment and other factors relevant for

the health protection of population and for the

promotion of fair practices, and if needed,

selecting appropriate prevention and control

options.

RNAi RNA Interference (RNAi), a term coined by Fire

et al. in 1998, is a phenomenon whereby small

double-stranded RNA (referred as small
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interference RNA or siRNA) can induce efficient

sequence-specific silence of gene expression.

SAFOTEST EU project on new methods for the safety

testing of transgenic food.

Scale-up Transition from small-scale production to

production of large industrial quantities.

Secondary metabolites Chemical substances within

a biological organism sample that are not necessary

for, or concerned with, primary cellular functions.

Examples of secondary metabolites are Secondary

metabolism proceeds by modification of the primary

metabolites of photosynthesis, respiration, etc., by

four main pathways. The malonate/polyketide path-

way leads to the production of fatty acids and

naphthoquinones. The mevalonate/isoprenoid path-

way leads to the various terpenes (such as menthol),

carotenoids and steroids. The shikimate pathway

leads to aromatic amino acids and the phenolics and

the final group of metabolites is a nonspecific mix of

amino-acid derivatives including the and alkaloids

(such as solanine) and others of mixed biogenesis.

Selectable marker A gene, often encoding

resistance to an antibiotic or an herbicide,

introduced into a group of cells to allow iden-

tification of those cells that contain the gene of

interest from the cells that do not. Selectable

markers are used in genetic engineering to

facilitate identification of cells that have incor-

porated another desirable trait that is not easy

to identify in individual cells.

Selective breeding Making deliberate crosses or mat-

ings of organisms so the offspring will have

particular desired characteristics derived from one

or both of the parents.

Selective medium Nutrient material constituted such

that it will support the growth of specific organisms

while inhibiting the growth of others.

Sequence homology The measurable likeness degree

of identity or similarity between two nucleotides or

amino acid sequences.

Sera-binding tests Immunological assays that evalu-

ate for the presence of antigen-specific IgE in

blood serum obtained from individuals allergic to

food, pollen, or other environmental antigens.

Sera-binding tests include assays such as western

blotting, ELISA, ELISA-inhibition, RAST, and

RAST-inhibition techniques.
Shikimate pathway Pathway in microorganisms

and plants involved in the biosynthesis of the aro-

matic amino acid family (phenylalanine, tyrosine,

tryptophan) with a requirement for chorismate as

well as shikimate. Secondary metabolites such as lig-

nin, pigments, UV light protectants, phenolic redox

molecules, and other aromatic compounds, such as

folic acid and ubiquinone, are postscript products of

the shikimate pathway.

Signal transduction The molecular pathways mecha-

nism through which a cell senses changes in its

external environment and changes its gene expres-

sion patterns in response.

Signal sequence The N-terminal sequence of

a secreted protein, which is required for transport

through the cell membrane.

Small interfering RNA (siRNA) Small Interfering

RNA (siRNA) is 21–23-nt double-stranded RNA

molecules. It guides the cleavage and degradation

of its cognate RNA.

Site-specific recombination A crossover event, such

as the integration of phage lambda, that requires

homology of only a very short region and uses an

enzyme specific for that recombination. Recombi-

nation occurring between two specific sequences

that need not be homologous, mediated by

a specific recombination system.

Somaclonal selection Epigenetic or genetic changes,

sometimes expressed as a new trait, resulting from

in vitro culture of higher plant cells. Somatic (veg-

etative nonsexual) plant cells can be propagated in

vitro in an appropriate nutrient medium. The cells

which multiply by division of the parent somatic

cells are called somaclones and, theoretically,

should be genetically identical with the parent. In

fact this process occasionally in vitro cell culture of

somatic cells, whether from a leaf, a stem, a root,

a shoot, or a cotyledon, frequently generates cell

plants which are significantly different, epigeneti-

cally and/or genetically, from the parent in a stable

fashion and such progenies are called somaclonal

variants and may provide a useful source of genetic

variation.

Stilbenes A colorless or slightly yellow crystalline

water-insoluble unsaturated hydrocarbon used in

the manufacture of dyes trans-1,2-diphenylethene.

Formula: C6H5CH:CHC6H5. It forms the
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backbone structure of several compounds with

estrogenic activity. Trans-3,40,5-trihydroxy-stilbene
also known as resveratrol, has been found in some

experiments to inhibit cell mutations, and stimulate

at least one enzyme that can inactivate certain car-

cinogens, and may contribute to a low incidence of

cardiovascular disease.

Structural gene A gene that codes for a protein, such

as an enzyme.

Substantial equivalence In the report of the 1996

FAO/WHO Expert Consultation, substantial

equivalence was identified as being “established

by a demonstration that the characteristics

assessed for the genetically modified organism, or

the specific food product derived therefrom, are

equivalent to the same characteristics of the con-

ventional comparator. The levels and variation for

characteristics in the genetically modified organ-

ism must be within the natural range of variation

for those characteristics considered in the compar-

ator and be based upon an appropriate analysis of

data.” In the Codex Guideline for the Conduct of

Food Safety Assessment of Foods Derived from

Recombinant-DNA Plants (2003), the concept of

substantial equivalence is described as “a key step

in the safety assessment process. However, it is not

a safety assessment in itself rather it represents the

starting point which is used to structure the safety

assessment of a new food relative to its conven-

tional counterpart. This concept is used to identify

similarities and differences between the new food

and its conventional counterpart. It aids in the

identification of potential safety and nutritional

issues and is considered the most appropriate

strategy to date for safety assessment of foods

derived from recombinant-DNA plants. The safety

assessment carried out in this way does not imply

absolute safety of the new product; rather it

focuses on assessing the safety of any identified

differences so that the safety of the new product

can be considered relative to its conventional

counterpart.”

Substrate Material acted on by an enzyme.

Synteny All loci on one chromosome are said to be

syntenic (literally on the same ribbon). Loci may

appear to be unlinked by conventional genetic tests

for linkage but still be syntenic.
Systems biology A biology-based interdisciplinary

study field that focuses on complex interactions

in biological systems claiming that it uses a new

perspective (holism instead of reduction). Partic-

ularly, from year 2000 onward, the term is used

widely in the biosciences, and in a variety of

contexts. An often stated ambition of systems

biology is the modeling and discovery of emer-

gent properties, properties of a system whose

theoretical description is only possible using

techniques which fall under the remit of systems

biology.

Tannins Any of a class of yellowish or brownish solid

compounds found in many plants and used as

tanning agents, mordants, medical astringents,

etc. Tannins are derivatives of gallic acid with the

empirical formula C76H52O46.

T-DNA The segment of the Ti plasmid of A.

tumefaciens that is transferred to the plant genome

following natural infection.

Ti Plasmid A plasmid containing the gene(s)

responsible for inducing plant tumor formation

transfer of genes from A. tumefaciens to plant

cells.

Tissue culture In vitro growth in nutrient medium of

cells isolated from tissue.

Traditional breeding Modification of plants and ani-

mals through selective breeding. Practices used in

traditional plant breeding may include aspects of

biotechnology such as tissue culture and muta-

tional breeding.

Transcription The process through which a gene is

expressed to generate a complementary messenger

RNA molecule. Synthesis of messenger (or any

other) RNA on a DNA template.

Transcription activator–like effector nucleases

(TALENs) Transcription activator–like effector

(TALE) proteins from Xanthomonasare nucleases

that cleave unique genomic sequences in living cells

and can be used for targeted gene editing and

mutagenesis.

Transcriptome The total messenger RNA expressed in

a cell or tissue at a given point in time.

Transgene A gene from one source that has been

incorporated into the genome of another organism.

Transgenic plant A fertile plant that carries an intro-

duced gene(s) in its germ line.
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Transformation Change in the genetic structure of

an organism by the incorporation of foreign

DNA.

Transgenic organism An organism formed by the

insertion of foreign genetic material into the germ

line cells of organisms. Recombinant DNA tech-

niques are commonly used to produce transgenic

organisms.

Translation Process by which the information on

a messenger RNA molecule is used to direct the

synthesis of a protein.

Transmissible spongiform encephalopathy A dis-

ease that can be transmitted from one animal

to another and will produce changes in the

brain that appear similar to a sponge (i.e.,

some of the cells are clear when seen down

the microscope).

Transposon A segment of DNA that can move around

and be inserted at several sites in the genome of

a cell possibly altering expression. The first to be

described was the Ac/Ds system in maize shown by

McClintock to cause unstable mutations.

Trypsin inhibitors Antinutrient proteins present in

plants such as soybeans that inhibit the digestive

enzyme, trypsin if not inactivated by heating or

other processing methods.

Unintended effect An effect that was not the purpose

of the genetic modification or mutation. An

unintended effect may be either predictable or

unpredictable, based on the knowledge of, among

other things, the function of the introduced DNA

and of the native DNA affected by the genetic

modification. A predicted unintended effect

would be, for example, variations in metabolic

intermediates and endpoints, and an unpredicted

effect might be turning on of unknown endogenous

genes.

Variety A subdivision of a species for taxonomic clas-

sification also referred to as a “cultivar.” A variety is

a group of individual plants that is uniform, stable,

and distinct genetically from other groups of indi-

viduals in the same species.

Virulence Ability to infect or cause disease.

Virus A submicroscopic organism that contains

genetic information but cannot reproduce by itself.

To replicate, it must invade another cell and use

parts of that cell’s reproductive machinery.
Wildtype The form of an organism that occurs most

frequently in nature.
Definition of the Subject

New and innovative techniques will be required to

improve the efficiency of the global agriculture sector

to ensure an ample supply of healthy food. To con-

found this situation the inequity between the affluent

and developing countries will continue to grow and

only a handful of technologies are sufficiently scale

neutral to help with redressing this imbalance. Biotech-

nology is one such technology which offers efficient

and cost-effective means to produce a diverse array of

novel, value-added products and tools. The first gener-

ation of biotechnology products commercialized were

crops focusing largely on input agronomic traits whose

value was often opaque to consumers. The coming

generations of crop plants can be grouped into four

broad areas each presenting what, on the surface, may

appear as unique challenges and opportunities. The

present and future focus is on continuing improvement

of agronomic traits such as yield and abiotic stress

resistance in addition to the biotic stress tolerance of

the present generation; crop plants as biomass feed-

stocks for biofuels and “bio-synthetics”; value-added

output traits such as improved nutrition and food

functionality; and plants as production factories

for therapeutics and industrial products. From

a consumer perspective the focus on value-added traits,

especially improved nutrition, is undoubtedly one of

the areas of greatest interest.
Introduction

During the coming decades, food and agricultural pro-

duction systems will need to be significantly enhanced

to respond to a number of remarkable changes, such as

a growing world population; increasing international

competition; globalization; shifts to increased meat

consumption in developing countries and rising con-

sumer demands for improved food quality, safety,

health enhancement, and convenience. The 2008

World Bank Development Report emphasized that

“Agriculture is a vital development tool for achieving

the Millennium Development Goals that call for halv-

ing by 2015 the share of people suffering from extreme
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poverty and hunger [1].” The Report notes that three

out of every four people in developing countries live in

rural areas and most of them depend directly or indi-

rectly on agriculture for their livelihoods. It recognizes

that overcoming abject poverty cannot be achieved in

sub-Saharan Africa without a revolution in agricultural

productivity for resource-poor farmers in Africa, many

of whom are women.

New and innovative techniques will be required to

ensure that this revolution produces an ample supply of

nutritious food by improving the efficiency of the

global agriculture sector. Innovation is essential for

sustaining and enhancing agricultural productivity.

This involves new, science-based products and pro-

cesses that contribute reliable methods for improving

quality, productivity, and environmental sustainability.

Biotechnology has introduced a new dimension to such

innovation, offering efficient and cost-effective means

to produce a diverse array of novel, value-added prod-

ucts and tools. It has the potential to improve qualita-

tive and quantitative aspects of food, feed, fiber, and

biofuel production; reduce the dependency of agricul-

ture on chemicals and fossil fuels; diminish over-

cultivation and erosion; and lower the cost of raw

materials, all in an environmentally sustainable man-

ner. Commercialization of the first generation of prod-

ucts of recombinant DNA technology was another facet

in a long history of human intervention in nature for

agricultural and food production purposes. As such,

the same parameters of risk-based assessment should

apply. Commercialization of products must be under-

taken within a regulatory framework that ensures ade-

quate protection of the consumer, the environment,

and alternate production systems while not stymieing

innovation.

In a world whose population is increasing

disproportionally in disadvantaged regions, it is hard

to envisage feeding and sustaining these numbers in

a livable environment without the use of biotechnol-

ogy. From 1800 onward, more food was simply pro-

duced by plowing up virgin land and forest. The land

area used for farming increased about fivefold up to the

middle of the twentieth century in step with population

increases. The Green Revolution put a brake on this

expansion, increasing yields threefold with limited

need for further expansion. Since 1950, the proportion

of the land devoted to farming has barely increased,
even though the world population doubled over the

same period. At least half the available good quality soil

is currently used for agriculture, with the remainder

under tropical forests. Coupling this with the ever

diminishing nonrenewable resources and the

compounding effects of climate change on the limita-

tion of land usage leads to an obvious dilemma. Unless

a second Green Revolution is carried out, increasing

yield but limiting it to land currently used for farming,

there will be further deterioration of natural habitats

and biodiversity that may threaten more than our

lifestyles.

During the most recent global food crisis in 2008

which was erroneously laid disproportionately on the

shoulders of biofuel production, most especially grain

ethanol, the Gates Foundation announced $306million

in grants to boost agricultural yields in the developing

world, with nearly $165 million to replenish depleted

soils in Africa. As noted by US News andWorld reports

these efforts are not without controversy as they charge

that critics consider that western philanthropists are

violating African “food sovereignty” and promoting

American at the expense of peasant farmers who are

knowledgeable about local practices [2]. But local prac-

tices have yielded scarcity. A farmer in India grows

three to four times as much food on the same amount

of land as a farmer in Africa; a farmer in China, roughly

seven times as much.

As noted, the FAO reports that global demand for

food could easily double over the period 2000–2050,

with a two-and-a-half- threefold increase in the poorest

countries [2]. They found that biotechnology and

genetic engineering of crops hold great promise for

agriculture in developing countries. The report noted

that more than 70% of the world’s poor still live in rural

areas and depend directly on agriculture for their sur-

vival. The WHO estimates that 800 million people

worldwide suffer from malnutrition. It is difficult to

imagine a promising alternative to biotechnology and

industrial agriculture that will sustain such numbers

without catastrophic consequences. As far back as 2004

the Economic and Social Council of the United Nations

(ECOSOC) noted that most developing countries are

unlikely to meet the Millennium Development Goals

without a clear political commitment to making sci-

ence and technology among top priorities in their

development agenda [3]. FAO members called for
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strengthening efforts in maximizing the benefits and

minimizing the potential adverse consequences of

biotechnology, through the Committee on Agriculture,

the Council and the Conference, the development of a

multidisciplinary, cross-sectoral program. In response,

the Biotechnology Applications in Food and Agricul-

ture, Forestry and Fisheries Priority Area for Interdis-

ciplinary Action (Biotech-PAIA) was established and

an Inter-Departmental Working Group on Biotechnol-

ogy was set up to oversee its planning and implemen-

tation [4]. And prior to that the US National Academy

of Sciences, joined by six other academies from around

the world (Royal Society of London, Third World

Academy of Sciences, and National Academies of Bra-

zil, China, India, and Mexico) issued a report in 2000

declaring that biotechnology should be used to increase

the production of main food staples, improve the effi-

ciency of production, reduce the environmental impact

of agriculture, and provide access to food for small-

scale farmers [5]. Agricultural research of all forms

holds an important key to meeting their needs, as the

FAO noted biotechnology can speed up conventional

breeding programs and may offer solutions where con-

ventional methods fail. This is a positive outcome for

consumers and the environment.
Progress to Date

Modifications of crop plants can be organized into two

broad-based non-mutually exclusive categories: those

that benefit the producer and those that benefit the

consumer. Modifications that protect the crop from

either biotic or abiotic stress (biotic stress being dam-

age by predators such as insects and nematodes and

disease agents such as viruses, fungi, bacteria, and

weeds, and abiotic stress in the form of drought, cold,

heat, and poor soils), or increase in total crop yield

benefit the producer and are called “input traits.” The

majority of modified crops in commercial use fit in this

group. Scientists have just begun to tap the large poten-

tial of biotechnology to produce varieties of plants that

confer a wide spectrum of advantages to consumers.

These varieties are modified with “output traits.”

Developing and commercializing plants with these

improved traits involves overcoming a variety of tech-

nical, regulatory, and perception challenges inherent in

perceived and real challenges of complex
modifications. Both the panoply of traditional plant

breeding tools and modern biotechnology-based tech-

niques will be required to produce plants with the

desired quality traits. In addition to the older gene

transfer technology where mostly single genes were

modified, newer techniques such as the use of RNA

interference tomanipulate endogenous genes and espe-

cially the use of transcription factors to modulate

whole suites of genes and metabolic networks will

become increasingly important tools in the effort to

introduce valuable traits. The later approach is already

a major focus in multigenic and quantitative traits such

as developing stress tolerance crops and modifying

paths for improving nutritional characteristics.

Since the first biotech crop was commercialized in

1996, genetically modified (GM) crops are now grown

commercially by 15.4 million farmers in 29 countries

on 366 million acres [6] (Fig. 1). More than half of the

63 countries engaged in biotech research, development,

and production are developing countries. While North

America still leads with US acreage accounting for

about 45% of the total acreage worldwide, nevertheless,

19 of the 29 countries are developing countries and of

the 15.4 million farmers that grew these crops, a full

14.4 million (90%) are resource-poor LDC farmers.

The most recent countries to join this group were, in

2009, South America (Uruguay, Paraguay, and Bolivia)

and Africa (Egypt and Burkina Fosa) and in 2010, three

countries planted approved biotech crops for the first

time and Germany resumed planting. Pakistan planted

Bt cotton, as did Myanmar, and notably Sweden, the

first Scandinavian country to plant a biotech crop,

planted “Amflora,” a potato with high amylase starch

for industrial applications. Germany also resumed

adoption of biotech crops by planting “Amflora” for

a net gain of four countries in 2010 [6]. The first

generation of such crops focused largely on input agro-

nomic traits, and the next generation will focus more

on value-added output traits. In the next decade, some

studies estimate, the global value of biotech crops will

increase nearly fivefold to $210 billion [7].

Agricultural biotechnology has helped farmers

around the world boost their productivity and grow

crops in more ecologically healthy fields while allowing

much more efficient use of resources. This technology

allows reduced tillage, which cuts down on greenhouse

gas emissions, water runoff, machinery use, and soil
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erosion. Meanwhile, the benefits experienced by larger-

scale farmers in both industrialized nations and lesser-

developed countries are already considerable [6].

Research by Brookes and Barfoot [8, 9] shows in the

first 11 years of GM crop cultivation that global net

farm income increased by $33.8 billion since 1996; the

environmental footprint associated with pesticide use

was reduced by 15.4%; and there was a reduction in

carbon dioxide emissions in 2006 equivalent to taking

nearly 6.6 million cars off the road for a year.

An earlier study by researchers at Denmark’s

National Environmental Research Institute (NERI)

monitored the fields of conventional and glyphosate-

tolerant sugar beet. They found that the GM plots

supported more plant species and insects than the

conventional plots, thus providing more food for

birds, and other types of wildlife use of transgenic

crops increased biodiversity compared to traditional
herbicide treatments [10]. Proper measurements in

the UK indicate that no-till, (directly compared with

plowed organic fields on the same farm and using the

same farmer) uses only one third fossil fuel, uses land

much more efficiently, reduces nitrate (and pesticide)

runoff by at least half, and increases soil carbon which

is lost when plowed. In addition, bird territories are

orders of magnitude higher, soil erosion almost

vanishes, and soil invertebrates such as earthworms

soar in numbers, as do predatory arthropods to keep

pests down. Organic fields in the UK see a threefold rise

in weeds on conversion that necessitates use of the

plow [11].

Therefore, reduced-till agriculture means healthier

soil, with reduced erosion and far less carbon dioxide

release. Soil carbon sequestration will be an important

part of any international strategy to mitigate the

increase in atmospheric CO2 concentrations. By
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adopting more sustainable management practices,

agriculture may play a large part in enhancing soil

carbon sequestration across the globe. One way is by

reducing the amount of conventional tillage, after long-

term tillage soil carbon stocks are depleted. In general,

cultivation is not a sustainable practice. It is energy

intensive and exposes soil to wind and water erosion.

It allows rain to compact the soil and increases

the oxygen content thus allowing organic matter to

oxidize away. In turn, lower organic matter in the soil

allows more compaction and more nutrient loss.

Additionally in warmer and drier climates, evaporative

water loss may be reduced as residue remains on the

soil surface creating a wetter and cooler soil

microclimate.

The Brooks and Barfoot study indicates that

pesticide use fell by over 286 million kg (�7.8%:

equivalent to about 40% of the annual volume of

pesticide-active ingredient applied to arable crops in

the European Union). Less spraying means fewer

tractor passes, contributing to lower carbon dioxide

emissions. Insect-resistant maize also has a collateral

effect – less insect damage results in much less infec-

tion by fungal molds which reduces mycotoxins that

are known health risks causing such problems as liver

cancer to humans and animals. Bt corn resulted in

a 90% reduction in mycotoxin fungal fumonisins

[12]. In addition to the obvious health benefits, the

total US economic benefit is estimated to be approxi-

mately $23million annually [6]. The only “natural” way

to control those fungi is the use of copper sulfate which

has one of the highest toxic hazard ratings of acceptable

pesticides and selects for antibiotic-resistant bacteria in

the soil.

A 2005 paper from the Royal Society suggests that

intensive high-yield farming on less land is better for

wildlife than “wildlife-friendly” less-efficient farming

[13]. They provide convincing evidence that without

yield increase, land use will double by 2050 and that

this effect will be especially significant in developing

countries where, without greater productivity China

and India will need four times the land area to support

their expanding populations. They show that in Latin

America, where increased productivity was achieved,

there was a significant decrease in deforestation;

those producers with greatest yield increase had lower

land use.
While North America remains the epicenter for

cutting edge GM research, other regions, namely,

China are emerging as contenders on the global stage.

Agricultural science is now China’s fastest-growing

research field with China’s share of global publications

in agricultural science growing from 1.5% in 1999 to

5% in 2008 [6]. China’s early experience with Bt cotton

demonstrated the direct and indirect benefits of its

investment in plant biotechnology research and prod-

uct development. In 2002, Bt cotton was grown in 2.1

million hectares by around five million farmers. At that

time the average Bt cotton farmer had reduced pesti-

cide sprayings for the Asian bollworm from 20 to 6

times per year, reduced applications by 59–80% com-

pared to conventional cotton (assessed in 3 years of

use), and produced a kilogram of cotton for 28% less

cost than the farmer using non-Bt varieties. Net reve-

nues increased by 357–549 USD/ha compared to con-

ventional cotton (assessed in 3 years of use) [14].

Ultimately, however, it is the social benefits from reduc-

ing exposure to insecticides and saving lives which is

the real payoff.

The demand for productivity-enhancing technolo-

gies by farmers and for cost savings by consumers, the

rate of increase in research investments, and success

with Bt cotton suggest that products from China’s

research program will 1 day become widespread inside

China. Indeed China is emerging as one of the trend-

setters in the adoption of novel traits as more recently

China is setting the pace for new approvals, with Bt rice

and phytase maize approved on November 27, 2009.

Rice is the principal staple for much of the world and

maize is the largest animal feed source. Bt rice has the

potential to increase yields up to 8%, decrease pesticide

use by 80% (17 kg/ha), and generate US$4 billion in

benefits annually [6]. The phytase approval is a major

step forward in approvals as it is the first since the

FLAVR SAVR tomato focusing on a “quality” trait.

However, it is far more than this, both literally and

figuratively since this single trait addresses several

issues from nutritional to environmental as expanded

on later.

The first GM crop to be released for commercial

cultivation in India was Bt cotton, developed by the

Maharashtra Seed Company (Mahyco) in partnership

withMonsanto. The approval, whichwas given in 2002,

came after several years of field trials following the



1648 Transgenic Crops, Next Generation
biosafety procedures laid down by the government.

Three cotton hybrids were granted permission for

field sowing in six states for 3 years. For the first

season, farmer demand for Bt cotton seed was very

high; it is estimated that 44,500 ha of certified Bt cotton

were planted by nearly 55,000 farmers. However, the

initial events thrived in regions that resembled the area

in which they were originally developed but did not

perform as well in growing regions with disparate cli-

mate challenges. It was not until the trait was

introgressed into locally adapted varieties that Bt

cotton thrived in all growing regions. Between 2005

and 2006 the biggest impact of this approach was

realized. From 3 Bt cotton hybrids in 2002 to 62 in

2006 the rapid deployment of Bt cotton hybrids based

on different agro-climatic conditions resulted in

decreased insecticide sprays by 39%, and increased

yield of 31%, resulting in increased profit per hectare

of 88% or $ 250. Over this period of rapid deployment

the average cotton yields increased from 308 to 450 kg/

ha of lint (of this increase 50% could be attributed to Bt

technology). Over the same period raw cotton exports

rose from 0.9 million bales in 2005 to 4.7 million in

2006 and had achieved 5.9 million by 2007 [15]. By

2009, 5.6 million resource-poor farmers in India

planted 8.4 million hectares of Bt cotton, equivalent

to 87% of the 9.6 million hectare national cotton crop.

The increase from 50,000 ha when Bt cotton was first

commercialized in 2002 to 8.4 million hectares in 2009

represents an unprecedented 168-fold increase in

8 years. Between 2002 and 2008, Bt cotton generated

economic benefits for farmers valued at US$5.1 billion,

halved insecticide requirements, contributed to the

doubling of yield and transformed India from

a cotton importer to a major exporter. Choudary con-

tends that the deployment of Bt cotton over the last

8 years has resulted in India becoming the number one

exporter of cotton globally as well as the second largest

cotton producer in the world [15].

However, despite the success of Bt cotton the

expected successful commercialization of Bt eggplant

never materialized as an effective opposition

managed to scupper its approval. Bt eggplant, or brinjal

as it is referred to in India, was found to be

effective against fruit and shoot borer (FSB), with

98% insect mortality in shoots and 100% in fruits

compared to less than 30% mortality in non-Bt
counterparts. The multi-location research trials

confirmed that Bt brinjal required, on average, 77%

less insecticides than non-Bt counterparts for control

of FSB, and 42% less for the control of all insect

pests of brinjal. The benefits of Bt brinjal translate

to an average increase of 116% in marketable fruits

over conventional hybrids, and 166% increase over

popular open-pollinated varieties [16]. Furthermore,

the significant decrease in insecticide usage reduced the

farmers’ exposure to insecticides and resulted in

a substantial decline in pesticide residues on brinjal

fruits. Scientists have estimated that Bt brinjal will

deliver farmers a net economic benefit ranging from

$330 to $397 per acre with national benefits to India

exceeding $400 million per year. However in Febru-

ary, 2010, the environmental minister announced

a 6-month moratorium citing that “There is no over-

riding food security argument for Bt brinjal. Our objec-

tive is to restore public confidence and trust in Bt

brinjal” [17], clearly articulating the fact that the deci-

sion was not based on scientific analysis or risk

assessment.

A number of other multi-institutional projects

have also been launched, including the development

of transgenic plants for resistance to geminiviruses

in cotton, mungbean, and tomato, resistance to

rice tungro disease, development of a nutritionally

enhanced potato with a balanced amino acid compo-

sition, and development of molecular methods for

heterosis breeding. Other transgenic crops that are

awaiting approval for commercial cultivation include

transgenic herbicide-tolerant mustard hybrids and

nutritionally enhanced potato varieties. However,

despite the resounding success of Bt cotton, given the

experience with Bt brinjal it is difficult to be optimistic

about the prospects for commercialization of food

crops.

A somewhat similar but even more insidious situa-

tion was experienced by Egypt. In 2008, Egypt became

the first country in the Arab world (and only one of

three in Africa) to commercialize biotech crops by

planting 700 ha of Bt yellow maize. The variety com-

mercialized, Ajeeb-YG, is a cross between MON 810

and an Egyptian maize variety with resistance to three

corn borer pests. The reason that the amount was so

low can in part be attributed to political pressure from

their EU market.
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The Next Generation

The vast majority of products approved to date are in

the area of agronomic traits, most specifically biotic

stress. The principal focus in the immediate future will

remain on agronomic traits especially the area of pest

control but with an increasing interest in abiotic stress

tolerance which is gaining prominence as external pres-

sures from climate change to land use change.

On the biotic stress tolerance side the focus is

expanding tomulti-tiered control systems. This in theory

serves a double advantage, primarily expanding the effec-

tiveness of the broad-based resistance events but also

allowing more effective management of the resistance

trait since there is less selective pressure when genes are

stacked. SmartStax, an eight-trait event developed

through collaboration between Monsanto and Dow

takes advantage of multiple modes of insect protection

and herbicide tolerance against above and below ground

insects and provides broad herbicide tolerance, including

Yieldgard VT Triple (Monsanto), Herculex Xtra (Dow),

Roundup Ready 2 (Monsanto), and Liberty Link (Dow).

It is currently available for corn, but cotton, soybean, and

specialty crop variations are to be released [18]. It is

estimated that this should require only 5% refuge

acres as opposed to the 20% mandated for older tech-

nologies to mitigate against pest tolerance [15].

On the second area of agronomic traits, namely

abiotic stress, there is a meta-issue that overlays much

of the individual efforts, which is climate change. This

poses a real challenge in terms of available agricultural

land and freshwater use. Apart from the obvious effects

of climate change, the decline of crop yields, ocean

acidification, poor nutrition and abiotic stress, popu-

lation displacement, and threatened ecosystems are

effects underlined by the Stern Report [19] as potential

consequences of climate change. In addition there are

also broader, more systemic effects of drought beyond

food insecurity such as decreased household income,

the loss of assets due to slaughter of livestock, health

threats due to the lack of water for hygiene and house-

hold uses, environmental degradation, and less-

sustainable land management.

These effects should be considered in the light of

growing population levels. In order to feed the overall

population, the world will have to double its rate of

agricultural production over the next 25 years, despite
having already quadrupled it in the last 50 years. Severe

drought accounts for half the world’s food emergencies

annually [1]. In 2003, the World Food Program spent

US$565 million in response to drought in sub-Saharan

Africa (SSA). In this context, solutions must be devel-

oped to adapt crops to the existing but also evolving

conditions, such as marginal soils or harsher condi-

tions such as cold, heat, drought, and salinity. The

agriculture sector is both a contributor and provider

of potential solutions to this phenomenon. It impacts

two of the principal components of climate change

greenhouse gases and water. Agriculture is a major

source of the former emissions. Practices – such

as deforestation, cattle feedlots, and fertilizer use –

currently account for about 25% of greenhouse gas

emissions. When broken down this amounts to 14%

of carbon dioxide emission, 48% of methane, and 52%

of nitrous oxide emissions [19]. In addition, this sector

uses a significant amount of available freshwater –

approximately 70% of the water currently consumed

by humans is used in agriculture – and this is likely to

increase as temperatures rise.

Given the potential impacts of climate change on

the range and extent of agricultural productivity and

the impact of agriculture practices itself on global

warming, techniques should play a substantial part in

mitigating against climate change. Green biotechnol-

ogy offers a set of tools which can help producers limit

greenhouse gas emissions as well as adapting their

agricultural techniques to shifting climates. The three

major contributions of green biotechnology to the mit-

igation of the impact of climate change are greenhouse

gas reduction, crop adaptation (environmental stress,

changing niches) and protection, and yield increase in

less desirable and marginal soils.

On the first of these issues greenhouse gas reduction

in addition to carbon dioxide agriculture contributes

two of the other major gases indeed one of them

nitrous oxide has a global warming potential of about

300 times that of carbon dioxide. In addition, nitrous

oxides stay in the atmosphere for a considerable period.

Nitrous oxide is produced through bacterial degrada-

tion of applied nitrogen fertilizer. In addition, fertilizer

can contribute to eutrophication at ground level so its

reduction is desirable on several levels. However, nitro-

gen is essential for crop production since it is quanti-

tatively the most essential nutrient for plants and
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a major factor limiting crop productivity. One of the

critical steps limiting the efficient use of nitrogen is the

ability of plants to acquire it from applied fertilizer.

Therefore, the development of crop plants that absorb

and use nitrogen more efficiently can serve both the

plant and the environment. Arcadia Biosciences of

Davis, CA, developed nitrogen-efficient crops by intro-

ducing a barley AlaAT (alanine aminotransferase) into

both rice and canola. Arcadia’s Nitrogen Use Efficiency

(NUE) technology produces plants with yields that are

equivalent to conventional varieties but which require

significantly less nitrogen fertilizer because the AlaAT

gene allows more efficient use. Compared with con-

trols, transgenic plants also demonstrated significant

changes in key metabolites and total nitrogen content,

confirming increased nitrogen uptake efficiency. This

technology has the potential to reduce the amount of

nitrogen fertilizer that is lost by farmers every year due

to leaching into the air, soil, and waterways. In addition

to environmental pressures, nitrogen costs can repre-

sent a significant portion of a farmer’s input costs and

can significantly impact farmer profitability. Farmers

spend $60 billion annually for 150 million tons of

fertilizer [20]. The technology has been licensed to

Dupont for maize and Monsanto for application in

canola.

The second area where green technology can help in

a changing climate is crop adaptation to environmental

stress and changing niches. Under stress plants will

divert energy into survival instead of producing bio-

mass and reproduction, so addressing this impact

should have substantial effect on yield. In addition,

improved stress tolerance allows expanded growing

season especially earlier planting and further reduces

yield variability and grower financial risk. The most

critical of these stresses is water. One of the most

effective methods of addressing water limitation prob-

lems, namely, irrigation, unfortunately is also one of

the major causes of arable land degradation. It is esti-

mated that 24.7 million acres of farmland worldwide is

lost each year due to salinity build up resulting from

over irrigation. In fact crops are now limited by salinity

on 40% of the world’s irrigated land (25% of the USA).

To address the extreme end of irrigation impact Eduardo

Blumwald atUCDavis usedAtNHX1, themost abundant

vacuolar Na+/H+ antiporter in Arabidopsis thaliana

which mediates the transport of Na+ and K+ into
the vacuole. By overexpressing this vacuolar Na+/H+

antiporter, transgenic tomatoes were able to grow, flower,

and produce fruit in the presence of 200 mM sodium

chloride [21]. Arcadia Biosciences had now introduced

this gene into economically important crops.

Even at a more moderate level of impact it is

estimated that about 70–80 million acres in USA suffer

yield losses due to moderate water stress. The most

critical time for water stress is near-pollination and

flowering where yields with or without irrigation can

vary by up to 100%. This effect is clearly demonstrable

in dry land production where yields can be cut in half in

the absence of irrigation. At this time about 15% of US

maize acres are irrigated. Given the negative effective and

cost of irrigation it is estimated 20 million acres in USA

would benefit from a drought tolerance gene that gives

a 10% yield increase. It would also allow shifting of high-

value crops into production on more marginal land.

One of the first commercialized products to have

included a “yield gene” is Monsanto’s second genera-

tion Roundup Ready 2 Yield® Soybeans which include

not only the glyphosate-tolerant trait but also that

which was developed using extensive gene mapping to

identify specific DNA regions that segregated with yield

increase. It is a perfect example of the power of com-

bining recombinant DNA technology with genomics

tools. The company claims that following 4 years of

field trials across six US states showed 7–11% higher

yields, compared to the first generation of Roundup

Ready soybeans. At the National Technical Biosafety

Committee (CTNBio) meeting in Brazil in August

2010, the committee approved the Bt enhanced version

of this product for planting in Brazil [18].

As noted transcription factors are some of the most

versatile tools being employed in developing stress-

tolerant plants. One of the most versatile classes of

transcription factors in so far as environmental

response is concerned is the DREB (dehydration-

responsive element binding protein) transcription fac-

tors which are involved in the biotic stress signaling

pathway and can activate as many as 12 resistant func-

tional genes relying on DREmembers of cis regulation

under adverse conditions, for instance, rd29, cor15,

and rd17, cause proline content to rise so as to enable

plants to improve in many resistances such as drought,

freezing, and salt tolerance. It has been possible to

engineer stress tolerance in transgenic plants by
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manipulating the expression of DREBs [22]. One iso-

lated from Arabidopsis has improved drought toler-

ance increasing productivity by at least twofold

during severe water stress. In Monsanto field trials

using this approach, maize yields have increased under-

water stress by up to 30% [22].

Other approaches include modification of individ-

ual genes involved in stress response and cell signaling.

For example, drought-tolerant canola engineered to

reduce the levels of PARP [poly(ADP-ribose) polymer-

ase], a key stress-related protein in many organisms,

shows relative yield increases of up to +44% compared

to control varieties. A subset of the transcription factors

homeodomain leucine zipper proteins (HDZip) play

a role in regulating adaptation responses including

developmental adjustment to environmental cues

such as water stress in plants [23]. One of these effec-

tors is abscisic acid (ABA), an important plant regula-

tor controlling many environmental responses

including stomata movement which is itself modulated

by the DREB elements. Some work is being done on

modifying HDZip directly and others are working indi-

rectly, for example, down regulating farnesyltransferase,

a signaling system in the production of abscisic acid and

stomata control, which results in stomata closure and

water retention.

Investigators are also working on modifying basic

acid to enhance the tolerance of plants to water-deficit

by delaying the drought-induced leaf senescence and

abscission during the stress episode. Using tobacco

plants expressing an isopentenyltransferase (IPT) gene

under the control of a stress- and maturation-induced

promoter (PSARK) it was shown that delayed drought-

induced leaf senescence resulted in remarkable

drought-tolerant phenotypes, as well as minimal yield

loss when plants were watered with only 30% of the

water used under controlled conditions [24]. This is

now being introduced into rice among other crops.

This work is being done in conjunction with Arcadia

Biosciences. In addition, Bayer CropScience, Pioneer

Hi-Bred, BASF and Dow among others are conducting

research on maize, cotton, canola, and rice, to develop

a new generation of stress-tolerant, high-performance

crop varieties. Clearly stress-tolerant traits are of para-

mount importance in LDCs especially sub-Saharan

Africa and Asia. Major efforts are already underway

on this front. The partnership, known as Water
Efficient Maize for Africa (WEMA), was formed in

response to a growing call by African farmers, leaders,

and scientists to address the devastating effects of

drought on small-scale farmers. Frequent drought

leads to crop failure, hunger, and poverty. Climate

change can only aggravate this situation [25].

On the other end of the spectrum of climate change

impact is flooding due to changing rain patterns and

rising sea levels. This is already a major cause of rice

crop loss. It is estimated that four million tons of rice

are lost every year because of flooding which is suffi-

cient to feed 30 million people. Rice is not grown in

flooded fields through necessity but rather to control

weeds, however, most rice varieties die after more than

3 days of complete submergence. Researchers know of

at least one rice variety FR13A that can tolerate

flooding for longer periods, but conventional breeding

failed to create an event that was acceptable to farmers.

The Ronald laboratory at UC Davis cloned the sub-

mergence tolerance (Sub1) locus from this resistance

variety using a map-based cloning approach. The Sub1

locus encodes three putative transcription regulators

one of which increases dramatically in response to

oxygen deprivation in sub1 seedlings, whereas Sub1C

levels decrease. Transgenic lines over-expressing the

Sub1A-1 gene have been introgressed into a submer-

gence-intolerant line and display-enhanced submergence

tolerance [26].

There is also some research in the final abiotic stress

focus area, namely, expansion of crops into and

increased yield in less desirable and marginal soils.

For example, a gene that produces citric acid in roots

can protect plants from soils contaminated with alu-

minum as it binds to the contaminant preventing

uptake by the root system [27]. Genes such as these

can allow crops to be cultivated in hostile soils and

temperatures increasing geographic range while reduc-

ing potential impact on fragile ecosystems.

While exciting and very relevant, research in

abiotic stress tolerance is still an input trait. The

first generation of biotechnology crops focused

largely on those input agronomic traits; the next

generation will focus more on value-added output

traits. This will include identifying and isolating

genes and metabolites that will make possible the

enhancement of valuable traits, with some of the

later compounds being produced in mass quantities



1652 Transgenic Crops, Next Generation
for niche markets. Two of the more promising mar-

kets are improved nutrition including nutraceuticals,

or so-called functional foods, and plants developed

as bioreactors (production factories) for the com-

mercial-level production of valuable proteins and

compounds, a field known as plant molecular farm-

ing [28]_ENREF_24.

While the correlative link between food and health,

beyond meeting basic nutrition requirements, has only

been unequivocally proven in a number of cases,

a growing body of evidence indicates that food com-

ponents can influence physiological processes at all

stages of life [29]. Nutrition intervention from

a functionality perspective has a personal dimension.

Determining individual response is at least as complex

a challenge as the task of increasing or decreasing the

amount of a specific protein, fatty acid, or other com-

ponents of the plant itself. There is also evidence that

early food regimes can effect later life health, for exam-

ple, some children that survived famine conditions in

certain regions of Africa grew into adults battling

obesity and related problems presumably due to the

selective advantage of the thrifty gene in their early

food-stressed environment becoming a hazard during

more abundant times especially if later diets are

calorie-dense.

Functional foods are defined as any modified food

or food ingredient that may provide a health benefit

beyond the traditional nutrients it contains. Scientific

evidence is accumulating to support the role of phyto-

chemicals and functional foods in the prevention and

treatment of disease. Functional food components are

of increasing interest in the prevention and/or treat-

ment of a number of the leading causes of death includ-

ing but not limited to cancer, diabetes, cardiovascular

disease, and hypertension. Many food components are

known to influence the expression of both structural

genes and transcription factors in humans. Examples of

these phytochemicals are listed in Table 2. The large

diversity of phytochemicals suggests that the poten-

tial impact of phytochemicals and functional foods

on human and animal health is worth examining as

targets of biotechnology efforts. Developing plants

with improved quality traits involves overcoming

a variety of technical challenges inherent to meta-

bolic engineering programs. Both traditional plant

breeding and biotechnology techniques are needed
to produce plants carrying the desired quality traits

[29] (Table 1).

From a health perspective, plant components of

dietary interest can be broadly divided into four

main categories, which can be further broken down

into positive and negative attributions for human

nutrition, macronutrients (proteins, carbohydrates,

lipids [oils], and fiber), micronutrients (vitamins,

minerals, phytochemicals), anti-nutrients (substances

such as phytate that limit bioavailability of nutri-

ents), allergens, intolerances, and toxins [29]. Devel-

oping and commercializing plants with these improved

traits involves overcoming a variety of technical, regu-

latory, and perception challenges inherent in perceived

and real challenges of complex modifications. Both the

panoply of traditional plant breeding tools andmodern

biotechnology-based techniques will be required to

produce plants with the desired quality traits. Table 2

presents examples of crops that have already been

genetically modified with macro- and micronutrient

traits that may provide nutritional benefits.

In addition to functional foods, this area has the

potential to address both nutrition and environmental

impact. A good example of this is the addition of

transgenic phytase enzymes to crops to reduce the

need to add phosphate to feed [6]. Most of the phos-

phate is added to counteract the non-bioavailability of

phosphorus in phytic acid and the sequestering effect

of phytic acid on uptake of divalent mineral ions such

as iron, calcium, and zinc. Unfortunately excess phos-

phate is excreted causing major environmental impact

through eutrophication and fish kills in regions with

intense pig and poultry farming [28, 29]. In addition,

in humans, such mineral deficiencies due to phytate

binding are estimated to afflict two to three billion

people, primarily in the developing world. Several

studies have shown that Aspergillus-derived phytases

can be produced in large quantities in a range of plants

including cereals with clear-cut positive effects on

phytate degradation, and phosphate and mineral bio-

availability in animal-feeding trials [104]. It is thus

conceivable that genetic engineering of staples for

increased phytase expression could have potential for

improving iron and zinc bioavailability alleviating the

need for supplementation in all monogastrics and con-

sequent reduction in polluting runoff in non-ruminant

animals [105]. As noted earlier China has led the way
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Trait Crop (trait detail) References

Protein and amino acids

Protein quality
and level

Bahiagrass (protein↑) Luciani and Wofford [30]

Canola (amino acid composition) Roesler et al. [31]

Maize (amino acid composition; protein↑) Cromwell et al. 1969, [32], Yang et al. [33], O’Quinn
et al. [34], Young et al. [35]

Potato (amino acid composition; protein↑) Chakraborty et al. [36], Li et al. [37], Yu and Ao [38],
Atanassov et al. [39]

Rice (protein↑; amino acid) Katsube et al. [40]

Soybean (amino acid balance) Rapp [41]; Dinkins et al. [42]

Sweet Potato (protein↑) Prakash and Jaynes [43]

Wheat (protein↑) Uauy et al. [44]

Essential
amino acids

Canola (lysine↑) Falco et al. [45]

Lupin (methionine↑) White et al. [46]

Maize (lysine↑; methionine↑) Agbios 2006, Lai [47]

Potato (methionine↑) Zeh et al. [48]

Sorghum (lysine↑) Zhao et al. 2003

Soybean (lysine↑; tryptophan↑) Falco et al. [45], Galili et al. [49]

Oils and fatty acids

Canola (lauric acid↑; g-linolenic acid↑; + o-3 fatty
acids; 8:0 and 10:0 fatty acids↑; lauric + myristic
acid↑; oleic acid↑)

Del Vecchio [50], Froman [51], James et al. [52],
Ursin [53], Dehesh et al. 1996, Agbios 2006,
Roesler et al. [31]

Cotton (oleic acid↑; oleic acid + stearic acid↑) Chapman et al. [54], Liu et al. [55]

Linseed (+ o-3 and -6 fatty acids) Abbadi et al. [56]

Maize (oil↑) Young et al. [35]

Oil Palm (oleic acid↑ or stearic acid↑; oleic acid↑ +
palmitic acid↓)

Parveez [57], Jalani et al. [58]

Rice (a-linolenic acid↑) Anai et al. [59]

Soybean (oleic acid↑; g-linolenic acid↑) Kinney [60], Reddy and Thomas [61]

Safflower (g Linoleic Acid GLA↑) Arcadia [62]

Carbohydrates

Fructans Chicory, (fructan↑; fructan modification) Smeekens [63], Sprenger et al. [64],
Sevenier et al. [65]

Maize (fructan↑) Caimi et al. [66]

Potato (fructan↑) Hellwege et al. [67]

Sugar beet (fructan↑) Smeekens [63]

Frustose,
Raffinose,
Stachyose

Soybean Hartwig et al. [68]
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Trait Crop (trait detail) References

Inulin Potato (inulin↑) Hellwege et al. [69]

Starch Rice (amylase ↑) Chiang et al. [70], Schwall et al. [71]

Micronutrients and functional Metabolites

Vitamins and
Carotenoids

Canola (vitamin E↑) Shintani and DellaPenna [72]

Maize (vitamin E↑; vitamin C↑; beta-carotene↑;
folate↑)

Rocheford et al. [73], Cahoon et al. [74], Chen et al.
[75], Naqvi et al. [76]

Mustard (+b-carotene) Shewmaker et al. [77]

Potato (b-carotene and lutein↑) Ducreux et al. [78]

Rice (+b-carotene) Ye et al. [79]

Strawberry (vitamin C↑) Agius et al. [80]

Tomato (folate↑; phytoene and b-carotene↑;
lycopene↑; provitamin A↑)

Della Penna 2007, Diaz de la Garza et al. [81],
Enfissi et al. [82] Mehta et al. 2002, Fraser et al.
[83], Rosati et al. [84]

Functional
secondary
metabolites

Apple (+stilbenes) Szankowski et al. [85]

Alfalfa (+resveratrol) Hipskind and Paiva [86]

Kiwi (+resveratrol) Kobayashi et al. [87]

Maize (flavonoids↑) Yu et al. [88]

Potato (anthocyanin and alkaloid glycoside↓;
solanin↓)

Lukaszewicz et al. [89]

Rice (flavonoids↑; +resveratrol) Shin et al. 2006, Stark-Lorenzen et al. [90]

Soybean (flavonoids↑) Yu et al. [91]

Tomato (+resveratrol; chlorogenic acid↑;
flavonoids↑; stilbene↑anthocyanins↑)

Giovinazzo et al. [92], Niggeweg et al. [93], Muir
et al. [94], Rosati et al. [84], Gonzali et al. [95]

Wheat (caffeic and ferulic acids↑; +resveratrol) UPI [96]

Mineral
availabilities

Alfalfa (phytase↑) Austin-Phillips et al. [97]

Lettuce (iron↑) Goto et al. [98]

Rice (iron↑) Lucca et al. [99]

Maize(phytase↑, ferritin↑) Drakakaki et al. [100], Han [101]

Soybean (phytase↑) Denbow et al. [102]

Wheat (phytase↑) Brinch-Pedersen et al. [103]

aExcludes protein/starch functionality, shelf life, taste/aesthetics, fiber quality and allergen reduction traits. Modified from

Newell-McGloughlin [29] (25)
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in the approval of this “output trait” in Maize being

the first country to approve commercialization in

November 2009 [6]. Continuing improvements in

molecular and genomic technologies are contributing

to the acceleration of such product development.
One estimate states that foods that are used for

functional purposes made up 10% of the $503 billion

total US retail food market [106].

In addition to being a source of nutrition, plants

have been a valuable wellspring of therapeutics for
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Class/components Sourceb Potential Health Benefits

Carotenoids

Alpha-carotene Carrots Neutralizes free radicals that may cause damage to cells

Beta-carotene Various fruits, vegetables Neutralizes free radicals

Lutein Green vegetables Contributes to maintenance of healthy vision

Lycopene Tomatoes and tomato
products (ketchup, sauces)

May reduce risk of prostate cancer

Zeaxanthin Eggs, citrus, maize Contributes to the maintenance of healthy vision

Dietary fiber

Insoluble fiber Wheat bran May reduce risk of breast and/or colon cancer

Beta glucanc Oats May reduce risk of cardiovascular disease (CVD)

Soluble fiberc Psyllium May reduce risk of CVD

Whole grainsc Cereal grains May reduce risk of CVD

Collagen Hydrolysate Gelatin May help improve some symptoms associated with
osteoarthritis

Fatty acids

Omega-3 fatty acids –
DHA/EPA

Tuna; fish and marine oils May reduce risk of CVD and improve mental, visual functions

Conjugated linoleic acid
(CLA)

Cheese, meat products May improve body composition, may decrease risk of certain
cancers

Gamma linolenic acid Borage, evening primrose May reduce inflammation risk of cancer, CVD disease and
improve body composition

Flavonoids

Anthocyanidins:
cyanidin

Berries Neutralize free radicals, may reduce risk of cancer

Hydroxycinnamates Wheat Antioxidant-like activities, may reduce risk of degenerative
diseases

Flavanols: catechins,
tannins

Tea (green, catechins), (black,
tannins)

Neutralize free radicals, may reduce risk of cancer

Flavanones Citrus Neutralize free radicals, may reduce risk of cancer

Flavones: quercetin Fruits/vegetables Neutralize free radicals, may reduce risk of cancer

Glucosinolates, indoles, isothiocyanates

Sulphoraphane Cruciferous vegetables
(broccoli, kale), horseradish

Neutralizes free radicals, may reduce risk of cancer

Phenolics

Stilbenes – resveratrol Grapes May reduce risk of degenerative diseases; heart disease;
cancer. May have longevity effect

Caffeic acid, ferulic acid Fruits, vegetables, citrus Antioxidant-like activities; may reduce risk of degenerative
diseases; heart disease, eye disease

Epicatechin Cacao Antioxidant-like activities; may reduce risk of degenerative
diseases; heart disease
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Class/components Sourceb Potential Health Benefits

Plant stanols/sterols

Stanol/sterol esterc Maize, soy, wheat, wood oils May reduce risk of coronary heart disease (CHD) by lowering
blood cholesterol levels

Prebiotic/probiotics

Fructans, inulins, fructo-
oligosaccharides (FOS)

Jerusalem artichokes, shallots,
onion powder

May improve gastrointestinal health

Lactobacillus Yogurt, other dairy May improve gastrointestinal health

Saponins Soybeans, soy foods, soy
protein-containing foods

May lower LDL cholesterol; contains anticancer enzymes

Soybean protein Soybeans and soy-based foods 25 g/day may reduce risk of heart disease.

Phytoestrogens

Isoflavones – daidzein,
genistein

Soybeans and soy-based foods May reduce menopause symptoms, such as hot flashes,
reduce osteoporosis, CVD

Lignans Flax, rye, vegetables May protect against heart disease and some cancers; may
lower LDL cholesterol, total cholesterol, and triglycerides

Sulfides/thiols

Diallyl sulfide Onions, garlic, olives, leeks,
scallions

May lower LDL cholesterol, helps to maintain healthy
immune system

Allyl methyl trisulfide,
dithiolthiones

Cruciferous vegetables May lower LDL cholesterol, helps to maintain healthy
immune system

Tannins

Proanthocyanidins Cranberries, cranberry
products, cocoa, chocolate,
black tea

May improve urinary tract health
May reduce risk of CVD, and high blood pressure

aExamples are not an all-inclusive list
bUS Food and Drug Administration approved health claim established for component. Modified from Newell-McGloughlin [29] (25)

1656 Transgenic Crops, Next Generation
centuries. During the past decade, however, intensive

research has focused on expanding this source through

rDNA biotechnology and essentially using plants and

animals as living factories for the commercial produc-

tion of vaccines, therapeutics, and other valuable prod-

ucts such as industrial enzymes and biosynthetic

feedstocks [28].

More pressingly, with the increasing costs in eco-

nomic and environmental terms of our dependency on

fossil fuels, biotechnology offers innovative means to

improve plant material for biomass conversion and

enzymes to do the converting. There are two principal

classes of biofuels: bio-alcohol (initially bio-ethanol

but with increasing interest in higher-energy alcohols

such as bio-butanol) and bio-diesel.
The first generation of biofuels was fermented from

easy sources of simple sugars such as sugarcane and

simple polymers primarily from grain starch. This source

of bio-ethanol is unsustainable on many levels including

the fact that its sources compete with food and especially

feed grains for markets, land, and water. The focus for

second generation bio-alcohols is mostly on complex

polymers, primarily cellulosic ethanols and what are

being termed third generation bio-alcohols such as bio-

butanol [107]. From a biotechnology perspective work is

being carried out on the biomass component focusing on

increased production in such sources as switchgrass and

miscanthus by among other things modifying photoper-

iodicity genes to switch energy to vegetative tissue pro-

duction and improved biomass conversion by such
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approaches as reducing lignin composition and incorpo-

rating self-activating enzyme digestion upon harvesting.

On the enzyme component companies including

Novozymes (Davis, CA) and Danisco (Palo Alto, CA)

are making considerable strides in improving the effec-

tiveness, specificity, and cost of cellulosic enzymes and

increasing the conversion range especially for the more

difficult pentose sugars such as xylose. Protein engineers

are taking a synthetic biology approach with recent pro-

gress in engineering more stable and effective enzymes

such as cellobiohydrolases by researchers at Caltech [108]

and completely novelmetabolic pathways by the Berkeley

company, Amyris [109].

Biodiesel is defined by the National Biodiesel Board

as a mono-alkyl ester. It is basically vegetable oil or

animal fat–based diesel fuel consisting of long-chain

alkyl (methyl, propyl, or ethyl) esters. Biodiesel is typ-

ically made via a trans-esterification process reacting

lipids (vegetable oil, animal fat) with an alcohol.

Biodiesel per se can be used by standard diesel

engines and is therefore qualitatively distinct from the

vegetable, animal, and other waste oils used to fuel-

converted diesel engines. Biodiesel can be used alone,

or blended with petrodiesel. Biodiesel has better lubri-

cating properties and much higher cetane ratings than

today’s lower sulfur diesel fuels but is still not econom-

ical as an alternate stand-alone fuel. Although still

carbon-based, it is suggested by some that in terms of

biofuels the algal biodiesel approach is much more

sustainable than either the cellulosic or other land-

based sources with DOE claiming that algae fuel yields

have not yet been accurately determined, but DOE is

reported as saying that algae yield 30 times more energy

per acre than land crops such as soybeans [110].

From a biotechnology perspective the main focus for

expanding interest in this area is increasing lipid produc-

tion and modifying lipid composition for optimum per-

formance. Work is being done to modify algae for

increased production of desirable medium chain fatty

acids (MCFA)which abrogates the requirement for crack-

ing and isomerizing of long chain fatty acids (LCFAs).

The advantages of MCFAs over LCFAs are high energy

density, low fuel viscosity, low flash point, and low

freezing point. The real issue with algal production

systems is the scale-up step for commercial-level

production where contamination, dewetting, and

lipid isolation are still economically prohibitive.
In February 2010, the Defense Advanced Research

Projects Agency announced that the US military was

about to begin large-scale production of jet fuel from

algal pond isolates [111].
Barriers to Introduction

Most of the crops approved to date do appear to sup-

port the notion that the deregulation process is pro-

hibitive for any but well-financed companies whose

focus is primarily on the large commodity crops as

just discussed. Worldwide there is clear asymmetry

and lack of consensus in regulatory systems [112].

This discourages research on anything but the most

mundane of crops and traits and is a real disincentive

to creative research. For all intent and purposes there is

just one trait from a public institution that has success-

fully traversed the regulatory minefields and been

translated into a commercially viable commodity and

that is the viral coat protein protection system initially

developed for the papaya ringspot virus pandemic in

Hawaii. This crop, papaya is a major tropical fruit crop

in the Asian region. However, production in many

Asian countries is set back by the prevalence of the

PRSV disease as well as post-harvest losses. The

PRSV-resistant papaya, based on RNAi suppression of

the coat protein expression, literally saved the $17 M

economy in Hawaii and is of significant importance in

Taiwan and other SE Asian countries. Coat protein-

based resistance is a demonstration of what is known as

post-transcriptional gene silencing (PTGS). RNA inter-

ference (RNAi) in animals and basal eukaryotes,

quelling in fungi, and PTGS in plants are examples of

a broad family of phenomena collectively called RNA

silencing. This system has now been applied to many

species. A 5-year effort to combat plum pox virus

disease through PTGS resistance paid off. In 1990,

USDA/Agricultural Research Service (ARS) scientists

began their efforts with a papaya ringspot virus coat

protein gene obtained from Dennis Gonsalves [113].

This gene shows 70% homology to the plum pox gene

and has been used to control other viruses similarly

related to papaya ringspot. However, irrespective of the

mechanism, it is important that resistance based on

a single gene is managed well and alternate control

mechanisms are introduced to reduce pressure on the

development of viral resistance. Other approaches
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include expression of the RNA replicating enzymes of

the virus, expression of satellite RNA, replicating RNA

molecules that are molecular parasites of the virus, or

the use of protease inhibitors to interfere with

processing of the viral proteins.

While translation of biotech research into value-

added products for producers and consumers is

a challenge in the USA, it is exponentially more difficult

in LDCs [112]. A problem facing Africa in particular is

the lack of a dynamic private sector to take technologies

to the farmer. It has also been estimated that regulatory

costs might exceed the costs of research and experi-

mentation needed to develop a given GMcrop, which is

a major problem in releasing such crops to the market.

A way to reduce the costs of generating food and

environmental safety data is to develop regional “cen-

ters of excellence” with complementary facilities where

food safety testing can be done reliably and regulatory

costs could be reduced. The economic gains from using

genetically modified crop technology in sub-Saharan

Africa (SSA) are potentially large according to the

World Bank Group [114]. The results suggest that the

welfare gains are potentially very large, especially from

golden rice and nutritionally enhanced GM wheat, and

that those benefits are diminished only slightly by the

presence of the de facto European Union’s current ban

on imports of GM foods.

The authors used the global economy-wide com-

putable general equilibrium model known as GTAP.

They specifically noted that if SSA countries impose

bans on GM crop imports in deference to EU market

demand for non-GM products, the domestic consumer

loss net of that protectionism boost to SSA farmers

would bemore than the small gain derived from greater

market access to the EU.

Problems cited for the slow passage of GM crops

from experimental, to trial, to commercial stage espe-

cially in LDCs include the lack of capacity to negotiate

licenses to use genes and research techniques patented

by others, especially for crops with export potential

[28]. In addition, there are difficulties in meeting reg-

ulatory requirements and a lack of effective public

commercialization modalities and working extension

networks. Biosafety and IPR regulations still have to be

enforced in many countries for an effective and safe use

of genetically engineered crops, especially if their pro-

duction is meant for the export market.
Scientific, civic, and religious opinion leaders from

all over the world have expressed support for the value

of this technology. Florence Wambugu (CEO, Africa

Harvest Biotech Foundation International, Kenya)

states that the great potential of biotechnology to

increase agriculture in Africa lies in its “packaged tech-

nology in the seed,” which ensures technology benefits

without changing local cultural practices [115]. For

example, over 120 million children worldwide are

deficient in vitamin A. In the late 1990s, Potrykus

[108] group engineered rice to accumulate provitamin

A (b-carotene). Incorporation of this trait into rice

cultivars and widespread distribution of this “packaged

technology in the seed” could prevent one to two

million deaths each year. She observes that in the past,

many foreign donors funded high-input projects,

which have not been sustainable because they have

failed to address social and economic issues such as

changes in cultural practice [115]. In concurrence with

this, Ismail Serageldin, former Chairman of the CGIAR

(Consultative Group on International Agricultural

Research) noted that, a priori, biotechnology could

contribute to food security by helping to promote

sustainable agriculture centered on smallholder

farmers in developing countries [104].

US Consumer attitudes also tend to be relatively

positive on the whole about agricultural biotechnology.

In a 2010 IFIC survey, consumers were determined to

be largely familiar with the term “biotechnology”

[116]: More than two thirds of consumers (69%) have

read or heard at least “a little” about the concept. Half

(51%) of consumers say they are favorable toward

farmers using biotechnology to grow more crops that

would help meet food demand. In addition, signifi-

cantly more consumers this year (28% vs. 23% in

2008) believe foods produced through biotechnology

are available in the supermarket today, although this

figure is still relatively low. Certain benefits of biotech-

nology are found to resonate better with consumers

than others. These tend to be consumer-facing qualities

such as improved health or better taste. For example,

the majority of consumers say they are somewhat or

very likely to purchase foods produced through bio-

technology to provide more healthful fats like Omega-

3 s (76%), to avoid trans fat (74%), and to make foods

taste better/fresher (67%). This is consistent from 2008.

Additionally, more than three quarters (77%) of
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consumers say they would be likely to purchase foods

produced through biotechnology for their ability to

reduce pesticide use, and 73% of consumers said they

would be likely to purchase bread, crackers, cookies,

cereal, or pasta made with flour from wheat that had

been modified by biotechnology to use less land, water,

and/or pesticides. Of the 18% who would like to see

additional information on the FDA label, only 3%

mentioned anything about biotechnology.

But what of the context in which these crops are

grown? Can all cropping systems co-exist in harmony?

According to Brookes and Barfoot, [8, 117] it is impor-

tant to determine the relative importance of different

crop production systems based on planted area, pro-

duction, and economic value to the region in question.

The issue is what, if any, are the economic conse-

quences of adventitious presence of material from one

crop system within another based on the notion that

farmers should be able to cultivate freely the crops of

their choice using whichever production system works

best in any given context (GM, conventional, or

organic). It is never a food or environmental safety

issue but rather a production and marketing matter.

The heart of the issue is assessing the likelihood of

adventitious presence of material from one production

system affecting another and the potential impacts.

This requires consistency when dealing with adventi-

tious presence of any unwanted material including, but

most definitely not limited to, biotech-derived mate-

rial. Adventitious presence is simply the unintended

incidence of something other than the desired crop

such as small quantities of weed seeds, seeds from

other crops, dirt, insects, or foreign material (e.g.,

stones). It is unrealistic to expect 100% purity for any

crops, or products derived therefrom, so thresholds

that are consistent across all materials should be set

and should not discriminate (e.g., thresholds for

adventitious presence of biotech material should be

the same as applied to thresholds for other unwanted

material and vice versa). All measures should be pro-

portionate, non-discriminatory, and science-based.

The issue of economic liability provisions that com-

pensate growers for adventitious presence of biotech

material is often raised [117]. Historically, worldwide

the market has adequately addressed economic liability

issues relating to the adventitious presence of

unwanted material in any agricultural crop. For
example, for certified seed the onus is on the producers,

who require isolation from undesired pollination for

the purity of their product, to insure such purity; this is

not their neighbor’s problem. By extension the onus is

on growers of any specialty crops to take action to

protect the purity of their crops since these are self-

imposed standards for and by that market. Growers

who have themselves chosen a more stringent standard

than that established in EU legislation should not

expect their neighbors to bear the special management

costs of meeting that self-imposed standard; to do so

would reverse fundamental freedoms of economic

activity and would establish a dangerous precedent.

To allow specialty operators to formulate unrealistic

standards for GM in their own produce would impose

impossibly high standards on neighbors and would

effectively impose a ban on the choice of other pro-

ducers. Such growers usually are rewarded by higher

prices and niche markets for taking such actions. Their

neighbors enjoy no such advantage.

Existing legislation in North America and the EU is

more than adequate to protect all grower and con-

sumer interests but if new regulations were considered

to address economic liability provisions for any nega-

tive economic consequences of adventitious presence

of unwanted material, the same principle should apply

to all farmers regardless of their chosen production

methods. On equity grounds, biotech growers should

have equal access to compensation for adventitious

presence of material from conventional or organic

crops (such as fungal contamination) as conventional

and organic producers have from biotech growers. No

one sector should be able to unfairly prohibit another –

access and choice work both ways. All co-existence

measures should be based on legal, practical, and sci-

entific realities and not on commercial or niche mar-

keting objectives. Where unintended presence has

occurred on a number of occasions to date such as

the presence of minute levels of Bayer Crop Sciences–

regulated material LLRICE 604 found in Clearfield 131

(CL131) rice seed in 2007 and Mycogen’s event “32” in

maize in 2008, the agencies cooperated and determined

that these events did not prove any risk as they carried

similar constructs to those already having achieved

non-regulated status.

According to Brookes and Barfoot, [8, 117] biotech

crops co-exist successfully with conventional and
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organic crops in North America (where, as noted, bio-

tech crops account for the majority of acreage of

important arable crops like soybeans, cotton, and

maize) Spain, and more recently the Czech

Republic. The market has developed practical, propor-

tionate, and workable coexistence measures without

new regulations or indeed any government interven-

tion. Where isolated instances of adventitious presence

of biotech material have been found in conventional or

organic crops these have usually been caused by inad-

equate implementation of good coexistence practices

(e.g., inefficient segregation of crops in storage

and transport, nonuse of tested, certified seed).

Under civil liability (i.e., tort damages) and for intellec-

tual property infringement (except for the unauthorized

StarLink), there have been no lawsuits brought by any

parties for adventitious presence. Every case brought by

a seed company for infringement has involved a claim

that the farmer charged with infringement was an inten-

tional infringer (i.e., adventitious presence was not the

issue). And, to date, each of these cases was upheld by the

courts. Indeed, all except one notable exception in North

America has conceded to this claim. The exception is

Percy Schmeiser who famously was found by a number

of courts to have infringed Monsanto’s glyphosate-

tolerant patent by deliberately spraying and subsequently

saving seeds from resistant sport canola plants found

growing near his property. He initially claimed adventi-

tious contamination but upon losing all the way to the

Canadian Supreme court he changed tact to try to take

advantage of Canadian patent law which prohibits

patenting of higher organisms. While the court upheld

this they determined that the construct within the

plant was subject to IP protection and so Schmeiser

was found to have infringed a patentable article under

Canadian law.

Virtually all EUmember states have transcribed EU

Directive 2001/18 and implement EU regulations on

traceability and labeling. Within the EU, provision has

been made for a de minimis threshold for unavoidable

presence of GMOs but no actual threshold has been set.

Therefore, the default state of the 0.9% on labeling and

traceability is the one enforced. In the USA, organic

products cannot be (legally) downgraded or the pro-

ducer decertified by unintentional presence when all

required measures and best practices are adhered to

and no producer has been so impacted to date [118].
Going forward there are four major stanchions to

the furtherance of co-existence and all of them are

incumbent on cooperation.

1. Monitoring: Verify the models and predictions

about cost, isolation standards, and generally to

learn how the farming community copes with the

requirements for keeping the product streams

separated.

2. Dialog: Strategy development takes place in a dialog

between the scientific and technical community

and all relevant stakeholders. (The Czech Republic

[119].)

3. Stewardship: Stewardship programs should take into

account the interests of both GM and non-GM

farmers. Existing product stewardship programs for

non-GM crops in farming should be a starting point

for developing stewardship schemes for GM crops.

4. Research: The scientific community should be

encouraged to fill the knowledge gaps that have

been identified. Projects are needed to validate

models and guidelines, including long-term stud-

ies. Building up mechanistic, probabilistic, and pre-

dictive models of gene flow etc. Methods for

restricting gene flow by eliminating the fertility of

pollen or seeds (apomixis, cytoplasmic male steril-

ity, plastid transformation, Genetic Use Restriction

Technology (GURT), etc.).

The World Trade Organization ruled in 2006 that

a 6-year European ban on genetically engineered crops

violates international trade. The three-person panel

issued its decision ruling in favor of the three countries,

USA, Canada, and Argentina, on a large majority of the

25 crops under dispute in the case while issuing mixed

rulings on a few crops. The panel also ruled in favor of

challenging national bans on specific biotech crops

issued by Austria, France, Germany, Greece, Italy, and

Luxembourg. The EU had argued that it did not have

a moratorium but that it just took more time to weigh

the possible risks to health and the environment posed

by genetically engineered foods. It said it needed to take

a “precautionary” approach to regulation, which is

different from what it called Washington’s “laissez-

faire” stance.

The trade organization panel appears not to have

challenged Europe’s regulatory process for biotech
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crops. Rather, it said Europe failed to follow its own

procedures, resulting in undue delay of decisions.

Interestingly one of the most comprehensive assess-

ments on the technology was conducted by EU scien-

tists. An EU Commission Report [120] that

summarized biosafety research of 400 scientific teams

from all original 15 EU countries conducted over

15 years stated that research on biotechnology-derived

plants and products so far developed and marketed,

following usual risk assessment procedures, has not

shown any new risks to human health or the environ-

ment beyond the usual uncertainties of conventional

plant breeding. Indeed, the use of more precise tech-

nology and the greater regulatory scrutiny probably

make them even safer than conventional plants and

foods. If there are unforeseen environmental effects –

none have appeared as yet – these should be rapidly

detected by existing monitoring systems. This analysis

was repeated in a 2008 EU Joint Research Centre (JRC)

Report commissioned by Members of the European

Parliament (MEPs) conducted by world experts includ-

ing the European Food Safety Authority (EFSA), the

World Health Organization (WHO), and others [120].

Their report concluded that there is no evidence that

genetically modified foods have any harmful effects;

a declaration signed by over 3,500 scientists including

25 Nobel Laureates reiterates this position [28].
Future Directions

As agriculture must adapt to rapidly changing needs and

growing conditions it is important to become more

effective at producingmore or less with limited resources

and only the tools of biotechnology will allow us to

bypass physiological and environmental limitations to

produce sufficient food, feed, fuels, and fiber on ever

diminishing arable land to meet ever increasing demand.

The challenges going forward are foremost technical

as one strives to modify qualitative as opposed to quan-

titative traits and intricates metabolic pathways and

networks as opposed to single genes; the scientific hurdles

to achieve these aims are not trivial. However, with the

tools now coming online in the fields of genomics,

proteomics, metabolmics, and bioinformatics, there

is the potential to make major modifications to

introgress desirable traits. For example, tools such as

next generation sequencing, RNA interference (RNAi),
transcription factors (Tfs), transcription activator-like

effector nucleases (TALENs), mini-chromosomes, com-

binatorial transformation, epigenetic modification, net-

work engineering, and systems biology will allow us to

apply both reductive and holistic approaches to identify,

modify, introgress, and subsequently and simultaneously

study the expression and interaction of transgenes on

tens of thousands of endogenous genes in elite germ-

plasm backgrounds. With these newly evolving tools,

one is beginning to dissect the global effects of metabolic

engineering onmetabolites, enzyme activities, and fluxes.

With rapidly emerging technologies, the increase in our

understanding of and ability to manipulate plant metab-

olism during the coming decades should place plant

researchers in the position of being able to modify crop

traits to respond to the diversity of needs from minimiz-

ing environmental impact to optimizing productivity

and quality output.

Non-technical limitations include intellectual prop-

erty restrictions which may limit translation of public

research if not managed judiciously; secondly, liability

concerns over abuse or misuse of constructs; thirdly

prohibitive and asymmetric biosafety regimes and finally

public acceptance. The latter two in many ways are the

most insidious of limitations as they have little basis

in rational process and thus are difficult to redress

effectively – the last in particular is often predicated on

how much of the former is perceived to be of concern,

and how positions are presented by the opposing fac-

tions. It is often easier to appeal to emotion and self-fear

than it is to present reasoned and judicious scientific

rational for basing risk analysis. Indeed the actual com-

mercialization of biotech products may have little to do

with technical limitations and more to do with these

external constraints primarily the process of regulatory

approval. The flagship of improved nutritional varieties,

namely, beta carotene–enhanced rice commonly referred

to as golden rice, despite being under consideration since

the late 1990s and subject to a barrage of risk assessments

is unlikely to be approved until 2012 at the earliest. Ingo

Potrykus, the developer, says an unreasonable amount of

testing has been required without scientific justification.

In a recentNature article [121], he lays the blame largely

on the regulatory process which he considers excessive

observing that unjustified and impractical legal require-

ments are preventing genetically engineered crops from

saving millions from starvation and malnutrition.
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In the final analysis, resources are finite and true

sustainability can come only from an enlightened phi-

losophy that promotes the development of resource-

enhancing technologies. Antithetically, those who claim

to be the stalwarts of sustainability are, on occasion, the

very ones who oppose the development and application

of those tools that can help to insure such sustainability.

The only sure way to insure food security and protect the

planet’s resources is not to settle into the complacency of

maintaining the status quo but to engage in continual,

constructive change based on scientific knowledge.

Thus, if one is to be accountable to posterity it is not

just the choice but one’s duty to promote and apply

responsible science and technology in all endeavors.
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Glossary

Biodiversity Biodiversity is the quantity and variabil-

ity among living organisms within species (genetic

diversity), between species and between ecosystems.

Biodiversity is not itself an ecosystem service, but

underpins the supply of services. The value placed

on biodiversity for its own sake is captured under

the cultural ecosystem service called “ethical values”

(according to the Economics of Ecosystems and

Biodiversity report [1]).

Deliberate release Any intentional introduction into

the environment of a genetically modified organism

(GMO) or a combination of GMOs for which no

specific containment measures are used to limit

their contact with, and to provide a high level of

safety for, the general population and the environ-

ment (according to Directive 2001/18/EC on
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
the deliberate release into the environment of

GMOs [2]).

Ecosystem An ecosystem is a dynamic complex of

plant, animal, and microorganism communities

and their non-living environment interacting

as a functional unit. Examples of ecosystems

include rainforests, grasslands, urban parks, and

cultivated farmlands. Ecosystems can be relatively

undisturbed by humans, such as virgin rainforests,

or can be modified by human activity (according to

the Economics of Ecosystems and Biodiversity

report [1]).

Ecosystem services Ecosystem services are the benefits

that people obtain from ecosystems. Examples

include food, freshwater, timber, climate regula-

tion, protection from natural hazards, erosion

control, pharmaceutical ingredients, and recreation

(according to the Economics of Ecosystems and

Biodiversity report [1]).

Environmental harm Environmental harm can be

defined as a measurable adverse change in

a natural resource or measurable impairment of

a natural resource service which may occur directly

or indirectly (according to Directive 2004/35/EC on

environmental liability [3]).

Genetically modified/transgenic organisms Organ-

isms, such as plants, animals, and microorganisms

(with the exception of human beings), in which the

genetic material (DNA) has been altered in such

a way that does not occur naturally by mating

and/or natural recombination (according to Direc-

tive 2001/18/EC on the deliberate release into the

environment of GMOs [2]).

Living modified organism Any living organism

that possesses a novel combination of genetic

material obtained through the use of modern

biotechnology (according to the Cartagena Proto-

col on Biosafety [4]).

Modern biotechnology The application of (1) in vitro

nucleic acid techniques, including recombinant

deoxyribonucleic acid (DNA) and direct introduc-

tion of nucleic acid into cells or organelles, or

(2) fusion of cells beyond the taxonomic family,

that overcome natural physiological reproductive

or recombination barriers and that are not

techniques used in traditional breeding and
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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selection (according to the Cartagena Protocol on

Biosafety [4]).

Organism Any biological entity capable of replication

or of transferring genetic material (according to

Directive 2001/18/EC on the deliberate release

into the environment of GMOs [2]).

Placing on the market Making available to third

parties, whether in return for payment or free of

charge (according to Directive 2001/18/EC on

the deliberate release into the environment of

GMOs [2]).

Risk assessment Process of evaluation of risk, includ-

ing the identification of scientific uncertainties, of

the likelihood and severity of an adverse effect(s)

or event(s) occurring to human and animal health

or the environment following exposure under

defined conditions to a risk source(s). A risk

assessment comprises problem formulation (or

hazard identification), hazard characterization,

exposure characterization, and risk characteriza-

tion (according to [5]).
Definition of the Subject

This contribution describes the risk assessment princi-

ples and the regulatory framework for transgenic

(genetically modified (GM)) crops in the European

Union (EU).

While the global cropping area of GM crops

reached 148 million hectares in 2010, the total area

cultivated with GM crops in the EU was less than

100,000 ha. Most GM crops are thus cultivated outside

the EU, but might subsequently be imported and even-

tually further processed in the EU, mostly for animal

feed purposes.

It is globally accepted that agro-food biotechnol-

ogy could contribute to achieving the objectives

(conservation of biological diversity, sustainable use

of its components, fair and equitable sharing of the

benefits arising out of the utilization of genetic

resources) laid down in the Convention on Biolog-

ical Diversity, if developed and used with adequate

safety measures for both the environment and

human health. Generally, the safety measures are

embedded in process- or product-based regulatory

framework. The EU regulatory framework is pro-

cess-based, precautionary, and includes mandatory
labeling and traceability requirements for GM crops

and their derived food and feed products. During its

development, the EU regulatory system has become

increasingly more stringent.

GM crops and their derived food and feed products

are generally subject to a risk analysis before they can be

commercialized. In the EU, the risk analysis consists of

three components: risk assessment, risk management,

and risk communication. In risk assessment, potential

adverse impacts associated with a specific activity are

scientifically characterized on a case-by-case basis, while

in risk management, policy alternatives to accept, min-

imize, or reduce the characterized risks are weighed and,

if needed, appropriate prevention and control options

are selected. Risk management is functionally and tem-

porally separate from risk assessment in order to reduce

any conflict of interest and to protect the scientific

integrity of risk assessment. Risk communication is

defined as an interactive exchange of information and

opinions on risk throughout risk analysis, between risk

assessors, risk managers, and other interested parties.

When analyzing potential risks, it is important to

bear in mind that the real choice is not between GM

crops that are inherently risky and traditionally bred

ones that are completely safe. The cultivation of

existing crops and those with novel traits (including

GM crops) will have both positive and negative conse-

quences. To fully acknowledge the overall outcome of

adopting specific crops, and to assess andmanage more

effectively the environmental footprint of agriculture

as a whole, the conclusion is that broader and more

balanced legislative oversight is needed in the EU.
Introduction

The global cropping area of GM crops (including

soya bean, maize, cotton, oilseed rape, and sugar

beet) has consistently increased each year since

they were first commercially cultivated in 1996.

While the global cropping area of GM crops reached

148 million hectares in 2010, the total area under GM

cultivation in the European Union (EU) was approx-

imately 91,400 ha [6]. Most approved GM crops

worldwide are thus currently cultivated outside the

EU, but might subsequently be imported and eventu-

ally further processed in the EU, mostly for animal feed

purposes.



1668 Transgenic Crops, Risk Assessment and Regulatory Framework in the European Union
The disparity in adoption rates of GM crops

between the EU and the rest of the world is generally

attributed both to societal and political opposition

toward agro-food biotechnology, and to complex reg-

ulatory approval procedures in the EU [7, 8]. In the

mid-1990s, the advent of GM crops aroused strong

societal concerns [9–12]. Fostered by several highly

publicized and successive food safety crises (e.g.,

bovine spongiform encephalopathy, dioxins, emer-

gence of pathogens such as Escherichia coli 0157), pub-

lic suspicion toward regulatory authorities, scientists

and technocratic decision making grew [13]. The

media, which was explicitly involved in framing public

perception and societal image-building of agro-food

biotechnology [14, 15], exacerbated the social amplifi-

cation of risk [16]. In the late 1990s, increasing societal

and political opposition contributed to a de factomor-

atorium on new GM crop market approvals. This was

adopted at a meeting of the EU Council of environ-

mental Ministers in June 1999, where five EU Member

States indicated that they would oppose any new

approvals pending a revision of the legislation [17].

The moratorium did not have a formal status and did

not revoke pre-1999 approvals of GM crops or food

products, nor did it officially prevent new approvals of

GM food products. However, the moratorium was de

facto effective since a sufficient number of Member

States ensured a blocking majority of the legislative

process [18]. As a consequence, several GM crop mar-

ket applications remained blocked in the EU regulatory

system for over a decade.

From 1999 onward, policy makers started to con-

tinuously revise the legal conditions under which GM

crops and derived food and feed products were to be

allowed to be used in the EU, in order to slow down

further erosion of public and market confidence

(reviewed in [10]). These various legal and institutional

reforms, although leading to the upheaval of the de

facto moratorium in 2004 and a regulatory regime

that imposes the most stringent criteria for their

approval worldwide (cf., WTO dispute between the

US and EU), did not dissipate societal concerns. As

Gaskell et al. [19] put it “the new regulatory frame

appears to have done little to allay the European pub-

lic’s anxieties about agro-food biotechnology,” and “the

years of controversy have led many people in Europe to

believe that anything that has to do with GM food is
undesirable”. Member States continue to raise safety

objections during the approval process for the placing

on the market of GM crops. While the new EU regula-

tory system should guarantee a harmonized and sci-

ence-based process, none of the GM plant market

applications that were positively evaluated by the EU

authority responsible for providing advice on the safety

of GMOs, the European Food Safety Authority (EFSA),

have attained the necessary qualified majority (neither

in favor nor against the approval of GMOs) from the

relevant regulatory committees or the Council of

Ministers, both for exhibiting substantial abstentions

in voting [18, 20]. In most cases, the European Com-

mission has adopted favorable decisions that are not

endorsed by a qualified majority of Member States,

whereas in other cases, decisions are still pending.

In response to the European Commission approvals

for the marketing of GM crops, several Member States

invoked national safeguard measures to provisionally

restrict or prohibit the use and/or sale of approved

GMOs in their territory. Even though EFSA concluded

that, in terms of risk to human and animal health and

the environment, no new scientific evidence had been

presented that would invalidate former risk assess-

ments, the Council of Ministers rejected the proposals

of the European Commission to repeal invoked safe-

guard measures. To reduce the recourse of Member

States to safeguard measures and to facilitate the deci-

sion making process, the European Commission pro-

posed in July 2010 to confer to Member States the

freedom to allow, restrict, or ban the cultivation of

GMOs on part or all of their territory [21, 22]. In

addition, the European Commission issued a new Rec-

ommendation on coexistence of GM crops with con-

ventional and/or organic crops [23] that replaces the

previous recommendation from 2003. Whether these

proposals will help to unlock the European legal grid-

lock is debatable. The European Parliament and Coun-

cil are expected to discuss the proposals, with a view to

legal implementation, in the autumn of 2010 [24].

However, several Member States have already notified

the European Commission of their intention to pro-

hibit the cultivation of the Amflora® starch potato,

which was approved for cultivation in March 2010. It

was the first EU approval for cultivation of a GM crop

in the past decade. This approval has garnered consid-

erable public controversy [25] and is illustrative of the
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lasting skeptical and/or ambivalent attitude of the

European society toward agro-food biotechnology.
Regulatory Oversight of GM Plants and Their

Derived Food and Feed Products

Heightened global awareness and concern over accel-

erating environmental degradation during the latter

quarter of the twentieth century resulted in a desire

by the international community to push the protection

of the environment higher up the political agenda.

These efforts came to fruition in 1992 when the Con-

vention on Biological Diversity (CBD) came into force.

Its objectives include “the conservation of biological

diversity, the sustainable use of its components and the

fair and equitable sharing of the benefits arising out of

the utilization of genetic resources” [26]. During the

elaboration of the Convention, negotiators recognized

that biotechnology could contribute to achieving these

objectives, if developed and used with adequate safety

measures for both the environment and human

health. Accordingly, procedures were developed to

address the safe transfer, handling, and use of any

LMO (used interchangeable with GMO in this contri-

bution) resulting from biotechnology that may have an

adverse effect on the conservation and sustainable use

of biological diversity (Article 19.3, CBD). These pro-

cedures formed the Cartagena Protocol on Biosafety

(CPB; 4), which came into force in 2003 and has 160

signatory countries to date (October 2010). Parties

lacking a cohesive biosafety policy undertook, or are

currently undertaking, a number of initiatives to

put a national framework in place in order to comply

with the CPB.

This period of heightened political activity in

environmental protection has coincided with a con-

comitant rise in GM crop cultivation. The number of

countries opting to grow GM crops has increased

steadily from 6 in 1996, the first year of commerciali-

zation, to 18 in 2003 and 25 in 2009 [27].

Among the top 10 GM crop-growing countries by

area, the USA, Argentina, Canada, Uruguay, and Aus-

tralia are currently not Parties to the CPB. At the same

time, many developing countries that have ratified the

CPB are still in the process of elaborating a regulatory

framework governing the import or cultivation of GM

crops. This has led to the current situation where
different strategies and standards have been adopted

at the national level, caused by the different infrastruc-

tures available in developed and developing countries,

and has resulted in much confusion and difficulty in

harmonizing environment and trade agreements and

regulations.
The Cartagena Protocol on Biosafety

The CPB has been the primary driving force behind

many countries establishing national biosafety regula-

tory systems for GM crops and animals. Attempts have

been made under the CPB, as an international legally

binding treaty, to set forth the scientific and

legal boundaries for those systems, and establish

a minimum set of rules and procedures to “ensure an

adequate level of protection to avoid or minimize

potential adverse effects on the conservation and sus-

tainable use of biological diversity, taking into account

human health”. The CPB also sets minimum standards

for regulating certain aspects concerning the safe trans-

fer, handling, and use of LMOs [28].

The necessary set of techniques to produce GMOs

has been defined not only by the CPB, but also by other

relevant international treaties, guidelines, and stan-

dards, including the Principles for the Risk Analysis

of Foods Derived from Modern Biotechnology [29],

and the International Standards for Phytosanitary

Measures [30]. The application of modern biotechnol-

ogy allows the intentional crossing of natural

breeding barriers, the underlying molecular processes

of which are qualified as sufficiently “new” so that they

and the resulting organisms can be patented as

inventions.

In many countries, the terms “genetically modified

organism,” “genetically engineered organism,” and

“transgenic organism” are widely used, including in

domestic legislation, to describe LMOs covered by the

CPB [31]. Different countries therefore have biosafety

regulations to guide the development of GM crops.

Such regulations are key to ensuring the environmental

and human safety of GMOs and give the public confi-

dence in GM products [28].

Although the CPB covers all LMOs, it primarily

addresses two particular uses of LMOs: [1] those that

will be intentionally introduced into the environment

and [2] those used for food, feed, or processing (FFP).
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For LMOs used for other purposes, such as LMOs used

in the laboratory, the Protocol leaves any regulation to

the discretion of the individual country. The CPB also

does not cover products derived from LMOs, such as

processed foods that have ingredients that came

from LMOs.

To ensure the safe transfer, handling, and use of

LMOs, the CPB sets up two separate procedures. The

first time that an LMO is to be intentionally intro-

duced into the environment, the CPB sets up an

Advanced Informed Agreement (AIA) procedure

(Article 7). This procedure requires that an exporter

of an LMO provides a notice with detailed informa-

tion about the LMO to the importing country

(Article 8). The importing country then reviews

the information, conducts a risk assessment, and

decides, based on the risk assessment results,

whether to approve or reject the LMO (Articles 10

and 15). In deciding whether to accept the LMO, the

importing country can invoke risk management

measures to address issues that arise from the risk

assessment (Article 16). The importing country also

can err on the side of precaution (discussed below)

and not approve an LMO if there is insufficient

information to adequately assess its particular poten-

tial risks (Article 10 [6]).

The second procedure set up by the CPB is for

LMOs for FFP (such as maize, soya bean, wheat, or

other grains that will be fed to humans or animals). For

these LMOs, the AIA procedure is not required (Article

11). Instead, the CPB establishes a simpler system

which reflects the decreased likelihood that these

LMOs will affect the biodiversity of the exporting

country. Before the LMO can be exported to another

country, the safety decision in the exporting country

is communicated to other countries through the

Biosafety Clearing-House (BCH; http://bch.cbd.int/).

A country may require prior consent, however, under

its domestic regulatory framework, as long as that

requirement has been posted on the Biosafety Clear-

ing-House (Article 11).

The CPB also contains numerous other provisions

that complement the review procedures for LMOs

discussed above and address issues important to

a uniform and comprehensive biosafety regulatory

process. There are provisions on reviewing decisions

for new information (Article 12), simplified procedures
for certain LMOs that do not present risks (Article 13)

and emergency procedures for unintentional releases of

LMOs (Article 17). The CPB also addresses issues such

as public awareness and participation (Article 23), and

what to do about confidential information (Article 21).

Thus, the Protocol attempts to establish a complete and

comprehensive set of procedures and legal obligations

to assess and manage the potential risks of LMOs on

biological diversity, also taking into account risks to

human health.

While proponents of modern biotechnology state

that no new risks are associated with GMOs, others

feel that the new methods of producing organisms

might be associated with new risks. Premarket pro-

cedures have therefore been established by many

regulatory authorities around the world, and are

applied to assess how the organisms may behave

and evolve in the environment, and how they may

interact with other species. The CPB sets forth the

information about an LMO that is needed before it is

released into the environment or used for FFP.

Annexes I and II contain detailed lists on the major

categories of information needed to assess the poten-

tial risks of an LMO. They provide models which

a national biosafety regulatory system can use as

standard data requirements. Of course, individual

countries may add to the list of required informa-

tion, depending on particular environment issues

within their country or if they choose to address

other risk areas (such as food safety or socioeco-

nomic concerns).

The CPB also attempts to explain what

a scientific risk assessment of an LMO should entail.

Annex III sets forth the objective of the risk assess-

ment, what the risk assessment will be used for, the

general principles that the risk assessment must fol-

low, the methodology of the risk assessment, and

particular points to consider when assessing the

potential risks of an LMO. The Annex provides

a clear explanation to interested parties about what

is expected in the risk assessment, what will guide

the risk assessment, and how it will be used. There-

fore, the Protocol’s Annexes attempts to provide suf-

ficient information and details so that countries

which adopt those provisions will establish harmo-

nized and standardized procedures that will be trans-

parent and understandable.

http://bch.cbd.int/
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Precaution and the CPB

Based on the reaffirmation of the precautionary

approach contained in Principle 15 of the Rio Declara-

tion on Environment and Development (1992),

Articles 10 (para. 6) and 11 (para. 8) of the CPB both

state that

" “Lack of scientific certainty due to insufficient relevant

scientific information and knowledge regarding the

extent of the potential adverse effects of a living mod-

ified organism on the conservation and sustainable

use of biological diversity in the Party of import, taking

also into account risks to human health, shall not

prevent that Party from taking a decision, as appropri-

ate, with regard to the import of the living modified

organism . . .. in order to avoid or minimize such poten-

tial adverse effects”.

However, ever since the CPB came into force, govern-

ment regulators and their technical experts, political

activists, and GM product developers have debated this

inclusion of the precautionary approach. Disagree-

ments have raged over whether such an approach is

a useful tool for managing the risks of biotechnology

and its products. Resolving these disputes is made

difficult by the lack of a formal, established definition,

making it unclear exactly what it means in practical

terms and what it requires of governments and inno-

vators. Therefore, governments may act at their discre-

tion to restrict or ban products or activities even before

obtaining proof that a harm is imminent, although no

obligation to do so seems to be implied in the CPB.

This had led opponents of such actions to argue that

conversely, such decisions can also jeopardize human

health and the environment at large, for example, dur-

ing the severe food shortage of 2002 in Southern Africa

when food aid shipments containing transgenic maize

were rejected on the basis of potential harm. Until

clarity is forthcoming, this will remain fertile ground

for dispute and open for possible abuse.

Process-Based Versus Product-Based Approach

In Europe, as in all Parties of the CPB, a process-based

regulatory system governs the regulation of GMOs, as

the techniques used for their production were consid-

ered new and raised specific safety concerns. A GMO is

thus mainly characterized by the technique used to
produce it, and is defined as an organism in which the

genetic material has been altered in a way that does not

occur naturally by crossing and/or natural recombina-

tion [2]. Directive 2001/18/EC, on the deliberate

release of GMOs into the environment, provides a list

of techniques in Annexes IA and IB that: (1) result in

genetic modification; (2) are not considered to result in

genetic modification; or that (3) result in genetic mod-

ification, but yield organisms that are excluded from

the scope of the Directive [2, 32]. Production tech-

niques falling under the EU GMO definition are:

● Recombinant nucleic acid techniques involving the

formation of new combinations of genetic material

by the insertion of nucleic acid molecules produced

by whatever means outside an organism, into any

virus, bacterial plasmid, or other vector system and

their incorporation into a host organism in which

they do not naturally occur but in which they are

capable of continued propagation

● Techniques involving the direct introduction into an

organism of heritable material prepared outside the

organism including microinjection, macroinjection,

and microencapsulation

● Cell fusion (including protoplast fusion) or hybrid-

ization techniques where live cells with new combi-

nations of heritable genetic material are formed

through the fusion of two or more cells by means

of methods that do not occur naturally

In vitro fertilization, natural transformation pro-

cesses (e.g., conjugation, transduction, transforma-

tion), and polyploidy induction are not considered to

result in genetic modification and are, therefore, cur-

rently excluded from the GMO definition. Techniques

of genetic modification yielding organisms that cur-

rently are excluded from the GMO definition are muta-

genesis and cell fusion of plant cells of organisms which

can exchange genetic material through “traditional”

production techniques [2].

In the USA and Canada, a product-based regula-

tory approach is followed for the regulation of GMOs

[33–35]. Legislation focuses on the risks of products,

and not the techniques of production, as genetic mod-

ification per se is not considered inherently risky.

Because the focus is on novel traits or attributes intro-

duced into a plant, rather than the method of
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production, both plants and their derived food and

feed products are regulated under the existing regula-

tory system.

Whether legal regimes using production techniques

instead of the product itself as a trigger for regulatory

oversight provide the best framework for an adequate

safety assessment of GMOs is at best debatable. On the

one hand, it is questionable whether newly developed

crop improvement techniques will outgrow the current

EU GMO legislation [36, 37]. On the other hand, it is

not intuitively obvious why conventionally bred plants

and their derived products are not subject to a similar

safety assessment as those obtained through genetic

modification [38, 39] or, conversely, why GM plants

are regulated more strictly than conventionally

bred ones in the EU [40, 41]. With techno-scientific

advances and innovations, the knowledge about plant

genes and their regulation and functions has increased,

while new plant production techniques have emerged

to induce or select desired plant characteristics, such as

RNA interference and oligonucleotide-mediated muta-

genesis (see, e.g., [32, 42–44]). These new techniques

may challenge the current regulatory definition of

a GMO, because it is not always clear whether the

products obtained through these techniques would be

captured by, or excluded from, the EU GMO definition

[36]. The current EU regulation is therefore heavily

reliant upon the need to regularly update the list of

techniques and their possible uses; otherwise, it runs

the risk of quickly becoming obsolete, as the rate of

innovation and advances in the field of biotechnology

marches on. In addition, the ability to detect products

of such emerging technologies will be severely chal-

lenged, and as such, there will need to be a greater

emphasis placed on traceability mechanisms for this

approach to be practically regulated. In recognition of

this, EUMember States and the European Commission

are considering recent developments in plant breeding

and are discussing if the current EU legalization

appropriately covers these new techniques and their

application, and whether they should be subject to

regulatory requirements. Recently, in an answer to

a parliamentary question, the European Commission

stated that a specific working group of external experts

has been put in place to determine which of the newly

developed plant production techniques would result in

genetic modification and would thus be captured by, or
excluded from, the EU GMO definition (cf., Parlia-

mentary question P-6606/07 2008).
Regulatory Framework for GMOs in the EU

The EU has the most stringent and wide-ranging

regulations on GM products and commodities in

the world. Their development can be traced back to

the aforementioned food safety incidences in the

mid-1990s that affected European consumer confi-

dence in government regulatory agencies and agri-

business groups. These concerns have developed to

include a negative view of GM products and of the

companies that develop and market these products.

Furthermore, the ongoing maintenance of trade bar-

riers against agricultural imports in general has

resulted in strong political pressure to regulate GM

products [45].

The EU regulatory approach is precautionary,

process-related, and includes mandatory labeling and

traceability requirements for food and feed crops,

unprocessed or processed. Only non-food GM prod-

ucts (unseeded), such as textile or other industrial

products, are not subject to any requirement.

EU legislation is adopted through a system of

interactions between the three main EU institu-

tions: the European Parliament; the Council of the

European Union (i.e., representatives of all the EU

Member States at the ministerial level); and the

European Commission. In most cases, the European

Commission initiates legislative proposals that are

decided jointly by the Council and the European

Parliament; the most common legislative measures

are Regulations (acts that are binding in their

entirety and are immediately applicable throughout

the EU) and Directives (acts that require the mod-

ification or establishment of national measures,

generally for harmonization purposes). Legislation

pertaining to GMOs in the EU is further elaborated

below.
Contained Use and Deliberate Release Directives

In the early 1990s, two European Directives for the use

of GMOs were adopted: to ensure the protection of

human and animal health and the environment; to

guarantee consumers’ freedom of choice without
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misleading consumers/users; and to create an internal

market that makes the free movement of GMOs possi-

ble within the EU without unequal competition and

impediments between and within Member States.

Directive 90/219/EEC, which has since been amended

by Directive 98/81/EEC, regulated the contained use of

GM microorganisms, while Directive 90/220/EEC reg-

ulated the deliberate release of GMOs into the environ-

ment, covering both the release for research purposes

(part B) and for commercial use as or in products (part

C). This triad reflects the stepwise process GM crops go

through, beginning with experiments under contained

use (e.g., laboratory, greenhouse), through experimen-

tal release, up to the placing on the market. According

to the step-by-step principle, the containment of

GMOs can be reduced and the scale of release increased

gradually, if assessment of earlier steps indicated that

the next step can be taken.
Novel Food Regulation

On 15 May 1997, Regulation (EC) No 258/97 – the

so-called Novel Food Regulation – removed food prod-

ucts derived from GM plants from the scope of Direc-

tive 90/220/EEC on the deliberate release of GMOs into

the environment. The new regulation covered risk

assessment procedures and the marketing and labeling

of all types of novel foods, including those produced by

new plant production techniques such as genetic engi-

neering, as well as food without a history of safe use in

the EU. Under the Novel Food Regulation, the safety

assessment of GM food was based on the principle of

substantial equivalence between the GM food and its

traditionally cultivated non-GMcounterpart. The non-

GM counterpart was generally taken to have a history

of safe use, allowing it to serve as baseline in the com-

parison of its chemical composition and phenotypic

characteristics to those of GM food [46–48].

According to the labeling provisions of the Novel

Food Regulation, labeling was not required when a GM

raw material had been treated technically in such a way

that neither the new DNA, nor the protein could be

detected in the end product. Since May 1997, processed

oil from GM oilseed rape, maize, and cotton, and

processed food and food ingredients derived from

GM maize have been notified as being substantially

equivalent and thus approved for human consumption
under the simplified procedure of the Novel Food

Regulation. Moreover, labeling did not apply to food

already used for human consumption in the EU prior

to the establishment of the Novel Food Regulation.

Food already marketed, such as GTS40-3-2 soya bean

and Bt176 maize, were not considered as novel. With

the adoption of Regulations (EC) No 1813/97 and

1139/98, the labeling of GTS40-3-2 soya bean and

Bt176 maize foodstuffs also became compulsory.

From that moment on, the label literally had to contain

the words “produced from GM soya bean” or “pro-

duced fromGMmaize” when the new protein or trans-

gene was detectable in the end product intended for

consumption. A final product needed no label when

a GM raw material had been technically treated in such

a way that neither the new protein nor the transgene

could be detected (e.g., hydrolyzed soya bean proteins,

refined oils). With Regulation (EC) No 50/2000, the

labeling provisions were extended to additives and

flavorings that have been genetically modified or that

have been produced from a GMO.
Revised Deliberate Release Directive

On 17 October 2002, Directive 2001/18/EC replaced

(the older) Directive 90/220/EEC. With it (1) the pre-

cautionary principle was explicitly adopted as a guide;

(2) risk assessment criteria were broadened to include

direct, indirect, immediate, delayed, and cumulative

long-term adverse effects; (3) post-market environ-

mental monitoring (PMEM) became compulsory;

(4) the need for a common methodology for the

environmental risk assessment was established; (5) the

requirement of reexamination of risk assessment

and management conclusions in light of new scientific

evidence was strengthened by limiting the duration

of market consents to a maximum of ten years;

(6) specific considerations related to the use of

antibiotic resistance marker genes were introduced;

(7) existing labeling provisions applying to GM food

were extended to all marketed products containing

GMOs; (8) the general concept of traceability at all

stages of commercialization was introduced; (9) trans-

parency in the decision making process was increased;

(10) consultation of the public became mandatory in

the approval procedure; (11) the possibility to consult

an ethics committee was confirmed; and (12) the
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implementation of national cultivation registers was

required, recording the locations where GM plants

have been grown for experimental purposes.
General Food Law and Establishment of the

European Food Safety Authority

Adding to Directive 2001/18/EC, Regulation (EC) No

178/2002 – the so-called General Food Law – laid down

general principles of food law and procedures in food

and feed safety. It defines food and feed and other

agricultural inputs at the level of primary production,

as well as hazard, risk, risk analysis, risk assessment, risk

management, and risk communication. Furthermore,

the General Food Law sets food and feed safety require-

ments in order to determine whether any food or feed

may be injurious to human and animal health. With

this Regulation, the application of the precautionary

principle was further extended to risk analysis of all

food and feed in the EU, whether of GM-origin or not.

In response to a multiple wave of food crises that

caused considerable public concern in Europe about

food safety and the ability of regulatory authorities to

fully protect consumers, the European Food Safety

Authority (EFSA) was created as a European-wide risk

assessment body. EFSA is tasked: (1) to provide

science-based advice at the request of the European

Commission on any matter within its mission, or in

the framework of Community legislation; (2) to issue

scientific advice on its own initiative; and (3) to

issue advice upon request of the European Parliament

or a Member State on matters falling within its mission

(Article 29 of the General Food Law). By providing

“independent, objective, and transparent” science-

based advice, EFSA aims to ensure a high level of

consumer protection and to restore and maintain

confidence in the EU food supply.

EFSA has ten Scientific Panels addressing food

safety issues in the different sectors of food and feed

production, and a Scientific Committee. The EFSA

Scientific Panel on Genetically Modified Organisms

(EFSA GMO Panel) consists of 21 scientific experts

from European research institutes, universities, or risk

assessment bodies. The EFSA GMO Panel issues:

(1) scientific opinions on the safety of GMO market

approval dossiers and on national safeguard clauses

invoked by Member States; and (2) produces guidelines
for the risk assessment of GMOs upon request of the

European Commission in the framework of Directive

2001/18/EC and Regulation (EC) No 1829/2003. These

guidelines provide assistance to those preparing and

presenting GMO market applications, by describing

principles, concepts, data requirements, and issues to

be considered in the frame of risk assessment. So far,

the following guidances have been issued:

● Guidance document for the risk assessment of

GM plants and derived food and feed (issued in

2004; published in 2006; revised in 2008 and 2011)

● Guidance document for the risk assessment of GM

microorganisms and their derived products

intended for food and feed use (issued in 2006;

revised in 2011)

● Guidance document for the renewal of authoriza-

tions of existing GMO products (issued in 2006)

● Guidance document for the risk assessment of GM

plants containing stacked transformation events

(issued in 2007; replaced by the latest revision of

the Guidance document for the risk assessment of

GM plants and derived food and feed, see above)

● Guidance for the risk assessment of GM plants used

for non-food or non-feed purposes (issued in 2009)

● Guidance on the environmental risk assessment of

GM plants (issued in 2010)

● Guidance on selection of comparators for the risk

assessment of GM plants (issued in 2011)

● Guidance on the PMEM of GM plants (issued

in 2011)

Scientific opinions and reports are also issued on

specific risk assessment issues regarding food, feed, and

environmental safety related to GMOs, such as: the

safety of antibiotic resistance marker genes; the use of

animal feeding trials for testing of whole GM food and

feed; the statistical analysis of results of field trials; the

evaluation of GM plants cultivated for non-food/feed

purposes; PMEM; statistical considerations for the

safety evaluation of GMOs; and the assessment of aller-

genicity of GM foods. A scientific opinion on the envi-

ronmental risk assessment of non-target organisms

exposed to GM plants was recently adopted, as well as

a scientific opinion on the annual PMEM report on the

cultivation of maize MON810 in 2009. The EFSAGMO

Panel is continuously considering new scientific
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information and recent developments in the field of

GMO risk assessment, and as such, it has undertaken

several initiatives to incorporate them into its opera-

tional procedures (see [49, 50] for further details).
GM Food and Feed Regulation

Issued on 18 April 2004, Regulation (EC) No 1829/

2003 on GM food and feed covers the commercializa-

tion and risk assessment of GM food and feed, such as

food/feed containing or consisting of, food/feed

produced from, and food/feed containing ingredients

produced from GMOs, as well as seed or other plant-

propagating material. Prior to this date, approvals for

human food use were required under the Novel Food

Regulation, whereas feed use was assessed under Direc-

tive 2001/18/EC and its predecessor. The amended

approval procedure is centralized around EFSA and

based on a “one door – one key” approach whereby all

commercial uses can be covered in the same GM plant

market approval dossier. Moreover, it also introduces

the need for a GM crop market application to cover

both food and feed uses, as it avoids market approval

for a single use in case a product is likely to be used

for both purposes (e.g., [51]). In response to the heated

debates that challenged the “principle of substantial

equivalence,” the principle was demoted to a “compar-

ative analysis” in the GM Food and Feed Regulation.

The safety assessment of GM food and feed remains

based on a comparative analysis in which the non-GM

counterpart serves as baseline. However, it requires

more evidence of safety than before. Since the principle

of “substantial equivalence” was intensely criticized by

various actors, it was no longer interpreted as the

endpoint of risk assessment, but rather as the starting

point. Whether GM food is subject to further safety

assessment depends on the identified similarities and

differences between the GM food and its non-GM

counterpart: (1) if substantial equivalence is

established, the need for further testing is to be inves-

tigated on a case-by-case basis; (2) if substantial equiv-

alence is established, except for a single or few specific

traits of GM crops, further tests must be done focusing

on these traits in order to assess their potential impact

on human and animal health; and (3) if neither partial

nor total substantial equivalence is established, the

wholesomeness of the food product is to be assessed.
In the same line of arguments, the simplified authori-

zation procedure was abandoned under the GM Food

and Feed Regulation.
Approval Procedures for placing GM crops on the

Market

Procedures for approval of GM crops in the EU follow

comitology rules that involve different actors such as the

European Commission, EFSA, the Regulatory Commit-

tee of Member States representatives under Directive

2001/18/EC, the Standing Committee on the Food

Chain and Animal Health (SCFCAH) under Regulation

(EC) 1829/2003, and the Councils of Ministers. In prin-

ciple, the delegation of powers to the European Commis-

sion along with the supervision of the European

Commission’s use of these powers through committees

composed ofMember States representatives is considered

a convenient mechanism. It enables efficient decision

making, engenders a close and cooperative working rela-

tionship between the European Commission and Mem-

ber States, and maintains a degree of control over the

process by Member States [20]. The voting system is

based on the number of votes designated to each of the

27 Member States and is proportional to their percent-

age of the EU population. A qualified majority should

be at least 74% of the total votes (255) and 14 Member

States and 62% of the EU population; a blocking

minority is at least 26% of the votes [91] or 14 Member

States or >38% of the EU population [18].

Approved GM products can move freely through-

out all EU Member States in conformity with any

conditions set out in the approval, and enter into the

public register of GM food and feed (Community

Register: http://ec.europa.eu/food/dyna/gm_register/

index_en.cfm). Authorizations are valid throughout

the EU, have a maximum duration of ten years, and

can be renewed.

Approval Procedure Under Directive 2001/18/EC

Under Directive 2001/18/EC, the approval procedure

for placing a GMO on the market involves all Member

States, the European Commission, and possibly EFSA

(see Fig. 1). The GM crop market application is first

submitted to the National Competent Authority of

a Member State. Upon receipt of the application, the

National Competent Authority issues a risk

http://ec.europa.eu/food/dyna/gm_register/index_en.cfm
http://ec.europa.eu/food/dyna/gm_register/index_en.cfm
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Approval procedure for placing GM crops on the EUmarket under Directive 2001/18/EC and Regulation (EC) No 1829/2003

(Figure adapted from EFSA (Parma, Italy) and GHK Consulting Ltd (London, UK))
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assessment report that may be favorable or unfavor-

able regarding market approval of the GMO under

consideration. In the event of a favorable opinion,

the Member State informs the other Member States

via the European Commission. The other Member

States and the European Commission examine the

risk assessment report and may pose observations

and objections.

If there are no objections by other Member States or

by the European Commission, the National Competent

Authority that carried out the original risk assessment

approves the placing on the market of the product, and

issues a final approval permitting the marketing of the

GMO within the Community.

If objections are raised, the procedure provides for

a conciliation phase among the Member States, the

European Commission, and the applicant in order to

resolve the outstanding questions. In case objections

are maintained at the end of the conciliation phase,

a Decision is taken at EU level. The European Com-

mission first asks the scientific opinion of the EFSA

GMO Panel on the safety of the GMO in question. In

the case of EFSA issuing a positive opinion, the Euro-

pean Commission presents a Draft Decision to the

Regulatory Committee under Directive 2001/18/EC

for an opinion. If the Regulatory Committee gives

a favorable opinion by qualifiedmajority, the European

Commission adopts the Decision. If not, the Draft

Decision is submitted to the Council of Ministers for

adoption or rejection by qualified majority. If the

Council does not act within three months, the Euro-

pean Commission adopts the draft Decision.

Approval Procedure Under the GM Food and Feed

Regulation Under the GM food and feed Regulation,

a GM crop market application is submitted to the

National Competent Authority of a Member State,

which forwards it to EFSA. If the application covers

the use of seeds or other plant-propagating material for

cultivation, EFSA asks a National Competent Authority

under Directive 2001/18/EC to perform the environ-

mental risk assessment that will be considered by EFSA

during its final assessment (see e.g., [52]).

From the receipt of a valid GM crop market appli-

cation, EFSA endeavors to deliver its scientific opinion

within a time limit of six months. This time limit can be

extended if EFSA or the Commission’s Community
Reference Laboratory seeks supplementary informa-

tion from the applicant. Within three months after

receiving EFSA’s scientific opinion, the European

Commission submits a Draft Decision to the SCFCAH.

If SCFCAH gives a favorable opinion by qualified

majority, the European Commission adopts the Deci-

sion. If not, the Draft Decision is submitted to the

Council of Ministers for adoption or rejection by qual-

ified majority. If the Council does not act within three

months or does not obtain a qualifying majority for

adoption or rejection of the Commission Draft Deci-

sion, the European Commission adopts the Decision

(see Fig. 1).
Labeling and Traceability Regulation

Regulation (EC) No 1830/2003 on the labeling and

traceability of GM food and feed complements, clar-

ifies, and makes operational some of the labeling and

traceability objectives of previous legislation. This Reg-

ulation extended labeling provisions to feed, seed, bulk

products, food that are delivered as such to the final

consumers or mass caterers, and to products in which

GMO-derived DNA or protein (e.g., refined oils) is no

longer detectable. These requirements go further than

previously, because the use of genetic modification in

itself is now sufficient to justify labeling. The label must

be shown in a clearly visible, legible, and indelible

manner, and must contain the reference “genetically

modified,” “produced from genetically modified” or

“contains genetically modified.” When a GM food or

feed is different from its conventional counterpart, the

label must also provide information about any charac-

teristic or property that renders it different.When there

is no conventional counterpart, the label must contain

appropriate information about the nature and charac-

teristics of the GM food or feed. Any characteristic or

property that gives rise to ethical or even religious

concerns also has to be mentioned. Products being

produced with the help of GMOs – rather than actually

made out of them – do not require labeling. As such,

meat, eggs, milk, and dairy products from animals fed

GM crops fall outside the remit of labeling provisions.

Since substances assisting in food production, carrier

substances, or culture media for microorganisms are

not considered foods, their labeling is not considered

necessary.
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Labeling Thresholds

Tolerance thresholds for the unintentional or techni-

cally unavoidable presence of approved GMmaterial in

non-GM products were established in the EU.

A tolerance threshold refers to the maximum admix-

ture level for GMO content under which the comingled

product does not have to be labeled as containing

a GMO. It is often argued that there is no scientific

justification for the established thresholds. Since GM

crops and derived food and feed products are declared

safe before marketing, thresholds do not relate to safety

or health issues. However, thresholds reflect a balance

between differently framed societal concerns and

requests and technical capabilities. The translation of

labeling thresholds in practice still entails enormous

technical and scientific challenges.

Regulation (EC) No 49/2000 set the labeling thresh-

old for the adventitious GMO presence in non-GM

food at 1% of the food ingredient. The GM Food and

Feed Regulation decreased the tolerance threshold to

0.9%, and extended it to feed and products intended

for direct processing. There is zero tolerance in the EU

concerning unapproved GM plant events, unless they

had previously received a favorable scientific risk

assessment for marketing from EFSA and a detection

method is publicly available. In the latter case,

a threshold of 0.5% may be applied transitionally.

A threshold has yet to be defined for seeds as discus-

sions have remained at an impasse. Possible thresholds

that will be proposed for seeds will be established at

levels such that the GMO content of 0.9% can be

guaranteed in food, feed, or crops. Proposals made by

the Scientific Committee on Plants in 2001 ranged

between 0.3% for cross-pollinating crops, and 0.5%

for self-pollinating and vegetatively propagated crops

[53]. As no such thresholds have been established to

date, any seed lot containing authorized GM seed for

cultivation in the EU has to be labeled as containing

GM material.

Organic growers principally aim at keeping their

products free from any GM material. Regulation (EC)

No 1804/1999 on organic production of agricultural

products states that the use of GMOs is not compatible

with the organic production method. The Regulation,

however, foresees a de minimis tolerance threshold for

the unavoidable presence of GM material in organic
products. It was thus anticipated that organic pro-

ducers would opt for a tolerance threshold ranging

between the limit of quantification of a DNA analysis

(0.1%) and the tolerance threshold for food and feed

products (0.9%). In a press release published on 21

December 2005 (IP/05/1679), the European Commis-

sion emphasized that an organic product with an

adventitious content of GM material below 0.9%

could still be labeled as organic. On 12 June 2007, this

point of view was confirmed at a meeting of the EU

agriculture ministers, where political agreement was

reached on a new Regulation on organic production

and labeling (IP/07/807). However, in its recent recom-

mendation on guidelines for the development of

national coexistence measures to avoid the unintended

presence of GMOs in conventional and organic crops

[23], the European Commission allows Member States

to aim at levels of unintended GMO presence that are

lower than the 0.9% labeling threshold in certain cases.

It stated that

" “The potential loss of income for organic and some

conventional producers (e.g., certain food producers)

may be due to the presence of GMO traces at levels

lower than 0.9%. In those cases, and in the interest of

protecting particular types of production, concerned

Member States may define measures that aim at

reaching levels of presence of GMOs in other crops

lower than 0.9%”.

In this respect, the European Commission referred to

Member States that have developed national standards

for different types of “GM-free labeling” [23]. Since the

organic sector advocates that GM crops are not com-

patible with organic farming [54, 55], they will seek to

establish the limit of DNA quantification analysis as the

basis to determine the tolerance threshold in organic

products.

Coexistence

In order to provide a high degree of consumers’ choice

in the EU, a coexistence policy was adopted to maintain

different agricultural production systems. It specifically

aimed to enable the side-by-side development of dif-

ferent cropping systems without excluding any agricul-

tural option. In this way, farmers would maintain

their ability to make a practical choice between
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conventional, organic, and GM crops. Since coexis-

tence only applies to approved GM crops that were

judged to be safe before their market entry [56], safety

issues fall outside the remit of coexistence [57–59].

The European Commission recognized that

completely avoiding the unintentional presence of

GM material in non-GM products is difficult in the

agricultural context [23, 60]. As agriculture is an open

system, a certain amount of adventitious mixing is

unavoidable. Various sources have been identified that

could contribute to on-farm adventitious mixing

between GM and non-GM crops (Fig. 2): (1) the use

of impure seed [61, 62]; (2) cross-fertilization due to

pollen flow between neighboring fields [63–65]; (3) the

occurrence of volunteer plants originating from seeds

and/or vegetative plant parts from previous GM crops

[66–69]; (4) mixing of plant material in machinery

during sowing, harvest, and/or postharvest operations

[51]; and – to a lesser extent – (5) cross-fertilization

from certain sexually compatible wild relatives and

feral plants [70–72]. As completely avoiding admixing

is difficult in the agricultural context, tolerance thresh-

olds were established for the unintentional or techni-

cally unavoidable presence of approved GMmaterial in

non-GM products. If the content of GM material in

a non-GM product exceeds the established tolerance
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maximize varietal seed purity. Apart from seed produc-

tion, experience with identity preservation systems is

also available from the cultivation of different crop

types grown for different uses [76]. Several of the pro-

posedmeasures to ensure varietal seed and crop purity can

be applied within the context of coexistence to limit the

adventitious content of GM material in seeds and plant

products. These measures include: (1) the use of certified

seed; (2) spatially isolating fields of the same crop;

(3) implementing pollen barriers around fields; (4) sched-

uling different sowing and flowering periods; (5) limiting

carryover of GM volunteers into the following crop

through the extension of cropping intervals; (6) cleaning

agricultural machinery and transport vehicles of seed

remnants; (7) controlling volunteers and wild relatives;

(8) applying effective postharvest tillage operations;

(9) retaining records of field history; and (10) the volun-

tary clustering of fields (Fig. 2). If Member States can

demonstrate that the aforementioned preventive coex-

istence measures are not sufficient to achieve the desir-

able levels of purity, the European Commission gives

those Member States the possibility “to exclude GMO

cultivation from large areas of their territory” [23].

The European Coexistence Bureau (ECoB) recently

issued a report on best practices to ensure the coexis-

tence between maize cropping systems. Based on

a comprehensive assessment of data generated in field

experiments, commercial cultivation of GM maize, as

well as modeling exercises under European environ-

mental conditions, the report describes best manage-

ment practices that can be put in place for each

potential source of admixture [77]. It is important to

realize that the level of containment needed to ensure

coexistence will mainly be driven by the established

tolerance thresholds: the lower the tolerance threshold,

the stricter the on-farmmeasures needed to meet label-

ing requirements. Apart from defining the level of

containment needed, tolerance thresholds also deter-

mine the level of GM material that initiates the need to

redress economic harm due to adventitious mixing.

The adventitious presence of GM material above the

tolerance threshold set out in EU legislation triggers the

need for the product that was intended to be a non-GM

product, to be labeled as containing GMOs. In other

words, the product has to be labeled as containing

GMOs only in cases when the established threshold is

exceeded. According to the European Commission,
an economic effect only when it exceeds the 0.9%

labelling thresholds”, but as mentioned previously,

“Member States can aim at levels of unintended GMO

presence that are lowerthan the 0.9% labelling threshold

in cases where the potential loss of income of organic

and some conventional producers may be due to the

presence of GMO traces at levels lower than 0.9%” [23].

In its Communication to the Council and the European

Parliament from 2003, the European Commission has

clearly emphasized that coexistence measures should

not go beyond what is necessary to ensure that the

unintentional presence of GM material in non-GM

products remains below established labeling thresh-

olds, and thus should be proportionate to the objective

that is pursued. This point was reiterated in its 2010

coexistence recommendation [23], in which the Euro-

pean Commission stated that
burden for farmers, seed producers, cooperatives and

other operators associated with any production type”.

Moreover, it argued that “the choice of measures

should take into account the regional and local con-

straints and characteristics, such as the shape and size

of fields in a region, the fragmentation and geograph-

ical dispersion of fields belonging to individual farms

and regional farm management practices”.

While some Member States have taken this advice into

account for most conventional producers, others

decided to propose or adopt measures that aim at

keeping the amount of GMmaterial present in conven-

tional products as low as possible. In some cases, pro-

posed measures, such as large and fixed isolation

distances between fields of GM and conventional

crops, appear to entail greater efforts for GM growers

than necessary, which raises questions about the pro-

portionality of these measures. Several authors have

argued that wide and fixed isolation distances, as cur-

rently proposed by several Member States, fail to satisfy

several challenges [58, 59, 78–85]. First, they are exces-

sive from a scientific point of view; second, they are

difficult to implement in practice; third, they are incon-

sistent with regional heterogeneity of farming; and

fourth, they are not proportional to the economic

incentives for coexistence. To enable regionally and
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economically proportionate coexistence, policy makers

should allow integrating flexibility in ex ante coexis-

tence regulations. This might be achieved by allowing

plural coexistence measures that are adaptable to local

farming and cropping conditions, and that are nego-

tiable amongst farmers. Computer-based decision sup-

port tools may thereby play a crucial role in the future

case-by-case-based coexistence approach, as they allow

the prediction of achievable levels of coexistence

between neighboring maize fields under various con-

ditions. One caveat here is that policy makers may be

reluctant to adopt such a case-by-case coexistence

approach because of the difficulties of implementation.

Risk Assessment Principles

Interplay of Risk Assessment, Risk Management, and

Risk Communication

GMOs and their derived food and feed products are

generally subject to a risk analysis before they can be
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considerations. Riskmanagement is also functionally and

temporally separate from risk assessment in order to

reduce any conflict of interest and to protect the scientific

integrity of risk assessment [5]. Risk communication is

defined as an interactive exchange of information and

opinions on risk throughout risk analysis, between risk

assessors, risk managers, and other interested parties. It

includes the explanation of risk assessment findings

and of the basis uponwhich riskmanagement decisions

are made [87].

Even though there are considerable differences in

regulatory requirements for GMcrops between countries,

environmental priorities (including the preservation of

biodiversity) as well as risk terminology, most risk assess-

ments of GM crops follow a science-based assessment

process that estimates the level of risk through compari-

son with a non-GM counterpart [49, 88]. In addition,

regulatory requirements involve the consideration of

a range of issues relevant to the overall risk assessment

in order to determine the impact of the GM crop on

human/animal health and the environment relative to

the non-GM crop, and thus its relative safety [89, 90].

Some of these elements are discussed in the next sections.
Risk Assessment Methodology and Terminology

Despite the considerable variation among risk assess-

ment frameworks for GM plants, risk assessment gen-

erally comprises several sequential steps: (1) problem

formulation as a critical first step (including hazard

identification); (2) hazard characterization, that exam-

ines potential hazards and their magnitude; (3) expo-

sure characterization, that covers levels and likelihood

of exposure; and (4) integrative risk characterization,

in which the magnitude of consequences and the like-

lihood of occurrence are integrated (Fig. 3). In the EU,

the guidance notes supplementing Annex II of Direc-

tive 2001/18/EC on the principles for the environmen-

tal risk assessment requires the definition of mitigation

measures as a fifth step in the environmental risk

assessment in order to manage identified risks. These

mitigation measures aim to reduce the identified risks

associated with GMO deployment to an acceptable

level and should consider defined areas of uncertainty.

Accordingly, any proposed mitigation measure is con-

sidered for the evaluation of the overall risk of GMO

deployment.
Various single risk assessment studies have postu-

lated dire risks when all they have done is characterized

either a hazard associated with the use of GM crops, or

an exposure to the GM crop without demonstrating

whether this exposure is hazardous [5]. These studies

confuse hazard or exposure with risk. In this way, they

only allow speculative conclusions and contribute to

uncertainties in the environmental risk assessment pro-

cess. Moreover, it is important to distinguish risk from

hazard, as the terms have different meanings. The term

hazard is associated with the potential of an agent or

situation to cause adverse effects or harm. It refers to an

inherent property of that agent or situation. Risk is

recognized as a function of the probability and severity

(magnitude) of an adverse effect occurring to human

and animal health or the environment, following expo-

sure to a hazard under defined conditions. Without

hazard, there can be no harm and thus no risk.
Problem Formulation (Including Scoping

and Planning)

In order to identify the areas of greatest concern or

uncertainty related to risks, each risk assessment begins

with the identification and formulation of the problem,

usually in the context of regulatory decision making

[91]. In this respect, the most important questions to

be solved and meriting detailed risk characterization

are identified [92].

Problem formulation involves: (1) the identifica-

tion of characteristics of the GM crop capable of caus-

ing potential adverse effects to the environment

(hazards) together with (2) the identification of path-

ways of exposure through which the GM crop may

adversely affect the environment. This process com-

prises a qualitative description of the nature of poten-

tial adverse effects and its potential triggers, as well as of

plausible exposure pathways to the GM crop that might

result in environmental harm. Problem formulation

also involves: (3) the definition of assessment end-

points, which are explicit and unambiguous targets

for protection extracted from legislation and public

policy goals; and (4) outlining specific hypotheses to

guide the generation and evaluation of data in the

subsequent successive risk assessment steps. It involves

the development of a methodology – through

a conceptual model and analysis plan – that will help
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to direct the risk characterization and to produce infor-

mation that will be relevant for regulatory decision

making [92–96]. In this way, problem formulation

helps to make the risk assessment process comprehen-

sive and transparent by summarizing existing scientific

knowledge and explicitly stating the assumptions and

principles underlying the risk assessment. Information

considered in problem formulation, comprising

existing knowledge of the GM crop and its interactions

with the receiving environment, takes many forms. It

includes published scientific literature, expert opin-

ions, and research data. Data generated to characterize

the GM crop during product development by appli-

cants, and subsequently submitted to regulatory

authorities as part of GM crop market application

also provide an important source of information con-

sidered in the frame of problem formulation. Data to

support problem formulation can derive from molec-

ular, compositional, and agronomic/phenotypic ana-

lyses performed during GM crop development.

Information of this type is frequently available in

advance of the environmental risk assessment in

order to characterize the GM crop [97–101]. If the

level and quality of the available information is

high, then the risk assessment can reduce the number

of risk hypotheses that need to be tested for risk

characterization [94, 95].

Hazard Identification: Characterization of the GM

Crop Problem formulation starts with the precise

characterization of the GM crop in order to identify

potential hazards. This is usually achieved through

a comparative safety assessment. A comparison of the

characteristics of the GM plant with those of its non-

GM counterpart enables the identification of similari-

ties and differences between the two. It enables the

characterization of intended differences that were the

target of the genetic modification, as well as the iden-

tification of unintended differences that may lead to

harm [97–101]. The identification of differences in

problem formulation is considered of primary impor-

tance, because it will direct the subsequent course of

actions in the risk assessment [92, 102]. While some

differences may be deemed irrelevant to the assessment,

others may be meaningful in terms of posing harm to

the environment or to human and animal health.

Should meaningful differences be identified, the risk
that they posemust be evaluated, together with those of

the intended modifications, such that an evaluation of

their possible biological/ecological relevance can be

made (requiring them to be directly linked to those

aspects of the environment that are legally protected

from harm – see below).

From Protection Goals to Assessment Endpoints A

crucial step in problem formulation is to identify aspects

of the environment (e.g., valued entity, ecosystem ser-

vice/function) that need to be protected from harm

according to protection goals set out in existing EU

legislation, and to translate those into concrete measur-

able phenomena. Risk assessors need to know what to

protect, where to protect it, and over what time period.

Usually, aspects of the environment to be protected can

be divided into two discrete but interconnected catego-

ries: the protection of biodiversity (biodiversity conser-

vation), and the protection of functions/services

provided by ecosystems. Ecosystem services are distinct

from ecosystem functions by virtue of the fact that

humans, rather than other species, benefit directly from

these natural assets and processes. The benefits to

humans are many and varied; however, those ecosystem

services relevant in an agricultural context include food

and feed production, pollination, pest regulation,

decomposition of organic matter, soil nutrient cycling,

soil structure and formation, water regulation and puri-

fication, and cultural services (such as aesthetic value and

recreation). The precise relationship between biotic and

abiotic processes and the ecosystem functions they drive

is an area of considerable scientific debate. Some species

contribute to ecosystem functioning in ways that are

unique and hence their addition or loss from

a community would cause detectable changes in func-

tioning. Most ecosystems, however, exhibit functional

redundancy, where several species are able to perform

the same critical function. These species are at least partly

substitutable and their loss can be compensated for by

other species.

The challenge to problem formulation is that, in EU

legislation, protection goals are general concepts that

are defined in broad terms, which often are too vague

to be scientifically useful in the frame of environmental

risk assessments of GM crops. Moreover, a broad array

and diversity of protection goals are mentioned in EU

legislation. The resultant interpretation is that
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Framework in the European Union. Table 1 Criteria to

operationalise protection goalsa

Criterion Measurable variable

Ecological
entity

Species of conservation concern;
ecosystem service

Attribute Abundance; ecological function

Unit of
protection

Individual; population; community;
functional group; assemblage; guild

Harmful effect Relevant decrease in abundance;
relevant disturbance in ecological
function

Spatial scale of
effect

Field; field margin; other agricultural
land; non-agricultural habitats;
landscape

Temporal scale
of effect

Generations; days; weeks; months;
seasons; years

aTable adapted from the stakeholders’ workshop “Protection goals

for environmental risk assessment of pesticides: what and where

to protect?” organized by the EFSA Panel on Plant Protection

Products and their Residues (PPR) (http://www.efsa.europa.eu/

en/scdocs/scdoc/1672.htm); see also [108, 134]
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everything should be protected, everywhere, all of the

time. However, to be useful in terms of ecological risks

and decision making, it is important that general and

broadly defined protection goals are translated into

concise and concrete measurable assessment end-

points. If the protection of biodiversity is a public

policy goal, then a typical assessment endpoint can be

the abundance and species richness of certain groups of

organisms at a relevant life stage within a landscape or

region over a specific time period [102]. Assessment

endpoints represent aspects of the environment to be

protected and that can be assessed: they are defined by

the valued attribute and/or function (e.g., control of

arthropod pest populations) of an ecological entity

(e.g., arthropod natural enemies) that could be affected

adversely by the GM crop and that requires protection

from harm [103]. It is not an abstract goal such as

ecosystem health or sustainability, but a real, opera-

tionally definable property of an aspect of the environ-

ment that reflects management or protection goals

laid down in EU legislation. Because arthropod

natural enemies fulfill relevant ecological services by

contributing to the natural regulation of arthropod

pest populations within crop fields, they can be

identified as the entity to be preserved; similarly, the

biological control functions they perform can be

identified as the attribute/function (e.g., [104]). It is

important that assessment endpoints are defined as far

as possible using measurable criteria relevant to the

case under study, such that any change in these end-

points can be readily identified. Moreover, assessment

endpoints should ideally be selected based on:

relevancy to the protection goal; ecological relevance;

susceptibility to the potential stressor; and

practicality [105].

Once assessment endpoints have been set, the level

of environmental protection to be maintained, or the

environmental quality to be preserved, needs to be

defined. This process includes establishing the harmful

effect and both the spatial and the temporal scales rele-

vant for the ecological entity and its attribute/function

to be preserved (Table 1). The harmful effect describes

to what extent the environmental quality should be

preserved (or above what threshold a difference

between the GM crop and its appropriate comparator

may lead to harm and would be considered

a disturbance in environmental quality). For the
conservation of biodiversity, a relevant decrease in

abundance of protected or valued species can be seen

as a harmful change. Similarly, for ecosystem services, a

relevant disturbance in ecological function can be seen

as a harmful change [106]. The spatial and temporal

scales are the habitats in which, and the period during

which, environmental quality should be preserved,

respectively [104, 107].

Conceptual Model: Exposure Profiles and

Hypotheses The conceptual model describes the con-

sequential exposure scenario of how harm to the assess-

ment endpointmay arise fromGMcrop deployment and

allows for a characterization of risks. Key relationships are

described: between the GM crop and the valued entity to

be protected from harm; pathways of exposure through

which the GM crop may affect the valued entity either

directly or indirectly (= exposure profile); and any poten-

tial impact of the GM crop to the environment [92, 96].

The conceptual model includes available information

on: the nature of the stressor; its intended uses; reason-

able exposure profiles; and potential responses of the

http://www.efsa.europa.eu/en/scdocs/scdoc/1672.htm
http://www.efsa.europa.eu/en/scdocs/scdoc/1672.htm
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assessment endpoint as a result of exposure. It can take

an array of forms, from the simplest of statements to

complex flowcharts and diagrams.

Environmental pathways and levels of exposure will

vary depending upon the intended uses of a GM crop,

such as import, processing, food, feed, and/or cultivation.

In the case where the use of GM plants does not include

cultivation in the EU, problem formulation will consider

exposure: (1) via accidental release of propagules, such as

seeds of the imported commodity spilled into the envi-

ronment during transportation and processing, poten-

tially leading to sporadic feral GM plants; (2) indirect

exposure through manure and feces from the gastroin-

testinal tracts of animals mainly fed the GM crop; and/or

(3) manure or organic plant matter either imported as

a fertilizer or soil amendment or derived from other

byproducts of industrial processes. In the case where the

GM crop use includes cultivation in the EU, problem

formulation will consider exposure resulting from the

expected cultivation in the receiving environment.

A well-structured conceptual model in which the

components of the system are detailed will allow the

identification and formulation of relevant hypotheses

that arise from the consideration of potentially significant

risks. These hypotheses are necessary to make assump-

tions and predictions about how a stressor or identified

difference in the GM plant could affect and pose harm to

an assessment endpoint [94, 95]. Importantly, within

the analysis phase, hypotheses amenable to testing and

corroboration are defined [92] which further guide the

methodological approach taken to evaluate the magni-

tude of harm [92, 102].

Analysis Plan: Statistical Considerations and Exper-

imental Design The last step of problem formulation

comprises an analysis plan in which decisions are made

about the most appropriate way to measure the

response of each assessment endpoint to GM crop

deployment. In this planning phase, approaches are

delineated for the generation and evaluation of requi-

site data, in order to test hypotheses formulated in the

conceptual model. Reasonable scenarios are placed in

an analysis plan by describing and selecting: (1) the

various measures to be used (measurement endpoints)

in the assessment and subsequent risk characterization;

and (2) the description of methods and criteria for

measurement.
The measurement endpoints, derived directly from

the assessment endpoints, define the indicator of

change that will actually be recorded as part of

a comparative risk assessment study [107], and usually

constitute estimates of exposure or hazard. Measures of

exposure cover properties of the GM crop and are

described in terms of the route, frequency, duration,

and intensity of exposure relative to the valued entity

[92], while measures of hazard represent the measur-

able change to the valued entity in response to

a changed attribute (e.g., transgenic protein) of the

GM crop to which it is exposed [107]. Measures of

hazard may be an acute lethal concentration resulting

in the death of 50% of the organisms tested (LC50), or

a chronic no observable adverse effect level (NOAEL)

measured for the valued entity [92]. How exposure

measurement relates to the hazard measurement is

described in the risk formulation.

Once specific measurement endpoints are chosen

and given a priority, appropriate methods and criteria

of measurement are selected and described in the anal-

ysis plan [93]. This includes information on: studies to

be conducted; the appropriate tier for analysis; the

design of protocols; and statistical power [96, 102,

106, 107, 109, 110]. The selection and prioritizing of

measures to be used and testing needed enable the

allocation of appropriate human and financial

resources [111], so that only essential data for risk

characterization are collected [94].

It is important to realize that for practical reasons

not all potentially exposed non-target organisms can be

tested for regulatory purposes [102]. Therefore, it is

necessary to select an appropriate subset of species that

can be tested effectively under laboratory conditions

[102], or that are available in sufficient numbers in the

field to give statistically meaningful results [96, 112–

115]. This selection of species is based on several

criteria, comprising: ecological relevance of the species;

the likely exposure of the species to the GM crop;

species susceptibility to known or potential stressors;

the anthropocentric value of the species; and species

testability [96, 102, 113, 116]. The environmental risk

assessment may also consider species with special aes-

thetic or cultural values, or species of conservation impor-

tance and that are classified as threatened or endangered,

although these are unlikely to be tested directly but

substituted by a surrogate species in tests. The number
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and type of species that are to be tested will depend upon

the hypotheses generated during the conceptual model.

Once assessment and measurement endpoints have

been set and approaches have been delineated for the

generation and evaluation of requisite data to test

hypotheses formulated during problem formulation,

the level of environmental change that constitutes

harm is to be set through limits of concern. These limits

of concern define the minimum relevant ecological

effect that is deemed of sufficient magnitude to cause

harm, and is therefore biologically significant. Limits of

concern are directly related to the type of studies that

are to be performed either in the laboratory or in the

(semi)-field. For laboratory studies, limits of concern

are conservative trigger values which, if exceeded, will

indicate potential risks and the need for exposure

assessments and determination of field scale effects.

For field studies, the lower limit, which corresponds

for example to a decrease in the abundance of a partic-

ular species in the presence of the GM plant relative to

that for its appropriate comparator, will usually be

defined by the threshold effect deemed to be of just

sufficient magnitude to cause environmental harm

[106]. Knowing in advance what effect size is to be

determined is crucial, as this information will enable

to design the study in a way that it has sufficient

statistical power to detect the anticipated effect. Limits

of concern are estimated from literature data, model-

ling, and existing knowledge, and may be based on

political, social, cultural and economic considerations.

To define the minimum relevant ecological effect that is

deemed biologically significant and that is deemed of

sufficient magnitude to cause harm, it is important that

(sets of) limits of concern for each assessment endpoint

are set. Usually, the lower limit, which corresponds for

example to a decrease in the abundance of a particular

species in the presence of the GM crop relative to that

for the non-GM counterpart, will be defined by the

threshold effect that was deemed to be of just sufficient

magnitude to cause environmental harm [106]. If these

limits are exceeded, then detailed quantitative modeling

of exposuremay be required to scale up effects at the field

level, both temporally and spatially. For studies in envi-

ronment(s) that are controlled, the limits of concern will

usually be trigger values which, if exceeded, will either

lead to conclusions on risks or the need for further

assessment in field [106]. Limits of concern can be
defined by, for example, literature data, modeling,

existing knowledge and policy goals. Ideally, these limits

should be set by risk managers, as they will describe the

extent of impact tolerated on a protection goal resulting

from GM crop market approvals.

Conclusion Problem formulation is the crucial

starting point for risk assessments, as it enables

a structured, logical approach to detecting potential

risks. Having a properly constructed analysis plan

based on a conceptual model that is clearly linked to

assessment endpoints helps to guide the collection of

data that are relevant to investigating the possible safety

of a GM crop. Moreover, it helps the risk assessment

process to be comprehensive (by summarizing existing

knowledge of the system under study) and transparent

(by explicitly stating significant assumptions underly-

ing the risk assessment, and ultimately regulatory deci-

sion making). In contrast, poor problem formulation

can lead to the collection of data that are either unnec-

essary, superfluous, or irrelevant, diverting time and

efforts from the more serious of the identified risks,

thereby slowing down the procedure and increasing

associated costs [90, 92, 94, 95, 117].
Risk Assessment Concepts and Approaches

Several concepts and approaches are considered during the

risk assessment of GM crops. Risk assessment of GM

crops: (1) is science-based, where quantitative information

is available, and uses qualitative information in the formof

expert judgment; (2) uses a comparative approach; (3) is

case specific; (4) is iterative and, in a transparent manner,

examines previous conclusions in light of new informa-

tion; and (5) follows a tiered approach.

Science-Based Assessment

The evaluation of potential adverse effects is based on

scientific and technical data, and on common method-

ology for the identification, gathering, and interpreta-

tion of relevant data.

Comparative Safety Assessment and Familiarity

Concept

The risk assessment strategy for GM crops seeks to

use appropriate methods to compare a GM crop
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with its non-GM counterpart. The importance of

risks posed by a GM crop is placed in the context

of risks posed by its non-GM counterpart. A two-

step approach is followed, starting with the identifi-

cation of possible differences between the GM and

non-GM counterpart (= proof of difference); which

is then followed by the assessment of the environ-

mental and food/feed consequences of any identified

differences (= proof of equivalence) (see [106] for

further details). The proof of difference approach

verifies whether the GM crop is different from its

non-GM counterpart, and may lead to the charac-

terization of a potential risk depending on the type

of the identified difference, and the extent and pat-

tern of its exposure. The proof of equivalence

approach aims to verify whether the GM crop is

equivalent to its non-GM counterpart within

bounds defined by so-called limits of concern. The

two approaches are complementary: statistically

significant differences may point to biological

changes caused by the genetic modification, but

these may or may not be relevant from the view-

point of environmental harm [106, 118].

For the food/feed safety assessment, the equivalence

test involves a comparison of the GM crop with

a selection of non-GM counterparts, such as com-

mercial varieties, aiming to identify any values of

the GM crop that lie within the range of values

from natural variation (i.e., observed among the

set of non-GM counterparts included in the trial).

The underlying assumption is that traditionally bred

plants have a history of safe use for the consumer or

animals and the environment, and familiarity for

the consumer. For the environmental risk assessment,

conventional cropping systems are not characterized

as having a history of safe use, therefore, a near-

isogenic conventional counterpart is used to identify

any differences with the GM crop which might result

in environmental harm. However, in any agricultural

system, environmental impact critically depends

upon crop management practices, such as the appli-

cation of pesticides, environmental stewardship, and

any mitigation measures adopted. Hence, the charac-

terization of management regimes is an integral

part of the definition of whatever comparator is

chosen for the environmental risk assessment of

GM crops [106].
The concept of familiarity is based on the fact

that most GM crops are developed from more tradi-

tionally bred crops, the biology of which is well

known. The knowledge about the non-GM crop,

gained through experience over time, can therefore

be used in a risk assessment to establish differences

associated with the genetic modification and the

subsequent management of the GM crop. According

to the Organisation for Economic Co-operation and

Development (OECD), familiarity is derived from

the knowledge and experience available from

conducting a risk analysis prior to the scale-up of

any new crop variety in a particular environment,

and from previous GM crop market applications for

similar constructs and traits in similar or different

crops [119]. However, it is important to bear in mind

that familiarity is not an endpoint in risk assessment

and does not necessarily equate to safety. If differences

between the GM crop and its appropriate comparator

have been identified, it needs to be determined whether

these differences have any significance for the assess-

ment endpoint under consideration.

The comparative safety assessment is usually based

on data from three different sources: molecular, com-

positional, and agronomic/phenotypic analyses. The

molecular characterization includes a precise charac-

terization of the inserted DNA, information on which

genes are expressed in the GM crop, and evidence that

no detectable unintended effects have occurred because

of the insertion [86]. Agronomic, phenotypic, and

compositional data collected from field trials carried

out in a range of agricultural environments that are

typical of the place where the crop is grown will high-

light whether the GM crop is equivalent in its func-

tional properties to the non-GM counterpart and, in

particular, how stable they are from year to year and

across environments.

Molecular Characterization In an environmental

risk assessment, molecular characterization data can

be used to test the hypothesis that the inserted DNA

does not disrupt endogenous plant genes, or trigger the

production of new proteins/metabolites (other than

the intended ones). If any endogenous plant genes

were disrupted, rearranged, or overexpressed, these

differences would be considered as unintended effects

of the genetic modification, and would be further
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assessed to determine the biological significance

thereof. A variety of data and information is therefore

necessary as no individual test can detect all possible

unintended effects or identify, with certainty, those

relevant to human health or environmental impact.

Specifically, detailed information is usually required

on: the source of the donor DNA; the transformation

method; the organization of the inserted DNA at the

insertion site(s); and on the expression and stability of

the insert. Information concerning vector construction

and the transformationmethod employed, as well as on

all known gene regulatory elements and coding

sequences is also relevant. Many authorities require

the modification system to be mapped to a degree

consistent with available technology, usually to the

level of base sequence. An evaluation of whether the

transgenes behave similarly to endogenous plant genes

in their stability and inheritance between generations is

also carried out. Hence, a risk assessment would have to

be conducted to determine whether any detected

unintended effects could result in potential adverse

effects on human or animal health and the environ-

ment [100, 101]. Notably, insertional effects (intended

or otherwise) are related to the specific transformation

event, and not to the function of the inserted transgene;

therefore, as with random mutation, most unintended

changes caused by deliberate insertions of genetic

material will be, at best, neutral to the plant. It is

extremely rare for a significant improvement in eco-

logical fitness or substantial compositional changes to

result [120].

Compositional Analysis Compositional analyses

enable the determination of any differences in key

components as a result of the genetic modification,

and to test the hypothesis that no difference in key

component concentrations exists between the GM

crop and its non-GM counterpart. Compositional

data are generated in field trials carried out in several

locations throughout the intended area of cultivation

of the crop. In these field trials, the GM crop is grown

alongside its appropriate comparator, and samples are

taken. Parameters are selected that are typical for the

crop that is assessed, and that are representative of the

main metabolic pathways. Significant changes in these

parameters are expected to be indicative of more fun-

damental changes in the crop that requires further
evaluation [121]. The lack of statistically significant

differences in the concentration of multiple analytes

is a strong indication that the genetic modification

has not introduced new constituents, nor harmful

unintended changes. However, should statistically sig-

nificant differences be detected, a harmful change is not

necessarily indicated: should the different concentra-

tion of a specific analyte in the GM crop be within the

range known for the crop, then it can be considered

biologically insignificant, otherwise they will constitute

“unintended identified” differences that require con-

sideration in the risk assessment [100, 101].

Agronomic and Phenotypic Characterization

Information on agronomic and phenotypic character-

istics is obtained from multi-location agronomic field

trials representative of different environments where

the GM crop may be grown. To assess the agronomic

performance of the GM crop, a sound understanding of

the biology of the crop is required, as well as its rela-

tionship with the environment in which it is to be

released. A variety of plant characteristics, such as

plant vigor, growth habit, yield, crop quality, insect

and disease susceptibility, fertility, dispersal mecha-

nisms, and endogenous toxins, are recorded and any

differences in the GM crop identified, which could

potentially cause it to become a weed of agricultural

or natural habitats, or otherwise interact differently

than the non-GM counterpart in the environment. If

there are no significant differences in characteristics

associated with survival, growth, and reproduction,

then it is likely that the genetic modification did not

alter the persistence, invasiveness or gene flow potential

of the GM crop. If significant differences are identified,

the values obtained in the GM crop will be assessed for

their biological relevance by comparing them with the

range of values known for (non-GM) commercial

varieties [98–101].
Case-by-Case Principle

No two environmental risk assessments are the same, as

each is dependent upon a range of variables found

when considering: both the source and target environ-

ments; the biological and ecological characteristics

of the GM crop; the scale and frequency of the

proposed deliberate release; and the interactions
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amongst them [97, 122]. It is obvious that each range of

variables will also differ between risk assessments, and

thus a case-by-case approach is taken. In this way, the

required information for the environmental risk assess-

ment may vary depending on: the plant species under

consideration; its intended use; and potential receiving

environments, taking into account specific cultivation

requirements and the presence of GM crops already in

the environment.
Iterative and Adaptive

It is recognized that an environmental risk assessment

is framed within the scientific knowledge available at

the time it is conducted, and that regulatory decisions

are made in this context. The environmental risk

assessment has to take into account uncertainty at

various levels, and which may arise from: limitations

in the data (e.g., limited exposure data); gaps in the

effect database; the limitation of the test systems

and measurement endpoints selected; inadequacy of

study designs; and the uncertainties in extrapolating

between species. Scientific uncertainty may also arise

from differing interpretations of existing data or the

lack of some relevant data. Uncertainty may relate to

qualitative or quantitative elements of the analysis

[106]. Although it may be impossible to identify all

the uncertainties present, the assessment should

include a description of the types of uncertainties

encountered and considered during the different risk

assessment steps. Their relative importance and influ-

ence on the assessment outcome should also be

described. Under current EU legislation, a high preci-

sion in environmental risk assessments becomes near

impossible to achieve, as the identification of any areas

of uncertainty which relate to areas outside current

knowledge and the limited scope of the assessment is

a mandatory requirement, for example, the impact of

large-scale exposure of different environments from

GM crop cultivation, the impact of exposure over

long periods of time, and any cumulative long-term

effects.

PMEM, which became mandatory under current

EU legislation, aims to identify possible unanticipated

adverse effects on human health or the environment

which could arise directly or indirectly from GM crops.

It also allows for the collection of additional data
during the cultivation phase. The scientific knowledge

obtained during the monitoring of GM crops, along

with experiences gained from their cultivation and any

other new knowledge (generated through biosafety

research), provides valuable information to risk asses-

sors to update environmental risk assessments and

reduce any remaining uncertainties. In the EU, the

objectives of a monitoring plan according to Annex

VII of Directive 2001/18/EC are: (1) to confirm that

any assumption regarding the occurrence and impact

of potential adverse effects of the GMO, or its use, in

the environmental risk assessment are correct; and

(2) to identify the occurrence of adverse effects of the

GMO, or its use, on human or animal health or the

environment which were not anticipated in the envi-

ronmental risk assessment. A PMEM plan of GM crops

is mandatory in all market approval dossiers submitted

under Directive 2001/18/EC and the GM Food and

Feed Regulation.

In the EU, PMEM is composed of case-specific mon-

itoring and general surveillance. Case-specific monitor-

ing is not obligatory, but may be required to verify risk

assessment assumptions and conclusions, whereas

a general surveillance plan, as part of a GM cropmarket

application, is a legal obligation. Due to different

objectives between case-specific monitoring and gen-

eral surveillance, their underlying concepts differ [123].

Case-specific monitoring enables the determination of

whether, and to what extent, anticipated adverse effects

occur during GM crop deployment, and thus to relate

observed changes to specific causes. It is mainly

triggered by scientific uncertainties that were identified

in the environmental risk assessment. Therefore,

a hypothesis is established that can be tested on the

basis of newly collected monitoring data (“bottom-up

approach”). In general surveillance, by contrast, the

general status of the environment that is associated

with the GM crop deployment is monitored without

any preconceived hypothesis in order to detect any

possible effects that were not anticipated in the envi-

ronmental risk assessment, or that are long term and

cumulative. Should any such effects be observed, they

are studied in more detail to determine whether the

effect is adverse and whether it is associated with the

use of a GM crop [87]. General surveillance data

can originate from various sources: (1) farm question-

naires; (2) existing surveillance networks (such as
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plant health surveys, soil surveys, ecological and

environmental observations); (3) scientific literature;

(4) industry stewardship programs; and (5) alert issues.

Questionnaires for farmers form a useful part of gen-

eral surveillance, as this tool enables the reporting of

any observations of effects linked with GM crop culti-

vation: farm questionnaires use first-hand observations

and rely on farmers’ knowledge and experience of their

local agricultural environments, comparative crop per-

formance and other factors that may influence events

on their land [124]. With this tool, monitoring focuses

mainly on the cultivation area of GM crops and its

surroundings, which is relevant to protection goals

such as sustainable agriculture, soil function, or plant

health. Aspects of biodiversity, however, are only

addressed indirectly (such as the adoption of conser-

vation/no-till practices, rotation regimes, biological

control failures) and may not be sufficiently resolved

[125]. Therefore, additional sources of information

should be considered in the frame of general surveil-

lance. Moreover, farm questionnaires should include

different combinations and mixtures of GM crops that

may be grown in sequence or rotation in fields [126].

Directive 2001/18/EC proposes to make use of

established routine surveillance networks. EU Member

States have various networks in place – some of which

have a long history of data collection – that may be

helpful in the context of general surveillance of GM

crops. The networks involved in routine surveillance

offer recognized expertise in a specific domain and have

the tools to capture information on important envi-

ronmental aspects over a large geographical area. How-

ever, networks fully meeting all the needs of GM crop

monitoring are limited: most do not always provide

data of relevance to monitoring the impacts of GM

crop cultivation [125, 127]. Concern has been raised,

predominantly outside of the EU, however, that in the

absence of a valid hypothesis, PMEM for undefined

hypothetical adverse effects from a GM crop is not

feasible, and adds nothing to the premarket testing

results, while potentially undermining confidence in

the overall safety assessment process [128].

Risk assessments undertaken in the EU are

always iterative, in the sense that regulatory deci-

sions are temporary, reversible, and adaptable in

light of new information that becomes available.

Under Directive 2001/18/EC, the requirement of
reexamination has been strengthened by limiting

the duration of any market consent to a maximum

period of ten years.
Tiered Approach

An environmental risk assessment is generally conducted

in a tiered manner, where information collected in lower

tiers directs the extent and nature of any experimentation

conducted in higher tiers (Fig. 4). Thereby, hazards are

evaluated within different tiers that progress from

worst-case scenario conditions, framed in highly con-

trolled laboratory environments, to more realistic con-

ditions in the field [87, 97, 102, 122, 129–131]. Usually,

three tiers is the norm, comprising of experimental tests

under controlled conditions (tier 1: laboratory tests

where test organisms are exposed to a high level of the

newly expressed protein as pure protein; tier 2: labora-

tory tests where test organisms are exposed to refined,

more realistic, levels of the newly expressed protein as

pure protein or plant material); and (semi-)field

tests (tier 3). Within each tier, all relevant data are

gathered in order to determine whether there is suffi-

cient information to conclude the risk assessment at that

tier. The conclusion can only be made if any residual

uncertainty has been defined, otherwise additional

investigations to generate further data at a higher tier

(s) are designed and undertaken to do so [102]. In the

case that no reliable risk conclusions can be drawn,

decision making can consider whether risk manage-

ment measures (tier 4) should be put in place to reduce

the overall risk. It is important that throughout the

assessment, the problem being addressed (tier 0)

remains appropriate and is revised, if necessary.

Lower-tier tests serve to identify and test potential

hazards under worst-case scenario conditions and thus

involve conservative assumptions, acknowledging that

the likelihood of detecting any potential adverse effects

of the GM crop or its products on target and nontarget

biota increases directly with increasing (usually exces-

sive) levels of exposure. These studies are conducted

under controlled laboratory or growth room condi-

tions in order to: quantify effects in relation to known

exposure levels; to provide high levels of replication

and control; and to increase the statistical power for

testing the established hypotheses. Effects of the GM

crop on indirectly exposed organisms, that is, those
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that are one or two steps removed in the food chain

(e.g., predators and parasites of primary phytophagous

or plant pathogenic organisms), are generally assessed

in the second tier, which is also generally conducted

under controlled laboratory, growth room or glass-

house conditions in order to measure effects in relation

to known exposure levels [87]. If no hazards are iden-

tified and the GM crop is not different from the appro-

priate comparator, the tested product may be regarded

as safe, and no further testing at a higher tier deemed

necessary.

However, should potential hazards be detected

in early-tier tests or if unacceptable uncertainties

concerning possible hazards remain, additional infor-

mation is required to confirm whether the observed

effect might still be detected at more realistic rates and

routes of exposure [87, 97, 102, 131]. Progression to

larger-scale experiments in higher tiers aims to pro-

vide increasingly refined estimates of exposure. Field

trials are then established in which the cultivation of

the GM crop is conducted with greater environmental

realism and thus relevance. As such, actual levels of

exposure of different biota can be quantified. In com-

parison with the appropriate comparator and its man-

agement, likely ecological adverse effects due to the

GM plant and its management can be determined.

While higher-tier studies offer greater environmental
relevance, they may have lower statistical power due to

the higher variability of environmental conditions

(e.g., climate) that can mask effects generated by the

GM crop or its product [131]. In exceptional cases,

higher-tier studies may be conducted at an initial

stage when early-tier tests are not possible or mean-

ingful. As such, many risk assessments are conducted

in a tiered manner, meaning that risk assessment

studies increase in complexity depending upon the

findings at each level of assessment [91]. In cases

where uncertainty about the risk remains after higher-

tier studies, one can always return to lower tiers to

conduct additional studies [102].

The tiered approach is consistent with the itera-

tive or adaptive nature of risk assessment where

conclusions are reviewed when new information is

obtained. Uncertainty in risk assessment is reduced

because each tier is guided by results obtained in

the previous tier, and specific, testable, and relevant

hypotheses are formulated based on these data [87,

97, 102, 122, 131].
Future Directions

Since one of the main objectives of the EU GMO

regulatory framework is to ensure a high level of pro-

tection of human and animal health and the
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environment, the focus is on the assessment of risks.

Whether GM crops fulfill wider socioeconomic and

ecological aspirations is not considered explicitly.

However, when analyzing potential risks, it is impor-

tant to bear in mind that the real choice is not between

GM crops that are inherently risky and traditionally

bred ones that are completely safe. Both existing crops

and those with novel traits (including GM crops) will

have both positive and negative attributes [56]. To

fully acknowledge the overall consequences of adopting

specific crops, and to assess and manage more

effectively the environmental footprint of agriculture

as a whole, it has been suggested that broader and

more balanced legislative oversight is needed in the

EU [132, 133]. At the EFSA scientific colloquium

on challenges and approaches for the environmental

risk assessment of GM plants [133], the discussion

group on broadening the scope of the environmen-

tal risk assessment provided the following

recommendations:

" A paradigm shift would be required to change from risk

assessment as it is currently practiced, to a more

sophisticated assessment which balances risks and

benefits: (i) The focus on only GM crops defies scientific

evidence. In the longer term, risk assessors could

develop an alternative approach on a scientific basis.

‘Novelty’ is one option. (ii) The status quo, in which risk

assessment is interpreted very narrowly in terms of

adverse impacts, is not sustainable, and perceptions

of the quality of environmental risk assessments suffer

as a result. A framework for the future is required. (iii)

There is a need to build decision support tools for the

risk assessors to better consider impacts of whole farm-

ing systems.

The assessment of GM crops has intersected with a

wider debate about sustainable agriculture in the EU,

blurring any distinctions between environmental,

agricultural, and socioeconomic issues. A sustainability

assessment may be helpful in recovering public and

market confidence, as it integrates larger societal con-

cerns. It enables to define and integrate the underlying

values at stake, trade possible risks against benefits,

compare technological alternatives, evaluate the useful-

ness of GM crops, and to assess a whole agricultural

system. In this way, it may promote finding a better

balance between agricultural production and
biodiversity, and evolve toward a socially more robust

risk analysis, in which sustainable development is the

goal.

While such an integral sustainability assessment cer-

tainly will not make things easier and might be an

unachievable ideal, it may offer a helpful framing of the

debate about multiple controversial aspects. Social, eco-

logical, and economic considerations (such as ensuring

social equity and cohesion, a high level of environmental

protection, and economic prosperity) that have too often

been treated in isolation could then be brought together

and explored in a holistic and long-term perspective.

Preferences for certain options would no longer be

advanced independently of the broader, more complex

agricultural and societal context. Likewise, underlying

values at stake and normative perspectives fueling the

debate might be brought to light.
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Glossary

Accessible ecosystem The aquatic environment

immediately accessible to an organism were it to

escape from the research or culture facility, and

more distant habitats in the contiguous environ-

ment into which the organism or its offspring rea-

sonably may be expected to disperse.

Confinement A system of physical, chemical, biologi-

cal, and operations management measures used to

contain a transgenic fish within an experimental or

culture facility or to prevent its establishment in the

accessible ecosystem upon escape or release.

Direct effects (or impacts) Effects of a transgenic fish

on an (other) organism(s) in the accessible ecosys-

tem, which are effected through mechanisms

involving biotic factors. Examples would include

but not be limited to reproduction with or preda-

tion upon or competition with members of the

same or other species.

Environmental effects (or impacts) Consequences of

an experiment or of aquaculture that might

include, but are not limited to, changes in the struc-

ture, function, or resiliency of the accessible ecosys-

tem; changes in the gene pool of populations

resident in the accessible ecosystem; or decline in
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
the abundance of a population of threatened,

endangered, or special concern species in the acces-

sible ecosystem.

Harm A perturbation resulting in negative impact to

a population or species.

Hazard An agent or process that has the potential to

produce harm.

Indirect effects (or impacts) Effects of a transgenic

fish on (an) other organism(s) in the accessible

ecosystem that are effected through mechanisms

involving abiotic factors or additional species.

Examples would include, but not be limited to,

modification of the physical environment, affecting

its suitability as habitat for other species and cas-

cading effects of altered trophic function upon the

aquatic community.

Introgression The incorporation of genes from one

species into the gene pool of another; alternatively,

breeding of a transgenic individual with wild-type

individuals, leading to introduction and persistence

of the transgene in the wild gene pool.

Novel trait Expression of a compound not normally

found in the species, e.g., an antifreeze polypeptide

in Atlantic salmon; alternatively, expression of

a compound normally found in the species, but

under novel gene regulation; for example, expres-

sion of a growth hormone gene under the transcrip-

tional control of a promoter element not normally

associated with the gene.

Risk The likelihood of harm resulting from exposure

to a hazard.

Transgene An artificial DNA molecule containing

a structural gene whose expression would confer

a novel trait upon its host. The transgene would

contain a regulatory element to control its

expression in the host and an element signaling

the point at which transcription would terminate

and a poly-A tail added to the messenger RNA

transcript.
Definition of the Subject

A transgenic fish or shellfish bears within its chromo-

somal DNA a gene construct – that is, a transgene,

a gene whose expression is under novel regulation –

that was introduced by human intervention. A variety
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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of methods may be utilized to introduce foreign DNA

into the genome of fishes [1]. Microinjection of a DNA

vector into the cytoplasm of a fertilized egg was the first

[2, 3] and remains the most commonly used method

for producing founders of a transgenic line. Electropo-

ration, the application of short electrical pulses tomake

the cell membrane permeable and thereby permit entry

of DNA vectors into fertilized fish eggs, has been used

to produce transgenic fishes [4, 5]. Electroporation also

has been used to introduce DNA vectors into sperm,

which in turn was utilized to fertilize eggs to produce

transgenic founders [6]. A variation of the “gene gun”

method, which involves bombardment of fertilized

eggs with DNA-coated microprojectiles, was demon-

strated using medaka, or rice fish, a model species [7].

Retroviruses [8] and transposable elements [9] have

been modified to carry genes of interest and, using

the ability of these elements to insert themselves into

the genome of a host, to insert foreign DNA into

zebrafish chromosomes.

Because they have large eggs, high fecundity, and

external fertilization and development, fishes provide

excellent systems for gene transfer. By introducing

a major gene whose expression is under novel regula-

tion, biotechnologists can achieve dramatic impacts

upon valued phenotypes. Since the mid-1980s when

the first transgenic fish were produced [2, 3], gene

transfer studies have been conducted using over 35

species [1]. Following the demonstration of the con-

cept [10], a variety of transgenic zebrafish, medaka, and

other fishes have been developed as experimental

models for biomedical research [11–13]. Many trans-

genic lines have been developed for potential use in

aquaculture (see below), targeting growth rate

enhancement and a variety of other production-related

traits. Similarly, several sport fishes (e.g., northern pike

[14]) have been transformed with growth hormone

genes in order to increase growth rate, aggressiveness,

or ultimate size. Transgenic zebrafish expressing

fluorescent proteins have been marketed as novel

aquarium pets [15]. Transgenic lines have been devel-

oped for biomonitoring of chemicals in the aquatic

environment [16–18].

Because they express novel traits, transgenic fish

may prove attractive for aquaculture, fisheries manage-

ment, or other applications.While production of trans-

genic fishes may prove profitable, there are broader and
longer-term questions regarding whether such use

would prove ecologically, economically, and socially

sustainable. Because most transgenic fish lines have

been produced for purposes of aquaculture, this con-

tribution focuses upon sustainability of transgenic

fishes intended for food production.
Introduction

As world population increases, so also does its demand

for fisheries products. However, since 1985, the total

harvest from capture fisheries has fluctuated at approx-

imately 90 million metric tons (MMT) [19], suggesting

that capture fisheries are at or above maximum sus-

tainable yields [20]. Since 1970, the contribution of

aquaculture to world supplies of fisheries products

has grown from approximately 5 MMT to over 50

MMT annually. Against this background, it is clear

that the projected growth in demand for fisheries prod-

ucts can be met only through growth in production

from aquaculture. The historical and projected growth

in aquaculture raises the question of whether aquacul-

ture is sustainable as currently practiced. First raised by

the environmental community [21], the question then

was critically examined by the aquaculture community

itself [22]. Academic and commercial aquaculturists

now are working to define and achieve sustainability

[23–25]. Among key innovations so driven are changes

in aquaculture feeds to decrease the content of scarce

fish meal and oil [26, 27] and selective breeding to

develop stocks of fish adapted to utilizing such feeds

[28, 29]. There is increasing emphasis among aquacul-

turists on producing fishes that are herbivores or omni-

vores rather than carnivores. Within this broader

context, whether transgenic fishes would contribute

to the sustainability of aquaculture depends upon the

host fish, the transgene, the confinement system in

which the fish are raised, and any impacts that might

follow should transgenic fish escape or be introduced

into the accessible environment.

Traits targeted by transgenesis.A number of different

traits have been targeted for genetic improvement via

transgenesis. Growth hormone (GH) genes have been

introduced into over a dozen aquaculture species to

increase growth rate. Noteworthy examples where growth

was increased several-fold relative to wild-type include

Atlantic salmon [30, 31], coho salmon [32, Fig. 1],
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Risk Concerns. Figure 1

A coho salmon expressing a salmon growth hormone

transgene (above) exhibited growth that was dramatically

greater than that of a same-aged, non-transgenic full-

sibling (below) (Courtesy: R.H. Devlin)
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Nile tilapia [33], common carp [34], and rohu carp

[35]. The most notable example of growth enhance-

ment is that of mud loach, for which up to 35-fold

growth rate enhancement was observed [36]. Anti-

freeze protein genes from Arctic or Antarctic fishes

have been transferred to increase the tolerance of spe-

cies sensitive to freezing in marine waters chilled to

below the freezing point of fish flesh (e.g., Atlantic

salmon [37]). Genes for bactericidal compounds have

been introduced to heighten nonspecific disease resis-

tance of cultured fishes (e.g., cecropin in channel cat-

fish [38] and human lactoferrin in grass carp [39, 40]).

The major storage form for phosphorus in grain

is phytate, which is largely indigestible and has anti-

nutritional properties; following demonstration that

medaka transgenic for a microbial phytase gene

exhibited improved phytate utilization [41], phytase

also was transferred into tilapia [42]. Transgenic

approaches have been proposed for reproductive con-

finement of fish [43] (see also below), including expres-

sion of an antisense DNA complementary to the

gonadotropin-releasing hormone transcript [44] and

a “sterile-feral” zBMP2 construct that blocks a critical

developmental gene unless a repressor compound is

applied to the animal in captivity [45]. When a key

biochemical pathway is disrupted by lack of one

enzyme, the function of that pathway can be restored

by the expression of a transgene; for example, a rat

L-gulono-g-lactone oxidase transgene was introduced
into rainbow trout in an attempt to complete the bio-

synthetic pathway for L-ascorbic acid [46]. While not

exhaustive, these examples illustrate the scope of efforts

to genetically improve cultured stocks of fishes using

gene transfer methodologies.

Most transgenic lines described above have not

been subject to the generations of breeding needed to

develop a homozygous line stably expressing the trans-

gene. However, development of some GH-transgenic

lines is well advanced and efforts to commercialize

them are ongoing. A/F protein, producers of GH-

transgenic Atlantic salmon, have petitioned the US

Food and Drug Administration for approval to market

eggs of transgenic Atlantic salmon to commercial aqua-

culture producers [31]. The Cuban government is con-

sidering a request for production of GH-transgenic

tilapia [47]. Marketing of a GH-transgenic common

carp line is under consideration by the Chinese

government [48]. With the prospect of improved

production efficiency, it is not surprising that some

aquaculturists want to produce GH-transgenic fish

commercially. Commercialization of transgenic fishes,

however, poses ecological, food safety, regulatory, and

animal welfare concerns [49–52].

Confinement systems. Many different fish culture

systems are in commercial use. Closed recirculating

systems hold fish in indoor tanks and the water is

treated in filtration systems; the associated expenses

are such that only high-value species can be produced

economically. Raceways are long, narrow outdoor

tanks, with water from a spring routed through the

system once and then discharged; rainbow trout are

commonly reared in raceways. Ponds, which may have

discharge to a nearby stream or river, are used to

produce many species including tilapias and catfishes.

Marine netpens, mesh cages suspended in bays or

fjords, are used to produce Atlantic salmon, coho

salmon, Atlantic cod, and other species. Ocean

ranching involves release of juvenile salmon, trout, or

charr into the ocean, to be collected later upon their

return to spawn as adults. Clearly, these different types

of culture systems vary in terms of their production

economics and in their ability to reliably confine fishes.

Entry of cultured fish into the accessible ecosystem.

Most commercial aquaculture operations have a rou-

tine, often significant escape of fish. Escapes can

occur through equipment failures, during handling
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or transport operations, through predator intrusion

into facilities, as a result of storms, or by other mech-

anisms. In particular, escapes of salmon and trout

from marine net-pen facilities are common, ranging

from minor incidents where a few fish escape to

massive escapes. In the native range of Atlantic

salmon, an estimated two million farmed salmon

escape each year into the North Atlantic [53].Outside

the native range, millions of Atlantic salmon have

escaped on the west coasts of North [54] and South

America [55]. Although salmon farm operators are

attempting to prevent escapes by upgrading confine-

ment systems, installing predator deterrent devices,

and other actions, it still must be assumed that escapes

will occur [56].

Escape of cultured fish into the accessible ecosystem

and interaction with local intraspecific and interspe-

cific populations is a well-documented environmental

concern [57–61]. The potential ecological and genetic

interactions between cultured and wild fish have raised

concern about the viability of affected wild stocks.

Ecological concerns focus upon competition for space

and food resources and direct predation [62]. Genetic

concerns include the potential breakdown of locally

adapted traits through interbreeding and introgression

and range up to replacement of native stocks by cul-

tured stocks [63]. Such concerns are posed by the

prospect of producing transgenic fish in aquaculture,

with the additional unknown posed by possible effects

of the transgene. Because of the prospect of escape of

cultured transgenic fish, we must consider not only the

benefits of transgenic fish to aquaculture, but also any

ecological and genetic hazards that they pose. Hazards

posed by transgenic fish were first inferred on the basis

of ecological principles [64–67], and then supported by

empirical studies.
Ecological Risk Assessment for Transgenic Fish

in the Accessible Ecosystem

Ecological risk assessment for transgenic organisms

should be based upon case-by-case assessment of the

host species, transgene construct, transgene integration

site within the genome, and receiving ecosystem [49,

64, 68, 69]. Because most fishes do not have a long

history of domestication, many cultured stocks retain

the ability to survive and reproduce in the accessible
ecosystem. Hence, consideration of ecological risk and

genetic hazards posed by transgenic fish that might

escape from a culture facility is appropriate.

Consideration of harms posed by transgenic fish

must be based on an understanding of key concepts

underlying the science and practice of risk analysis

[49]. In this context, a harm is defined as a perturbation

resulting in negative impacts to a species. A hazard is

defined as an agent or process that has the potential to

produce harm. A risk is defined as the likelihood of

harm resulting from exposure to the hazard. Risk, R,

is estimated as the product of the probability of expo-

sure, P(E), and the conditional probability of harm

given that exposure has occurred, P(H|E). That is, R

= P(E)� P(H|E). The steps in risk analysis, then, are to:

(1) identify potential harms; (2) identify hazards that

might lead to harms; (3) define what exposure means

for an aquaculture stock and assess the likelihood of

exposure, P(E); (4) quantify the likelihood of harm

given that exposure has occurred, P(H|E); and (5) mul-

tiply the resulting probabilities to yield a quantitative

estimate of risk.

Exact probabilities of risk may prove difficult or

impossible to determine for all types of possible eco-

logical or genetic harm. Indeed, it is unlikely that all

possible harms would be known a priori, particularly

with respect to any indirect effects. Hence, it may be

necessary – based on current knowledge of population

genetics, population dynamics, receiving ecological

communities, and experience with cultured stocks –

to classify levels of concern regarding likely ecological

and genetic impacts posed by cultured stocks into

qualitative categories ranging from low to high.

Potential harms. Harms potentially posed by trans-

genic fishes would be the outcome of a chain of events

occurring after escape or release from a culture system.

Examples of harms that potentially might be realized by

transgenic fishes entering or becoming established in

an accessible ecosystem [49, 64–66] would include

decline in abundance of loss of a native species.

A locally adapted natural population could be replaced

with a transgenic population or experience introgres-

sion of the transgene, decreasing the degree of local

adaptation. Changes in ecosystem structure or function

could result in decreased fisheries production or in

ecosystem resiliency in the face of further ecological

stressors.
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Ecological hazards. Ecological hazards that could

lead to harms becoming realized are posed to a range

of species with which a transgenic fish might interact in

the accessible ecosystem. Ecological hazards include the

possibility of heightened predation or competition, as

well as alteration of population or community dynam-

ics due to activities of the transgenic fish. Examples

from empirical studies illustrate some of these poten-

tial ecological hazards.

Several studies have focused on Atlantic salmon

expressing a GH transgene. In order to support their

rapid growth, these transgenic salmon have signifi-

cantly faster routine metabolic rates and growth rates

than domesticated and wild individuals of equal mass,

and therefore require more energy to sustain body

function [70, 71]. GH-transgenic salmon must con-

sume food at a more rapid rate than control salmon.

Abrahams and Sutterlin [72] observed behavior of size-

matched transgenic and control salmon in experiments

where fish could feed in safety or in the presence of the

predator. Growth-enhanced transgenic fish were signif-

icantly more willing to risk exposure to a predator in

order to gain access to food, and exhibited increased

feeding rate and average speed of movement. However,

transgenic fish reduced their exposure to predators in

response to increases in the magnitude of risk,

suggesting that their more active behavior may not

necessarily lead to increased susceptibility to predation.

Devlin et al. [73] compared the intake of contested

food pellets by size-matched pairs of one control

(1 year older non-transgenic) and one transgenic

coho salmon. The transgenic fish consumed 2.5 times

more contested pellets than controls. Overall, trans-

genic fish consumed 2.9 times more pellets than non-

transgenic controls, indicating high feeding motivation

of transgenics throughout the feeding trials. In subse-

quent experiments, at low levels of food availability,

dominant, generally transgenic individuals dominated

acquisition of food resources [74]. Further, when food

availability was low, populations containing trans-

genics crashed, while in contrast, groups containing

only non-transgenic salmon exhibited 72% survival

and increase of population biomass. Hence, geno-

type-by-environment interactions affect ecological

risk assessment. Sundstrom et al. [75] exposed GH

transgenic and wild coho salmon fry to a live predator

in a naturalized experimental stream tank under
conditions of high and low food abundance. In both

cases, mortality rates of transgenic fry were signifi-

cantly higher than those of wild fry.

Ecological hazards posed by transgenic fish are not

limited to salmonid species. Duan et al. [76] observed

food consumption, frequency of movement, and feed-

ing hierarchy in transgenic and size-matched control

common carp under conditions of limited food supply.

Transgenic fish consumed 1.9 times as many pellets,

moved 73% more frequently, and exhibited a higher

standing in the feeding hierarchy, but did not realize

their higher growth potential. The authors concluded

that elevated ability to compete for limited food

resources could be advantageous to transgenic carp

after escape into the accessible ecosystem.

These and other empirical findings to date tend to

support the competitive ability of GH-transgenic fishes

with conspecifics, and suggest the likelihood that eco-

logical harms could become realized should large num-

bers of GH transgenics escape from culture or

a transgenic population become established. Clearly,

not all possible ecological interactions have been con-

sidered experimentally. Ecological hazards posed by

transgenic fish expressing other sorts of transgenes,

for example, a phytase gene that could confer ability

to effectively utilize a broader range of foods, have not

yet been examined empirically.

Given the range of interacting species and acces-

sible ecosystems, and given the temporal and spatial

variation of ecosystems, it is difficult to predict the

ecological outcome should transgenic fish escape

from aquaculture operations and enter accessible

ecosystems. Devlin et al. [77] review methodologies

to assess potential ecosystem effects of transgenic

fish before they enter unconfined environments,

outlining a strategy for identifying the most impor-

tant data and discussing methods for obtaining

them. Key issues include characterization of the

accessible ecosystem, phenotypic characterization of

the transgenic fish, experimentation appropriate for

relating the transgenic phenotype and ecological

impacts, and recognizing and accounting for sources

of uncertainty.

Genetic hazards. Although reproductive confine-

ment methodologies such as sterilization by triploidy

or transgenesis have been proposed to minimize repro-

ductive interaction between transgenic and wild fish
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(see below), to date these technologies have not been

demonstrated to be completely effective [78]. Should

transgenic fish be reproductively fertile, they poten-

tially could interbreed with natural populations.

Genetic or evolutionary impacts that could be realized

would depend on the fitness of novel genotypes in the

wild. There may be cases where fitness relative to the

wild type is high, posing introgression of transgenes

into natural populations. There may also be cases

where maladaptive traits would be introduced into

native populations, posing a hazard to the demo-

graphic viability of the receiving population. Empirical

studies illustrate possible genetic hazards to wild

populations of fish.

Considering the possible impact of introgression of

transgenes into wild populations, Devlin et al. [79]

examined growth enhancement due to expression of

a GH transgene in both wild and selectively bred com-

mercial rainbow trout strains and showed that the

effect of expression of the transgene varied among the

respective strains. Transgenic wild-strain rainbow trout

retained the slender body morphology of the wild-type

strain, but their final size at maturity was increased

by transgenesis. Both domestic and wild-strain trout

had reduced viability, and in the case of the domestic

strain, all transgenic individuals died before sexual

maturation. The greatest response to expression of the

transgene was in hybrids of a wild and domesticated

strain.

Devlin et al. [80] compared the reproductive per-

formance of transgenic and non-transgenic coho

salmon. GH-transgenic fish showed precocious

smoltification and onset of sexual maturation but no

increase of adult body size, indicating compression of

the normal life history. However, strong genotype-by-

environment interactions were shown for the effects

of transgenesis and culture environment. Bessey et al.

[81] found no differences in gamete quality or in

vitro offspring production. The transgenic fish were

able to breed successfully in the absence of competi-

tion, but at a significantly lower level than hatchery fish

(i.e., fish reared artificially as young and then released

to complete their life history naturally). When in direct

competition with hatchery fish, however, the trans-

genic coho salmon were competitively and reproduc-

tively inferior to the point where they had little or no

success.
Models have been developed to predict the outcome

of introgression of a transgene into a wild population,

notably for cases where expression of the transgene

differentially affects various components of fitness.

Muir and Howard [82] developed a deterministic

model that predicted that under certain conditions,

a transgene introduced into a natural population by

a small number of transgenic fish would spread as

a result of enhanced mating advantage enjoyed by

larger individuals, but the reduced viability of offspring

would cause eventual local extinction of populations.

The predicted time to extinction of a wild population

would be a function of the mating advantage of trans-

genic males relative to that of wild-type males and

the relative viability of transgenic offspring. Muir and

Howard [83] subsequently considered a transgenic

organism’s fitness components (juvenile viability, adult

viability, age at sexual maturity, female fecundity, male

fertility, and mating advantage), using various combina-

tions of fitness component values in addition to empir-

ically derived estimates for medaka, a model species, to

parameterize and run the model. For a wide range of

parameter values, the model predicted that transgenes

could spread through populations despite high juvenile

viability costs if there were sufficiently high positive

effects on other fitness components. Sensitivity analyses

showed that transgene effects on age at sexual maturity

would have the greatest effect on transgene frequency,

followed by juvenile viability, mating advantage, female

fecundity, andmale fertility, with the least impact due to

changes in adult viability. Extinction hazards also could

be posed when the transgene: (1) increases male mating

success but reduces adult viability; (2) increases adult

viability but reduces male fertility; or (3) increases both

male mating success and adult viability, but reduces

male fertility [84]. Using a different approach, Hedrick

[85] developed a deterministic model for invasion of

transgenes into natural populations and showed that if

a transgene gives rise to a male mating advantage and

a general viability disadvantage, then the conditions for

its invasion of a natural population are very broad.

More specifically, for two-thirds of the possible combi-

nations of mating and viability parameters, the trans-

gene increased in frequency. In addition, the

demographic viability of the natural population was

reduced, increasing the probability of extinction of

the natural population.
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Kapuscinski et al. [86] presented a step-by-step

method for assessing risk posed by gene flow and

possible introgression of a transgene into a wild pop-

ulation (Fig. 2) considering probabilities of escape of

a transgenic fish from confinement, encountering

wild-type mates, reproducing, and the young surviv-

ing to transit the transgene to future generations.

Currently, our empirical knowledge of genetic haz-

ards posed by production of transgenic fish and

shellfish and their associated risks is limited. Ecolog-

ical risk assessments are ongoing for GH-transgenic

coho and Atlantic salmon, as well as other transgenic

fishes, including both model species and aquaculture

species. Many critical experiments aimed at estimat-

ing fitness parameters [67, 83] have yet to be

conducted.
Risk Management

Many key inputs for a quantitative ecological risk

assessment currently are unknown. Further, many key

aspects of risk assessment are difficult or impossible to

address, given the spatial and temporal variability of

ecosystems and the adaptive ability of populations.

Under at least some circumstances, escaped transgenics

could negatively impact accessible ecosystems and

populations; hence, should a producer or oversight

body determine that production of a transgenic stock

poses harm to a population in the accessible ecosystem,

the consideration then turns to managing the associ-

ated risk. From the viewpoint of ecological sustainabil-

ity, risk might be managed by producing transgenic fish

only under conditions of confinement. In some con-

texts, production of transgenic fish might go forward

only under conditions of strict confinement aimed at

ensuring no escape of transgenic fish into the accessible

ecosystem.

Risk management is the design, selection, and

implementation of a program of actions to minimize

risk. In the context of formal risk analysis, it becomes

clear that the best approach for minimizing the likeli-

hood of harm being realized is to minimize exposure to

the hazard. Three non-mutually exclusive approaches

include: (1) physically confining the cultured stock on

aquaculture facilities, (2) reproductively confining cul-

tured stocks, and (3) operations management. Man-

agement of risks posed by transgenic fishes has been
considered for experimental [87] and commercial pro-

duction systems [88].

Physical confinement. Physical confinement of cul-

tured aquatic organisms will require a combination of

measures in order to prove effective [87, 88]. Context is

key; the ease or difficulty of managing risk will depend

greatly on the geographic location of an aquaculture

facility. Sites subject to flooding, violent storms, or

wave action are poorly suited for confinement of produc-

tion stocks. Virtually all physical confinement systems

will include barriers to escape of cultured organisms

from the culture site, including mechanical or physical/

chemical barriers. Mechanical barriers are structures that

physically hold back cultured organisms from escaping

the project site. Examples include stationary or moving

screens, (e.g., floor drains, standpipe screens), tank

covers, filters (e.g., gravel traps), grinders or pumps,

and French drains. A French drain is a filter for screening

effluent from an aquaculture facility that contains gravel

and geotextiles through which even small life-stages can-

not pass. Physical or chemical barriers use manipulation

of physical (e.g., elevation of temperature) or chemical

(e.g., administration of chlorine) attributes of effluent

water to induce 100% mortality of any escaped organ-

isms before they can reach the accessible ecosystem. The

set of barriers must prevent escape of the hardest-to-

retain life-stage held at the aquaculture operation, usually

the smallest life-stage. Because no barrier is 100% effec-

tive at all times, for effective physical confinement, each

possible escape path from the aquaculture facility would

have redundant barriers to escape of cultured organisms.

Barriers also must prevent access of predators that can

carry cultured organisms off-site (e.g., avian predators)

or damage ponds (e.g., muskrats), allowing escape of

cultured organisms.

Reproductive confinement. A key element of many

risk management strategies is reproductive confinement,

especially for cases where physical confinement alone is

unlikely to prove effective. Two approaches, culture of

monosex or sterile stocks, might be applied singly or in

combination.

Procedures have been developed for producing

monosex stocks of fish through direct, hormone-

mediated sex reversal and indirectly by sex reversal,

followed by progeny testing and selection of

broodstock that yield monosex offspring. For example,

production of all-female rainbow trout [89] and
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all-male Nile tilapia [90] stocks comprise growing

segments of the respective aquaculture sectors. Pro-

duction of monosex stocks may provide an acceptable

high level of reproductive confinement in contexts

where transgenic escapees have no possibility of

encountering prospective mates in the accessible eco-

system. Production of monosex stocks will not

provide reliable reproductive confinement if there is

a population of the same species or of a closely related

species with which escaped transgenics may hybridize

in the accessible ecosystem. Further, for monosex pro-

duction to provide reliable confinement, sex ratios

would have to be absolutely monosex, an outcome

which has not generally been achieved in commercial

production [88].

Reproductive confinement also might be achieved

through chromosome set manipulation. Fishes can be

produced that have three, instead of the usual two chro-

mosome sets. Such fish are said to be triploid, and are

reproductively sterile because they produce gametes with

unusual numbers of chromosomes. Should their eggs or

sperm give rise to an embryo, the unmatched chromo-

somes would disrupt normal embryogenesis, leading to

death of the embryo. All-triploid stocks can be produced

most reliably by the crossing of diploid and tetraploid

broodstock, although lack of tetraploid broodstock pre-

cludes the approach for many species. Alternatively,

triploid stocks can be produced by de novo induction.

De novo triploidy induction is not always 100% effec-

tive and, hence, triploid broods will have to be screened

to determine whether they are indeed all-triploid [78].

This extra handling and screening add to the cost of

seed-stock production.

Other approaches for reproductive confinement may

become available in the future, including the possibility of

reversible sterility through transgenesis. A transgene that

produces antisense gonadotropin-releasing hormone

appears to cause sterility in male transgenic rainbow

trout [44], but does not seem fully effective in females

[91]. Use of a similar approach in tilapia sometimes

greatly reduced fertility, but at other times was ineffec-

tive in both sexes (N. Maclean, quoted in [45]).

Thresher et al. [45] developed a transgene that renders

the host sterile, allowing normal development only if

a repressor compound is applied during a particular

life-history stage. The authors demonstrated its effec-

tiveness in founder-generation transgenic zebrafish,
channel catfish, and Pacific oyster. Definitive demonstra-

tion of this “sterile-feral” approach would require suc-

cessful trials in homozygous transgenic lines and

demonstration of the effectiveness of the repressor

under commercial aquaculture conditions. Wang and

Van Eenennaam [43] reviewed developing transgenic

approaches to reproductive confinement of transgenic

fishes, in addition to the approaches above also con-

sidering gonad-specific transgene excision. They

suggested that slow progress in development of trans-

genic reproductive confinement systems is attributable

to limited fundamental knowledge of possible gene

targets to inactivate in order to induce sterility, pre-

clude gondal development, or disrupt embryogenesis,

as well as difficulties in implementing such highly tech-

nical approaches in vivo.

Operations management. Operations management

is a key, though often overlooked, aspect of a confine-

ment system [87, 88]. Measures are needed to:

(1) ensure that normal activities of workers at the

aquaculture operation are consistent with the goal of

effective confinement, (2) prevent unauthorized

human access to the site, and (3) ensure regular inspec-

tion andmaintenance of physical confinement systems.

Effective supervision of project personnel is critical for

operations management.

Operations management also must consider

biosecurity after cultured organisms are removed pur-

posefully from the culture site, that is, harvested and

transported through the marketing process. For

biosecurity purposes, it would be best if only dead

fish were sent to market. This is counter to marketing

practices in many developing countries, where live sales

prevail. Live sale is a known route for introductions of

nonindigenous species, and exemplified by recent

introduction and establishment of snakeheads in the

USA [92].

Effective risk management calls for combinations of

confinements. Combinations of risk management mea-

sures are advisable so that failure of any one measure

will not necessarily lead to escape of confined stocks

[87, 88]. It is infeasible to anticipate the best combination

of risk management measures for every possible case.

Differences in species, production traits, receiving eco-

systems, and culture systems will affect the case-by-case

determination of appropriate risk management

measures.
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Future Directions: Transgenic Fish Considered

Within the Sustainability Paradigm

Interactive decision-making framework. Recognizing

that sustainability has ecological, economic, and social

dimensions, what conditions would have to be met for

aquaculture production of transgenic fish to prove

sustainable? The range of issues posed by a proposed

utilization of transgenic fish in aquaculture might best

be considered within in a three-stage, interactive

framework involving a range of stakeholders [93, 94]
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assessment, leading to estimating the likelihood that

harm will become realized should the proposed pro-

duction of transgenic fish go forward. Upon estimation

of that risk, a decision would be faced as to whether the

risk is acceptable. If it proves acceptable, the decision

may be made to go forward. If the level of risk proves

unacceptably high, risk management measures would

be identified and residual risk quantified, and the deci-

sion of whether to go forward would again be consid-

ered. Should the proposed action be implemented,

genetic, ecological, and social outcomes should be

monitored. As discussed below, because all potential

harms and associated pathways cannot be known and

precisely predicted a priori, it will be necessary to

update the risk analysis as knowledge accumulates

using an adaptive management approach [95, 96].

Trade-offs of benefits and risks. The prospect of pro-

ducing transgenic fishes in aquaculture poses a mix of

benefits and risks that would affect the assessment of

whether such production would promote ecological,

economic, and social sustainability within the deci-

sion-making framework. Consideration of several

examples will illustrate how trade-offs among benefits

and risks will affect the assessment of sustainability.

Benefits and hazards posed by GH transgenics have

been considered empirically, and some of the associ-

ated risks have been quantified. GH-transgenic fish

exhibit rapid growth and perhaps also improved feed

conversion ratio, promoting production efficiencies in

terms of more efficient utilization of inputs, including

facilities, labor, and feedstuffs. However, as noted

above, risk assessment research to date suggests

a considerable likelihood of ecological or genetic

impacts should GH transgenics escape into accessible

ecosystems. This risk can be managed by adoption of

an appropriate suite of risk management measures (see

above). Risk management will have attendant costs,

decreasing profitability by some as-yet unquantified

amount. Some segments of society are opposed to

production of transgenic organisms [97], affecting the

social aspect of whether this first wave of transgenic

fishes will prove widely marketable and socially

sustainable.

Empirical evaluations of both benefits and risks are

yet to be conducted for other lines of transgenic fishes

that may be considered for commercial production.

Trade-offs among benefits and hazards may be
anticipated. For example, as noted above, production

of fish expressing a phytase transgene would take

advantage of their ability to more efficiently utilize

seed meals, increasing feed conversion efficiency and

reducing the discharge of unutilized phosphorus from

feed, decreasing eutrophication of waters in culture

facilities and in waters receiving aquaculture discharges

[41]. However, ability to efficiently utilize a wider range

of natural foods might render escaped transgenic fish

more competitive in accessible ecosystems. In particu-

lar, phytase-transgenic tilapia [42] might become even

more competitive than wild-type tilapia, which are

already recognized as invasive in a range of ecosystems

in tropical and subtropical regions [98]. While effective

confinement might be achievable in well-managed

commercial operations, it likely cannot be achieved

on subsistence farms, greatly influencing the assess-

ment of whether phytase-transgenic tilapia would pro-

mote sustainability in developing countries.

As noted above, several transgenic fish lines have

been produced for use as biomonitors [16–18] for

detection of waterborne mutagens that would trigger

expression of readily detected marker compounds in

the fish. Such fishes would be exposed to such com-

pounds by holding them in confinements in the

waterbody of interest or by transporting the water to

a confined fish-holding system. The benefits of long-

term, integrative monitoring of water quality are clear.

Any risks that might flow from the possibility of

a nonindigenous species being used, escaping, and

becoming naturalized in the waterbody at issue could

be managed by use of effective confinement or by use of

a species that cannot become established in the acces-

sible ecosystem, for example, a tropical species sensitive

to winter temperatures in the temperate zone.

These examples indicate how trade-offs of eco-

nomic benefits and ecological risks, adoption of risk

management measures, and ecological and social con-

text interact to affect the sustainability of transgenic

fishes for aquaculture and other applications. Explicit

consideration of benefit and ecological risk, and hope-

fully also ecological, economic, and social aspects of

sustainability would accompany societal consideration

of whether and how to go forward with commercial

production of transgenic fishes.

Oversight of production of transgenic fishes. The deci-

sion of whether and under what conditions production
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of transgenic fishwould go forward will largely bemade

at the national level. As noted above, at least three

countries – the USA, Cuba, and the People’s Republic

of China – are considering applications for commercial

production of transgenic fish. The USA, Canada, the

European Union, and Norway have regulatory systems

in place for oversight of aquaculture biotechnology.

Under Article 21 of the United Nations Convention

on Environment and Development and the subsequent

Cartagena Protocol, signatories commit to developing

and implementing policies for oversight of biotechnol-

ogy. Consequently, many countries – for example,

Cuba, Thailand, and the People’s Republic of China

[99] – are in the process of developing and

implementing policy and staffing government offices

that would be utilized to consider applications for

production of transgenic fish.

Adaptive and proactive management. Many critical

unknowns complicate risk assessment and risk man-

agement for transgenic aquaculture stocks. The

adaptive management approach is based on recog-

nition that knowledge of the environmental and

social systems into which the aquaculture stocks

would enter is always incomplete. Hence, manage-

ment should evolve as knowledge of these systems

increases [96]. Management cannot adapt if realized

by a single passage through transgenesis and breed-

ing, decision of whether and how to produce the

transgenic stocks, and implementation of the distri-

bution and production process. Instead, adaptive

management would include risk assessment for can-

didate areas for distribution, incorporation of risk

management into the production program, and

capacity building as appropriate to meet program

goals. Once transgenic stocks are distributed, cul-

ture operations and receiving ecosystems would be

monitored for indicators of ecological and social

conditions [96, 100]. Should monitoring indicate

that economic and social benefits are being realized

without ecological harms occurring, then few if any

adjustments to program implementation are required.

However, should monitoring indicate that production

of cultured stocks is not contributing to nutritional and

economic well-being or that the stocks are escaping and

impacting accessible ecosystems, then it will prove nec-

essary to redefine goals, revise implementation, and

continue monitoring.
The issue of whether and under what conditions

transgenic fish would promote sustainability of aquacul-

ture has been raised largely after research and develop-

ment on the first wave of transgenic fish lines was well

advanced, after proponents have applied for regulatory

approval for commercial production. Kapuscinski et al.

[101] proposed a proactive “safety-first” approach in

which an early, prospective risk assessment would be

conducted in order to guide planning and implemen-

tation of measures to prevent or minimize risk as

development of a transgenic line progresses. Transgene

constructs would be designed for safety. Gene transfer

scientists would strive for better control of copy num-

ber, genomic insertion site, and control of expression of

the trangene, contributing to better-controlled modifi-

cation of phenotype. Transgenic lines would be evalu-

ated for stability of transgenic expression and

transmission. Development of inducible expression of

transgenes would reduce risk should transgenic fish

escape into the environment. Improvements in con-

finement also would reduce risk posed by aquaculture

production of transgenic fishes.

Applications of transgenic fishes, the science of risk

assessment, the practice of risk management, and pub-

lic policies for oversight of biotechnology are all in

development. The degree to which production of trans-

genic fishes ultimately will prove sustainable will

depend upon many societal decisions of whether and

under what conditions to utilize transgenic technology

in aquaculture.
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Our societies currently face many big challenges: how to

feed the increasing world population, how to balance the

competing demands for land and water, how to mitigate

climate change, and how to maintain healthy lifestyle

into old age. Among other technologies, the animal

genetic revolution offers several strategies to mitigate

these challenges and provide benefit for mankind.

While achieving this, we need to maintain and where

appropriate increase the welfare and existence of animals

we use in agriculture and biomedicine. Transgenic tech-

nologies, the ability to add or transfer or change the

genetic makeup of an animal, can contribute. In the

following ten entries, this premise is presented in detail.

Why the entries were selected and how they complement

each other while giving an overview of the field of trans-

genic animal biotechnology is described below.

The cornerstone of biological research is the ability

to experimentally alter gene activity. In this way, the

functional importance of a gene can be studied. This

can be achieved indirectly through altering the envi-

ronment of cells or organisms, for example, adding

specific nutrients to a culture condition or infecting

with a pathogen. Alternatively, direct manipulation

can be achieved through genetic engineering. This sec-

tion focuses on the later strategy which includes gene

addition, gene removal (or inactivation), or gene alter-

ation. To illustrate this, gene addition might be appro-

priate where an enhanced functionality is required such

as food utilization, while gene inactivation would be

appropriate if the aim was to remove a food allergen.

Both have been successfully applied to animals and this

is likely to be so going forward. In addition, as meth-

odology becomes more sophisticated and the ability to

directly alter a given gene sequence, this strategy will see

more and more application; for example, where gene

diversity is identified that could be applied to engineer

altered metabolism or reduce disease susceptibility.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
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Although initially performed in bacteria, researchers

quickly developed the tools to genetically modify ani-

mals. First in mice at the end of the 1970s, then livestock

in the following decade, in parallel strategies for altering

the germ line in fish and birds were developed.

Researchers have developed strategies which enable pre-

cise spatial and temporal changes to target gene activity.

Many consider transgenic or genetic modification (GM)

methods (▶Transgenics: Alternative Gene Transfer

Methods) as part of the technical continuum that is

available to animal breeders. As such, GM or transgenic

animal technology would simply represent new method-

ology alongside the more established tools as artificial

insemination and embryo transfer. These new animal

reproductive tools include somatic cloning and in vitro

embryo production, and when combined with the

emerging molecular genetic tools provide powerful new

opportunities for livestock breeding.

The first transgenic livestock were reported in 1985.

Since these early days of this technology, there has been

a steady increase in the availability of tools available

(▶Transgenic Livestock Technologies) for this form of

assisted reproduction in animals. Some developments

have been heralded as breakthroughs only to quickly

drop out of favor while others have received limited

use. Recently, reagents based on precisely targeted

enzymatic cleavage of the genome that in addition to

strategies such as gene knockdown provide the animal

geneticist with both efficient and sophisticated

methods with which to generate transgenic animals.

Perhaps one of the most consequential scientific

advances of recent years was the technical breakthrough

that produced “Dolly” the sheep at the Roslin Institute.

This animal was produced by nuclear transfer (also

termed SCNT, somatic cell nuclear transfer), or as it is

commonly referred to as cloning. Animal cloning

involves the replacement of the genetic material found

in an unfertilized egg with that from a donor cell’s genetic

material. SCNT reflects considerable scientific thinking

and offers the experimental biologist considerable

insights into the functional reprogramming of cellular

function in addition to details of cellular subcomponent

roles in normal cell activity (▶ Livestock Somatic Cell

Nuclear Transfer). In addition to being a valuable

aspect of research in its own right, SCNT can be com-

bined with genetic engineering tools to precisely
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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modify the genome of mammals (▶Nuclear Transfer

to Produce Transgenic Mammals). This combination

offers exciting commercial opportunities across the

fields of agriculture and animal breeding, to the bio-

medical arena and novel biotechnological processes.

Transgenic technologies are not restricted to mam-

mals. Due to its use in food production and as an

experimental organism in scientific research, the

chicken is the most widely used bird species for exper-

imental development of avian transgenic technologies

(▶Avian Specific Transgenesis). Perhaps the most

exiting recent advance is that of precise gene modifica-

tion in special avian cells called primordial stem cells.

These new tools offer strategies for the production of

transgenic birds other than the chicken. As such, this is

an area currently experiencing rapid development and

many expect it will be in birds that GM technologies

will be first successfully exploited to produce animals

that have enhanced resistance to infectious pathogens.

Although it can be argued that technically trans-

genic technology is most advanced for mammals, and

currently developing quickest for birds, it is considered

very likely that the first commercial application of

transgenic animals that will enter the food chain will

be in fish (▶Transgenic Fishes: Applications, State of

the Art, and Risk Concerns). Fish that grow faster are

providing the first test of the regulatory systems

while providing the focus for much debate on

broader and longer-term questions regarding whether

such use would prove ecologically, economically, and

socially sustainable. There is also considerable effort

being directed at the development of transgenic strat-

egies to combat disease in fish populations, and the

technology can be equally applied to food fish as to

sport fish.

As the world population increases there is an increas-

ing demand for food including both plant and animal

products. The demand for meat and milk are increasing

at a faster rate than for plant products because of

increased wealth in developing countries. Animal prod-

ucts represent a concentrated protein and vitamin source

which complements cereal and other vegetable proteins.

Intensification of livestock production to satisfy the

demand is exacerbating the deleterious impact of inten-

sive animal agriculture on the environment and new

approaches are needed to reduce the impact. Transgenic

animals that have a smaller environmental footprint,
increased productivity brought about by enhancing

aspects of agriculturally important traits can contribute

to this societal challenge. For this potential to be realized

an active dialogue between all stakeholders is required to

achieve ethically accepted sustainable future animal

production.

The animals we all recognize in farms today are the

result of many centuries of domestication. The driving

force for this has largely come from man’s desire

for meat. This single process has shaped the rural

landscape we all recognize today. It is therefore not

surprising that animal breeders look to transgenic

strategies to enhance the traditional animal breeding

traits including food production (▶Transgenic Live-

stock, Enhanced Nutritional Quality in). The focus

now is not on quantity but on quality, while reflecting

the rapid industrialization of our world and the asso-

ciate increase in affluence experienced by many (but

not all) of our communities. Food choice is now con-

sidered alongside sustainability. Animal welfare is par-

amount while still recognizing that many of the world

population live in poverty with starvation a constant

threat. Transgenic technologies offer the potential of

quick solutions to the production of food products

with enhanced specific nutritional characteristics

from animals. The goal is healthier and safer food.

However, this potential will only be realized with con-

sumer acceptance in GM technology.

Two specific examples of traditional breeding traits

that transgenic technology may provide innovative solu-

tions are worthy of specific attention. The first is that of

animal fertility (▶Transgenic Technologies and

Increased Livestock Fertility). Reproductive efficiency

of domestic animals is critical to the sustainability of

modern livestock industries. With various indicators of

reducing fertility now appearing in our farms it is timely

to consider innovative approaches to halt this decline.

Aspects under investigation include increasing litter size

in livestock or egg-laying capacity in poultry. More rad-

ically this technology could be applied to reduce the

limitations associated with seasonal breeding.

The second topic that is attracting considerable inter-

est in both the scientific research community and in the

animal breeding industry is that of animals that are less

susceptible to the ravages and distress of disease

(▶Disease-Resistant Transgenic Animals). Offering

both enhanced animal welfare and economic advantages

http://dx.doi.org/10.1007/978-1-4419-0851-3_3
http://dx.doi.org/10.1007/978-1-4419-0851-3_3
http://dx.doi.org/10.1007/978-1-4419-0851-3_6
http://dx.doi.org/10.1007/978-1-4419-0851-3_241
http://dx.doi.org/10.1007/978-1-4419-0851-3_241
http://dx.doi.org/10.1007/978-1-4419-0851-3_8
http://dx.doi.org/10.1007/978-1-4419-0851-3_8
http://dx.doi.org/10.1007/978-1-4419-0851-3_7
http://dx.doi.org/10.1007/978-1-4419-0851-3_7
http://dx.doi.org/10.1007/978-1-4419-0851-3_10
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this field is both fast moving and innovative, building

much on the genomic revolution which is in turn

constructed from the strong discipline of genetics. With

huge impact on global animal health and the associated

impact of zoonotic disease in man, this is an area which

offers huge benefit to man and animal alike.

The simultaneous need for more food as the world

population expands and that of limiting both short-

term and longer-term environmental consequences

is a huge challenge for man. Increased animal produc-

tivity could directly compromising our environment.

Transgenic technology through providing animals that

have a smaller environmental footprint (▶Transgenic

Livestock, Decreasing Environmental Impact of) could

form an important part of the compromise that is

inevitable if we are to provide sufficient food for our

increasing human needs. Under development are pro-

jects aiming to reduce manure output and decrease

greenhouse gas production. It is argued that the food

security agenda being promoted by many governments

will lead to greater acceptance of transgenic animals,

following the slow but every increasing presence and

consumption of transgenic plant products.

Transgenic animals present a dilemma for us. This

technology offers rapid change with the promise of
economic benefit, enhanced food security and better

animal welfare. Yet transgenic technologies directly chal-

lenge many ethical aspects of thinking (▶Transgenic

Livestock, Ethical Concerns and Debate). Central to

the process of acceptance is a conscious dialogue

between all stakeholders – to build up a generally

acceptable stance on what is good with respect to the

ethical limits of human use of animals.

At the time of writing, there are no transgenic

livestock in production – with faster growing fish

being the closest and disease resistant birds being the

most exciting. By the time of reading, this may well

have changed – or be close to such a scenario. Agricul-

tural advances have been enormously successful in

providing an inexpensive supply of high-quality and

safe foods. The new advance of transgenesis is likely to

continue this trend providing some of the solutions

to tomorrow’s agricultural challenges. Governmental

and industrial financial support – ideally in equal mea-

sures – is needed to achieve this. Equally important is

the public dialogue to expose the benefits this technol-

ogy can offer all stakeholders in our diverse world

society.

http://dx.doi.org/10.1007/978-1-4419-0851-3_9
http://dx.doi.org/10.1007/978-1-4419-0851-3_9
http://dx.doi.org/10.1007/978-1-4419-0851-3_12
http://dx.doi.org/10.1007/978-1-4419-0851-3_12
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Glossary

Genetic engineering Recombinant DNA technology,

gene manipulation including experimental manip-

ulation of genetic material for industrial or medical

use.

Germ cells Cells able to give rise to a functional gamete

in multicellular animals.

Assisted reproduction The medical and laboratory

processes used to reproduce the steps necessary to

generate a newborn starting from gametes and or

embryos.

IVF In Vitro Fertilization, the laboratory process in

which a mammalian egg is fertilized outside the

body and then put back inside to grow into a new

individual.

ICSI Intra Cytoplasmic Sperm Injection, a procedure

by which a spermatozoa is injected directly into the

cytoplasm thus overcoming artificially the natural

barriers of the oocyte.

SCNT Somatic Cell Nuclear Transfer, a technique that

generates genomic copies of any given individual
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in
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animal by replacing inside an oocyte its genome

with the genome taken from somatic cells of

a donor animal.

iPS cells Induced Pluripotent Stem cells, somatic cells

that have been turned into pluripotent stem cells by

the overexpression of pluripotency genes like

OCT4, Nanog, Sox3, and Klf4.

Preimplantation embryo Following fertilization,

the mammalian one-cell embryo (zygote) is

still enclosed into the transparent proteic shell

of the oocytes (Zona pellucida). During the jour-

ney along the oviduct it repeatedly cleaves to

form an aggregate of smaller cells (Morula

Stage) and finally develops an inner cavity

(Blastocyst stage). Once in the uterus, the

expanded blastocyst hatches breaking the zona

pellucida and begins the implantation on the

endometrium.

Chimerism The status of an organism made up by

cells of different genotypes (like in the mythological

monster Chimera). Chimeras derive from the

aggregation of two different embryos of the same

specie or from two different specie closely related

(e.g., sheep and goat).

Mosaicism The cells of the organism own the same

background genotype but are diverse in carrying or

not a single mutation (or transgene). Such different

cells may show a “patchy” distribution within tis-

sues (like in a mosaic).

cDNA (complementary DNA) is a sequence of DNA

obtained by reverse transcription of the mRNA

(messenger RNA). It retains the whole information

for coding the protein, but lacks the introns origi-

nally present in the chromosomal gene.

Zinc finger nuclease Recombinant enzyme able to

bind a specific sequence of DNA and to “cut” it,

generating a Double Strand Break (DSB). It is com-

posed by an artificial DNA binding domain (a poly-

peptide with a repeat of regions each folded around

a zinc ion, to evoke the idea of the fingers) linked to

a bacterial nuclease domain, capable to hydrolyze

the phosphate bond of the DNA.

Transposon A mobile genetic element able to trans-

pose, that is, to excide itself from one site of the

genome and to integrate in a different site. It does

not move from one cell to another.
4-5797-8,
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Retroviruses A class of viruses with a RNA genome,

able to bind specific receptor on the target cell,

to enter across the cell membrane and to tran-

scribe its RNA in a DNA copy by means of its

own RNA-dependent DNA polymerase (reverse

transcriptase). Specific sequences promote the

integration of the viral DNA into the genome

of the host.

AAV A defective virus, with a small, single-stranded

DNA genome, belonging to the family of

Parvoviridae. AAV is able to replicate only in case of

concomitant presence of an active adenovirus in the

same cell. AAV can often integrate a double-stranded

form of its DNA into the genome of the host.

Recombinase A family of enzymes able to exchange

stretches of DNA among different molecules.

Recombinases like CRE, coded by the genome of

bacteriophage P1 (a virus parasiting a bacterium),

recognize specific sequences as target of their activ-

ity. In the presence of such Recombination Recog-

nition Sites, phagic recombinase is able to insert

and excide the viral genome from the bacterial

chromosome.

siRNA Silencer RNA or short interfering RNA are small

synthetic RNA molecules able to trigger the degrada-

tion of a target messenger RNA bearing the same

sequence. This results in a posttranscriptional inhibi-

tion of gene expression. SiRNA complexes derive

from the processing of artificial shRNAs (short hair-

pin RNA) bearing a secondary double-stranded struc-

ture that is subsequently processed by the endogenous

cell machinery. RNA-mediated inhibition of gene

expression, also known as RNA-interference, is

naturally observed in most eukaryotes and relies on

a specific pathway involving specific endoribo-

nucleases and endogenous micro-RNA (miRNAs)

genes.
Definition of the Subject

Recombinant DNA technology and gene transfer were set

about 40 years ago and since then have provided powerful

tools for the production of biological molecules, the

development of new varieties of crops, and for generating

key animal models in biomedical research.

Following the synthesis of recombinant insulin,

many other pharmacological proteins have been
produced by expressing heterologous genes in micro-

organisms, plants, and animals.

The application of gene transfer or “transgenesis” to

animals has been developed mainly in mouse, while its

use for generating transgenic livestock has encountered

unanticipated resistances originated by social, economical

and technical consideration. Apart from public concern

and social consideration about the release of Genetically

Engineered (GE) products in the market and GE animals

into the environment, which will not be discussed in this

chapter, the development of transgenic livestock has been

slow due to the technical difficulties faced in transferring

this technology from mouse to large domestic animals

and by the initial discouraging results, outlining the dif-

ficulties in obtaining the expected effect upon a genetic

modification.

This review will survey the scientific advancement

making the generation of GE swine and ruminants

more accessible in the last few years, positively influencing

the technical and, as a consequence, the economical issues

related to their development.
Introduction

Genetic mutations and equally engineering (GE) of

living organisms are part of biological processes that

are inherited through reproduction across generations.

Such events provide the genetic variability that is at the

core of evolution of the species and ensure its survival

both in plants and animal kingdoms. The understand-

ing of the biology at the basis of such physiological events,

the discovery of the mechanisms and the molecules

involved has allowed the investigators to exploit and

adapt such tools for the artificial modification of the

genome of living organisms from virus and bacteria to

mammals including primates. These developments that

led to definitions and guidelines of what is now called

DNA recombinant technology can be traced back to 1975

to the Asilomar Conference where the scientific commu-

nity met to discuss potential hazard and regulation. DNA

recombinant technology had the potential to be taken

from bacteria and viruses to plants and animals with, at

the time, unknown biological consequences and biosafety

concerns. It was not too long in fact that the first GE

mammals were produced [1, 2]. Palmiter’s results were

dramatic in the sense that the mouse engineered to

express the rat growth hormone grew to the size double
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that of the normal mice, thus opening the door to the

application of such technologies in livestock, as stated

in the abstract “This approach has implications for

studying the biological effects of growth hormone, as

a way to accelerate animal growth, as a model for

gigantism, as a means of correcting genetic disease,

and as a method of farming valuable gene products”.

Since then, GE technology in mammals has been

developed mainly in the laboratory mouse to study

development and disease processes for research and

clinical purposes with the ability to manipulate any

given gene of the mouse genome. The developments

in livestock immediately followed [3]; however it soon

became evident that it was only the beginning and to

reach such objective it was a difficult task and more

knowledge was required. Beside the know-how required

to engineer the genome, tomake thosemodifications into

the animals inherited through generations, it is necessary

to operate during the early stages of embryonic develop-

ment or on the germ cells to be able to have all the cells

originating from the embryo GE. This is the reason why

the developments of assisted reproduction techniques

have been crucial for the generation of transgenic ani-

mals, especially in livestock where the access in vivo to

preimplantation embryos is more complex, expensive,

and cumbersome than in the mouse. It can be stated

that the developments in transgenic livestock have been

set by the development of assisted reproduction tech-

niques like oocyte in vitro maturation and fertilization,

intracytoplasmic sperm injection, embryo culture, and

somatic cell nuclear transfer (SCNT).

The injection of recombinant DNA into the pro-

nucleus of the zygote has been the first technique

used to generate GE livestock. This required a large

supply of zygotes that can be easily generated in mice

in vivo but are very expensive or sometimes impos-

sible to obtain from the donor females of larger

animals because of the costs involved and the low

efficiency (only 1–5% of the injected embryos result

in transgenic offspring).

Nevertheless, first studies on sheep and pigs

involved the use of in vivo produced zygotes, adapting

the protocols already set for the mouse [1, 3–5]. On the

other hand, the generation of transgenic calves was not

practically manageable by this route and could only be

achieved [6] using in vitro maturation and fertilization

of oocytes collected at the slaughterhouse [7] where
large numbers can be generated at a low cost without

the use of live animals.

Besides the classical microinjection procedure,

alternative approaches have been developed to bring

exogenous DNA into the nucleus of the embryo.

Embryonic stem cells are largely used in the mouse to

generate transgenic animals. They can be replicated

in culture for a long period without losing their

pluripotency, that is, their ability to take part in the

formation of a developing embryo. Thanks to this

peculiar behavior, they can be GE to obtain cell clones

bearing specific modification of the genome. Such cells

can be introduced in the early embryo where they

participate in the development of a chimeric organism

and eventually integrate into the germ line [8]. This

approach has opened the way to the development of the

so-called gene targeting, allowing the generation of

transgenic mice bearing specific mutations, including

disruption of specific genes (knock-out) or insertion of

new coding sequences in specific loci (knock-in). ES

cells are not yet available in livestock, therefore this

route is not yet practicable [9].

An alternative approach has been disclosed by the

development of somatic cell nuclear transfer (SCNT)

technology, currently the preferred route to make

transgenic livestock [10]. Somatic cells may be GE,

even by gene targeting, and then used for SCNT.

Although SCNT is not very efficient, all the animals

obtained carry the selectedmutation that has been intro-

duced in the somatic cells subsequently used for nuclear

transfer.

In addition, alternative approaches have been

developed to generate transgenic animals like the infec-

tion with an engineered retrovirus of in vitro cultured

preimplantation embryos or the injection of a sperm

together with the desired recombinant DNA vector

during intracytoplasmic sperm injection (ICSI).

In the following paragraphs, the developments in

assisted reproduction technologies that have made GE

of livestock possible will be described, then the

methods currently used, and finally emerging technol-

ogies that promise to make GE simpler, more precise,

and reliable.

Assisted Reproduction Techniques

Reproduction is the key biological function that is

exploited to make a GE animal. Other approaches can
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be used, however, if the procedures do not target the germ

line or the very early embryo then the genetic modifica-

tion will not be inherited by the offspring and will be lost

in the following generation. This is why the transgene has

to be introduced either in the gametes or in an embryo at

the very early stage of development, ideally when the

embryo it is at the one-cell stage. Therefore, mastering

assisted reproduction techniques is the key for the suc-

cessful generation of GE mammals including livestock

(Fig. 1).

Male Germ Line

Male germ cells are located in the testis. In the testis, all

stages of development are found from spermatogonial

stem cells to mature spermatozoa. Spermatogonia can
Aspiration of oocytes
from ovarian follicles

Sperm
Capacita

In Vitro
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IVF

IVM
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Transgenic Livestock Technologies. Figure 1

Summary of Reproductive Technologies (in counterclockwise)

slaughterhouse, matured in vitro by culturing in a specific me

spermatozoa or microinjected with a spermatozoa with a glas

until developed to blastocyst stage and finally transferred to th

a nonsurgical procedure depending on the species
be collected through a biopsy, cultured in vitro [11]

and when are reintroduced in the testis they can give

rise to functional spermatozoa [12, 13]. During in vitro

culture, spermatogonial stem cells can be GE and later

transplanted back to the testis to restore spermatogen-

esis [14]. More easily from sexually mature animals,

spermatozoa are recovered from the ejaculate,

extended with appropriate diluents, and stored for

fresh insemination or cryopreserved for later use. This

is a well-established technique in livestock for use in

artificial insemination. Spermatogenesis continues

after puberty throughout the life of the animals pro-

ducing an unlimited amount of spermatozoa. In an

alternative route, prior to artificial insemination, sper-

matozoa can be exposed to the transgene in vitro.
tion
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Ovarian immature oocytes are recovered from ovaries at

dium, fertilized in vitro by co-incubation with capacitated

s micropipette.The resulting zygotes are cultured in vitro

e uterus of a synchronized recipient female by a surgical or
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Spermatozoa can bind DNA and then convey it inside

the oocyte at the time of fertilization [15]. Although the

technique is not always reproducible [16], in this sim-

ple way some success in making GE livestock has been

reported [94–96].

Female Germ Line and the Embryo

In mammals, primordial follicles, the functional unit

that contains the female germ cell, exist on the ovaries

but only a tiny proportion of the oocytes are effectively

generating a progeny while almost all of the remaining

are lost during lifetime through atresia. Formany years,

several investigators isolated and investigated the biol-

ogy of intact primordial follicles in rodents [17] and

finally grew them successfully in culture [18]. This task

proved much more difficult in large animals with big-

ger ovaries having a lot of connective tissue [19]. Suc-

cessful development with the birth of live calves, albeit

at a low rate, was later obtained by culturing bovine

oocytes frommore advanced (secondary) follicles [20].

The culture requirements for growing a complex tridi-

mensional structure, such as an ovarian follicle, are so

complex that the only progress that has been made is

the culture in vivo of thin slices of the ovary following

transplantation in humans where this now has

a potential application in patients undergoing certain

therapies [21].

From the late 1970s, it became clear that also in

farm animals it was possible to exploit the oocyte

reservoir present in antral follicles from the ovaries of

slaughtered animals. Oocytes present in antral follicles

have completed the growth phase and they are ready for

maturation and fertilization [22, 23]. Initially, success-

ful development was obtained by maturing the oocytes

inside the follicles [24]. The subsequent understanding

of the crucial role of the surrounding follicular/cumu-

lus cells during the initial phases of maturation [25]

lead to the development of a coculture system for in

vitro maturation of extrafollicular oocytes obtaining

a high proportion of such oocytes developing into

live lambs after in vivo transfer [26]. After the success-

ful achievement of in vitro maturation in sheep, the

work was expanded investigating in the sheep the

effects of gonadotropins [27], and to the cow [28–31]

but also to the pig [32] and to the horse [33] and other

species as well. Immature oocytes can also be recovered

with the ovum pick-up technique in live donor females
of different livestock species like cattle [34–36], buffa-

loes [37], and horses [38]. The development of

in vitro maturation is today an irreplaceable, cost-

effective and reliable source of mature oocytes for the

production of embryos in vitro following in vitro fer-

tilization and the various biotechnological applications

connected to it.

Following the seminal work done in laboratory ani-

mals [39] in vitro fertilization (IVF) is well developed in

farm animal species. Following the birth of the first IVF

calf derived from in vivo matured oocytes [40] signif-

icant advancements were obtained in IVF when hepa-

rin was used as capacitating agent for bull sperm [41].

At about the same time, IVF became a reality in other

large species except the horse where the success has

been only exceptional and only one foal has been

reported as the result of IVF. The horse eventually

benefited of the development of intracytoplasmic

sperm injection (ICSI) in humans [42]. The use of

ICSI has been very efficient as a way to circumvent failure

of in vitro fertilization with a high degree of efficiency

[23], not matched in other farm animals like cattle [43,

44], sheep [45], or pigs [46] where the efficiency of ICSI

for embryo production is lower as compared to IVF and,

therefore, this technique is not used for routine practical

application. But this is in fact the way to introduce

together with the sperm also the DNA vector required to

make the genetic modification [47]. In pigs on the

other hand, IVF is characterized by a high incidence

of polispermy that compromises embryonic devel-

opment. This problem has been overcome in part

by improving the quality of in vitro matured

oocytes rather than effectively changing IVF

conditions.

The immediate goal of increasing the efficiency of

in vitro embryo production (IVP) especially in cattle

has been the initial driving force of applied research in

this field. However, it became soon obvious that merely

counting the number of blastocysts was not an accurate

measure of the quality of the overall procedure and of

the viability of the embryos [48]. For many years, these

constraints on the culture of viable cattle embryos in

vitro were overcome by using in vivo culture in the

oviduct of sheep [7]. In particular, a major concern

after in vitro culture of IVF embryos was caused by the

description of the so-called Large Offspring Syndrome

(LOS), first in sheep and then in cattle [49]. The use of
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serum supplementation and coculture were later rec-

ognized as the primary cause of LOS. Later on, an

extensive field study [50] demonstrated that the inci-

dence of LOS was greatly reduced using a SOF (Syn-

thetic Oviductal Fluid) [51]-based formulation or

similar formulations of the embryo culture media.

These findings clearly indicated that in vitro culture

can alter development at very early stage and that the

Large Offspring Syndrome is correlated to abnormally

advanced embryonic growth and gene expression pat-

tern already at very early stages [52]. Nevertheless the in

vitro fertilization and preimplantation embryo culture

in vitro allow to generate the number of zygotes

required either for DNA microinjection or for virus

infection, procedures that would otherwise not be pos-

sible or be very difficult for livestock using in vivo

produced zygotes from superovulated donors as it is

done in laboratory mice.
Nuclear Transfer and Cloning

Somatic cell nuclear transfer, better known as cloning,

is a technique that allows the generation of individuals

with the same genome; thus technically speaking,

cloned animals carry the same genome of the donor

cell used for the SCNT process, thus they are like twins

between themselves and twins of the animal who

donated the somatic cell. The genome comes from the

nucleus of a cell that can be taken from an embryo,

a fetus, or an animal. The nucleus has to be placed into

a mature oocyte, as outlined above whose chromo-

somes are removed before hand. The nuclear transfer

step reconstructs an embryo, with its entire genome

originating from the cell’s nucleus that will subse-

quently develop like any other embryo conceived by

fertilization albeit at a lower efficiency. Cloning by

nuclear transfer that brought to the birth of Dolly the

sheep [10] is a milestone achievement that has attracted

the attention of the general public toward farm animal

embryo technologies. This is one of the best examples

where the search of new reproductive techniques in

farm animals has also provided basic knowledge not

previously obtained in laboratory animals. The funda-

mental work of cloning by nuclear transfer was done in

amphybia [53] in the 1960s, however, significant

advancements of the technology were achieved with

embryo cloning of farm animals [54] when matured
oocytes, instead of zygotes, became the recipients of the

donor nuclei. Ten years later, it was again farm animals

that, with somatic cell nuclear transfer, gave a major

contribution to the basic understanding of cell

reprogramming and epigenetic control of mammalian

development, opening a new era in cell biology. The

success with which different mammals were cloned was

directly correlated to the availability of good quality

mature oocytes and good quality embryos either after

in vivo or in vitro culture. Then, it was merely

a combination of already available technologies of

gamete and embryo manipulation that lead to success

and, for example, in the horse it was not until such

technologies were developed that cloning was achieved

in a consistent and reproducible way [55, 56]. In the

last 10 years, the efficiency of somatic cell nuclear

transfer as a whole has not improved much and its

practical application is limited to the production of

animals that have high added value like breeding

stock [56–58] or for generating transgenic founder

animals when nuclear transfer is combined with

genetic engineering of somatic cells [59–62].

Understanding the constraints of nuclear transfer and

developing the concept of reprogramming of fully dif-

ferentiated somatic cells and the derivation of stem cells

from cloned embryos [63, 64] for potential biotechnol-

ogy and therapeutic applications, has fostered the idea

of reprogramming differentiated cells in vitro directly

without the need of the oocyte. A set of four genes has

been demonstrated to be at the core of pluripotency

and when transfected to somatic cells gave rise to

induced pluripotent stem cells (iPS cells) [65]. These

cells, of somatic origin, are extraordinary because they

carry most of the properties of embryonic stem cells

derived from the early embryo and represent a major

breakthrough to overcome the limitation of embryonic

stem cells derivation in humans and livestock.

Once the molecular basis of pluripotency will be

fully understood, it will be a major step forward that is

expected to lead to advances in nuclear transfer tech-

nology and cloning of farm animals for agricultural

and biomedical applications on a larger, solid basis.
Embryonic Stem Cells

Embryonic stem cells (ES cells) are pluripotent cells that

originate from the early embryo either from the inner cell
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mass or from the early epiblast. ES cells are cultured and

expanded in vitro in undifferentiated conditions, can be

GE if necessary, and when reintroduced in the embryos

can give rise to any cell type including the germ line,

except trophoblast. This is why they are defined as plu-

ripotent and not totipotent cells which is a feature of

gametes, zygotes, and early cleavage stages blastomeres

only. Today, mouse ES cells technology is the principal

route to make GE offspring [8].

The derivation of farm animal ES cells, equivalent to

those described for the mouse, has not been reported yet

(therefore this route for GE is not available at present in

livestock species but it might be so in the near future).

However, over the years, from 1981 when mouse ES cells

were first discovered [66, 67], many laboratories have

attempted ES cell derivation mainly from cattle, pig, and

sheep embryos [9, 68]. The original mouse approach has

been extensively used and finally proven, with no doubt,

unsuccessful although a few reports have been published

on the derivation of so-called ES-like cells [69]. However,

the stemness (pluripotency) of these cells appeared to be

very limited and most likely they represent trophoblastic

cells given their epithelial nature, loss of OCT4 expres-

sion, and limited differentiation potential [68–70]. The

prominent tendency for neural differentiation often

observed when attempting ES cell derivation from large

animals is another challenge, but it represents an inter-

esting and robust in vitro model for the study of early

neurulation events in mammals [64].

In light of all the published reports and observations,

it appears that the search for ES cells in farm animals

should abandon the original mouse procedure and pay

more attention to the recent findings for ES derivation in

mouse and humans based on different signaling pathways

and/or specific small molecules inhibitors. Advances in

mouse and, more recently, in human ES cells culture have

demonstrated that a number of different culture condi-

tions can support pluripotency of embryo-derived stem

cells. Mouse ES cells can be grown not only in serum-

supplemented cultures with LIF and feeders but also in

serum-free and feeder-free culture by the addition of

BMPmolecules. This secondmethod has been developed

following the finding thatmouse ES cells grown in serum-

supplemented medium and LIF can be differentiated in

neuroectodermal cells by serum and LIF withdrawal [71].

The role of BMPmolecules is to counteract and block the

induction of neural differentiation and fix the
undifferentiated state in a clever balance between

conflicting inductive signaling pathways [71]. Along

the same lines, a novel approach for ES derivation in

the mouse has been developed on the rationale that the

undifferentiated state can be maintained in culture by

simply shielding the pluripotent cells of the embryos

from endogenous pro-differentiation FGF4 signaling.

This method is based on the use of specific inhibitors of

the FGF signaling cascade in associationwithGSK3 inhib-

itors, the latter acting by improving cell viability. Both

mouse and, remarkably for the first time, also rat ES cells

have been obtained by inhibition of differentiation signal-

ing introducing the concept that ES cells represent

a ground-state pluripotency capable of self-renewing pro-

viding that differentiation signals are blocked [72, 73].

Other protocols, based on the stimulation of the

nodal-activin signaling pathways, have been shown to

maintain the undifferentiated proliferation of human ES

cells and mouse epiblast stem cells (EpiSCs). The latter

are a type of pluripotent embryo-derived stem cells

derived from the egg cylinder as compared to ES cells

that derive from inner cell mass or very early epiblast

cells. Interestingly, mouse EpiSCs have been shown to

be very similar to human ES cells in morphology,

growth factors requirement, and gene expression [74,

75] while mouse ES cells differ considerably from human

ES in culture requirements for the maintenance of the

undifferentiated state, growth rate, and response to

inductive signals. Another important difference between

mouse ES cells and EpiSCs is the fact that only the former

are capable of giving rise to chimeric offspring following

blastocyst injection. A recent publication has reported

the first success in the derivation of pig EpiSCs [76] and

represents a significant step forward toward understand-

ing the requirements for maintaining pluripotency of

cultured epiblast cells from farm animal embryos.

In an applied perspective, embryonic stem cells in

farm animals are important for several reasons but the

most relevant is to provide a method to introduce

precise genetic modification into animals by homolo-

gous recombination in ES cells [60] followed by blas-

tocyst injection for chimera derivation and breeding, or

by somatic cell nuclear transfer. A second important

objective is to provide large animal models in which

the ES cell technology can be tested for tissue-specific

differentiation [77] and cell therapy of various tissues

and organs.



1724 Transgenic Livestock Technologies
Techniques for Genetic Engineering

The meaning commonly given to the term “transgenic”

or “GE-” animal, indicate an individual bearing an

exogenous fragment of DNA integrated in its genome

and transmitting such modification to its descendant

through a Mendelian fashion. Therefore, situations

like “somatic transgenesis” will not be taken into

consideration, where the genetic modification is lim-

ited to somatic tissues e.g., in case of gene-therapy

protocols applied to adult individuals) or “episomal

transgenesis”, where the exogenous DNA is present

inside the cell nucleus but as an autonomous replicat-

ing entity, whose stability and replication are separated

from those of host’s chromosomes.

The natural processes driving the integration of

a transgene into the chomosomes of the host cell are

mediated by a set of enzymatic function related to the

DNA-repair pathways. The enzymes involved in these

pathways are responsible of repairing the host’s DNA

molecule in case of double strand break (DSB). The

resolution of a DSB inside the cell nucleus may follow

two alternative pathways, catalyzed by different enzymes.

The first and more common process involves the Non-

Homologous End Joining (NHEJ) pathway, where the

free ends of DNA generated by the DSB are relinked

together. The exogenous DNA introduced in the nucleus

may be recruited during this process and integrated

between the endogenous arms of a broken chromosome.

The integration of a transgene through the NHEJ

pathway causes its random positioning into the genome

of the host and the frequent integration ofmultiple copies

of the transgene in the same locus, end by end. Both the

random integration site and the generation of a multiple-

copy array can influence the expression of the transgene

in an unpredictable way. The alternative enzymatic

machinery available in the cell for repairing DSBs is the

Homologous Recombination (HR) pathway. It relies on

the availability of a full copy of the broken molecule to

provide a one-strand template to restore the original

DNA sequence. This enzymatic activity is principally

evident during gametogenesis (when it is involved in

crossing over between sister chromosomes) and main-

tains higher level during early embryonic development

compared to somatic adult cells.

A transgene may be integrated by HR if it carries

a region of homology with the target region in the host
genome with the advantage of driving the insertion of

the transgene in a specific locus and as a single copy.

Nevertheless, this event is still rare compared to ran-

dom integration by NHEJ. Even in ES cells, that retains

a significant HR activity, the event of a targeted inser-

tion of a transgene by HR is two to four orders of

magnitude less frequent compared to its random

integration.

For this reason, the process of gene targeting

through natural HR can be performed only on cell

cultures, where a large number of integration events

can be generated and the cells carrying the desired

event can be selected and isolated. The obvious next

step to generate a transgenic animal is the capability of

turning these cells into new individuals. In mouse, this

has be accomplished by performing gene targeting in

ES cells, that are able upon being introduced in a host

embryo, to take part to the generation of a chimeric

animal including part of its germ line and, as

a consequence to pass the acquired mutation to its

offspring [78]. As functional pluripotent ES cells have

never been obtained from species different than the

mouse, the possibility of performing gene targeting

has been limited to this species until in 1996 Ian

Wilmut and colleagues disclosed the way toward mam-

malian cloning by SCNT [79].

By then, even though somatic cells retain lower HR

activity compared to ES cells, the option of performing

gene targeting in this cells and to derive a whole animal

from their genome has been demonstrated in swine,

ovine, and bovine.

Since the generation of the first transgenic large

animals by pronuclear microinjection, including

transgenic pigs [3], major advances have been made,

mainly by use of assisted reproductive technologies

[80] as described earlier. Depending on the purpose of

the genetic modification, the approach to transgenesis

may aim to the random or the targeted integration of the

transgene. In both cases, the obvious but sometime

underscored consideration is that the final aim of the

process is not only to insert a transgene into the genome,

but also its proper expression. The hard track toward

this is the result of intermediate steps, including

(Fig. 2):

1. Accurate design of the transgene, involving the

selection of the desired gene, its regulatory
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Transgenic Livestock Technologies. Figure 2

Steps in obtaining a functional transgenic animal. The definition of transgenic is commonly associated with an organism

bearing a new piece of DNA, but the true goal of the procedure is obtaining an animal expressing a new gene according to

a desired pattern, that is, showing a new phenotype. Anticipating the final expression pattern of a transgene is still the

weaker step in this technology (From [141])
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sequences, and all the additional sequences able

to drive its integration and the expression of the

desired phenotype in the right tissue at the right

time

2. Introduction of the DNA across the cell membrane of

the embryo or of the cell to be used in nuclear transfer

3. Integration of the new DNA sequence into the

genome. This step may be mediated only by the

endogenous NHEJ or HR pathways but, in some

cases, a customized integration of the transgene

may be artificially induced by the activity of exog-

enous recombinases or endonucleases specifically

introduced into the cell

4. Correct expression of the transgene is dependent on

the good implementation of all of the previously

described phases and on a bit of luck. It is usually

necessary to producing a large number of different

integration events (i.e., embryos or cell clones) to

allow the identification and the selection of the best

performing, that will be used to generate and

expand the desired transgenic line.

During the last years, the toolbox of the genetic

engineer has expanded with new instruments allowing

a better control on each of the described steps and an

overall improvement on the whole procedure.Moreover,

some genetic manipulation procedures initially available

only for mice, have become concrete even for livestock.

Choosing the Gene and Assembling the Vector

Once the gene to be transferred has been identified,

several alternative options are available to generate
a transgenic vector (Fig. 3). The coding sequence of

the gene itself may be used as cDNA, as genomic

sequence (including introns) or as a minigene (a fusion

of cDNA and genomic sequences of the same gene).

The presence of one or more introns into the transgene,

triggering the splicing process, is a major factor

improving the transport of mRNA through the nuclear

membrane and the effective expression of the exoge-

nous gene [81, 82]. The regulatory sequences to be

included into the transgene are chosen according to

the need. The original promoter and enhancers may

be conserved to drive the gene according to its original

expression pattern, alternatively, heterologous pro-

moters may be used to trigger a different tissue-specific

or an ubiquitous expression. In case the gene has to be

driven by its original regulatory sequences, the selected

genomic fragment should be as large as possible to

maximize the chance of a correct expression [83].

Indeed, if a gene has to be transferred from one species

to another where the same regulatory signals are rec-

ognized, increasing the dimension of the fragment to

be transferred allows to including not only the original

promoter, but also distal enhancers and chromosomal

modifiers [84, 85]. On the other hand, the large size of

such DNA molecules influences the choice of the tech-

nique required for their introduction into the cell,

due to the care required to purify and handle large

and fragile DNA molecules. Although microinjection

allows the introduction of such big molecules,

larger than 100 Kbp, the efficiency of the procedure

greatly decreases with the increase of DNA size and

a significant part of the resulting transgenic animals
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Transgenic Livestock Technologies. Figure 3

Generic structure of a transgenic vector. Beside the expression cassette for the Gene of interest (promoter, CDS and polyA

site), additional sequences may be useful to increase the integration frequency of the vector (transposon-derived IS) or to

support its regular expression (Insulators). Some features, like drug-resistance genes, are required for isolating cell clones

but their persistence in the resulting transgenic organism is undesirable. They can be ablated by means of exogenous

recombinases (From [141])
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integrates only fragmented transgenes, due to shearing

of DNA during injection and/or its enzymatic degra-

dation before going into the chromosome. To improve

the transfer of large DNA fragment into the genome,

specific procedures have been developed, like the ICSI-

mediated Gene Transfer (see below). Besides the selec-

tion of the gene and its regulatory sequences, additional

features may be inserted into the transgenic vector. In

case the transgene has to be introduced in cultured

cells, it is often required the insertion of a selection

cassette, providing resistance to a specific xenobiotic.

As the integration of the vector in the genome of the

cell is quite a rare event, the addition of a xenobiotic to

the culture medium allows to grow only the

transformed cell, that become resistant to it, and to

eliminate the rest of the culture.

On the other hand, as the residual presence of this

cassette in the transgenic animal may be deleterious or

undesired, such cassette may be “floxed” (flanked by lox

sites) for a subsequent removal through transient expres-

sion of Cre recombinase [86] (see further below).

Random integration of the transgene into the

genome is recognized as the main source of variability

in the expression of the exogenous genes, due to the

influence of flanking genomic regions that may affect

the expression pattern of the transgene or “switch it

off” by epigenetic silencing. To avoid this behavior,
insulator sequences may be inserted to shield the trans-

gene from the influence of the chromosomal location

[87–90]. Such insulators, called Matrix Attachment

Regions (MARs), bend the transgene in a single tran-

scriptional domain bound by its ends to the nuclear

matrix. Additional features of the DNA construct can

confer to the vector the behavior of a transposon,

being recognized by a transposase that can be

cotransferred or transiently co-expressed with the

gene during gene transfer. This strategy will be

described further below.
Transferring the DNA into the Cell

Pronuclear Microinjection

Pronuclear microinjection is now less commonly used in

livestock, having been largely replaced by more efficient

and less expensive techniques, after the demonstration of

the possibility of cloningmammalians by nuclear transfer

[10, 91]. Previously, microinjection was considered the

most reliable technique to generate transgenic large

animals, albeit inefficient and quite expensive in large

animals. In vivo production of zygotes provides very

viable embryos, but is an expensive approach. The data

reported by Krimperfort concerning the generation of

the first transgenic calf in 1991, starting from in vitro
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produced embryos, evidenced the huge effort made in

generating this animal.

Two thousand four hundred and seventy (2,470)

oocytes were matured and fertilized in vitro to give 1154

zygotes that underwent microinjection; among them,

only 129 developed and were transferred in 99 recipient

cows. Twenty one (21) calves were born, only two of

which were bearing the transgene. One of them died at

birth. The other, a male called Herman, grew to adult-

hood and was mated, because its transgene, coding for

human lactoferrin, was designed to be active into the

mammary gland of transgenic cows. Sadly, the expression

of this gene in the milk of Herman’s daughters was

extremely low, making the whole project useless. At the

time, the cost of the whole procedure for producing such

transgenic bull was estimated around 500,000 dollars.
2. DNA is introduced into 1-cell
embryos. Development of most of

microinjected embryos is
impaired by microinjection

1. Zygotes are
produced In vivo by
superovulated sows

3. Microinjected zyg
are transferred to s

Transgenic Livestock Technologies. Figure 4

Transgenic production by pronuclear microinjection One-cell

zygotes shows high viability but their production in vivo is so

pronuclei and DNA is microinjected into one of them. Microin

are transferred in synchronized sows. The proportion of transfe

is low and variable, moreover only small fraction of them carrie

The overall efficiency of this procedure in terms of living transg

(From [141])
Different factors may affect the expression of

microinjected transgenes, considering that they inte-

grate in random sites of the host genome. The disad-

vantage compared to what happens for gene transfer in

cultured cells, in detecting the transgene integration

ahead of embryo transfer, although possible, is not

practically convenient following pronuclear microin-

jection, let alone the assessment of its expression.

For this reason, most of the animals resulting from

microinjection protocols are non-transgenic (Fig. 4).

Last but not least, obtaining embryos bearing

targeted transgene integration, until recently, was con-

sidered nearly impossible by this approach. DNA inte-

gration upon standard microinjection is achieved

mostly via NHEJ, resulting in a random positioning

of the transgene into the genome and a consequent
4. Some of the newborn piglets
carry the transgene

otes or 2-cells embryos
ynchronised recipients

embryos are recovered from superovulated females. Such

mewhat expensive. Embryos are centrifuged to reveal

jection of DNA affects embryo viability. Surviving embryos

rred microinjected embryos developing to viable offspring

s the transgene. The pattern of expression is unpredictable.

enic/microinjected embryos usually ranges from 1% to 4%
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unpredictable effect of the flanking regulatory elements

on the expression of the transgene itself. Recent

advances in enzymatic engineering has demonstrated

the possibility to overcome this limit obtaining the

targeted integration of a transgene by means of Zinc

Finger Nucleases [92] as discussed below.
Sperm-Mediated Gene Transfer (SMGT)

In 1989, Lavitrano and colleagues reported a new

approach to generate transgenic mice based on pre-

incubation of spermatozoa with exogenous DNA

followed by in vitro fertilization [15]. This unconven-

tional approach was accepted with skepticism by many

scientists working in the field of transgenesis [16, 93].

In spite of that, other authors reported success in

obtaining transgenic animals by variations of SMGT

protocol [94, 95]. After few years, the same technique

was adapted to the production of transgenic pigs bear-

ing a hDAF transgene [94–96]. The benefits of this

technique, compared to pronuclear microinjection,

are low cost and ease of use. Nevertheless, the insertion

is still random and the transgene can be rearranged,

thus affecting the expression levels. The long-term

expression of the transgene remains controversial [97].
ICSI-Mediated Gene Transfer (ICSI-MGT)

ICSI-mediated gene transfer is a technique sharing

some analogies with SMGT and microinjection, where

both the transgene and the sperm head are introduced

with a micropipette into the cytoplasm of the oocyte

[47]. In mice, ICSI-MGT is more efficient than stan-

dard microinjection and can be particularly effective

when a large construct (ranging from 100 kb to more

than 0.5–1Mb, i.e., YAC, BAC, microchromosome) has

to be transferred [98]. Together with the use of poly-

amines to condense DNA, the large size of

the micropipette used for injecting the sperm head

preserves DNA integrity minimizing mechanical

shearing.

Although assisted reproductive technologies

(Fig. 1) in pig still suffer some limits, possibly due

to specific requirements in embryo culture condi-

tions yet to be defined, some researchers succeeded

in producing transgenic pigs by co-incubating sperm

with a DNA vector and microinjecting the
spermatozoa directly into the ooplasm. After the

transfer of 702 embryos into 5 gilts, 2 out of 35

fetuses recovered were transgenic. In vivo production

of zygotes provides very viable embryos, but is an

expensive approach and requires the use of animals.

Nevertheless, this is the preferred source of embryos

for this procedure, because microinjection by itself

heavily impairs the subsequent embryonic develop-

ment and decreases the number of newborns follow-

ing embryo transfer [99].

Viral-Mediated Transgenesis

During their life cycle, retroviruses are able to enter the

cytoplasmic membrane of a target cell by binding spe-

cific receptor, to reach the nucleus and to retro-

transcribe a DNA molecule using their RNA genome

as a template. This DNA molecule will often integrate

into the host genome.

Mimicking such behavior, retroviral-derived vectors

have been engineered to carry a specific transgene to be

integrated into the target genome, but lack the genes

required for completing their replicative cycle. Such ret-

roviral vectors, initially developed to target somatic cells

for human gene therapy, can also infect preimplantation

embryos, providing that the zona pellucida is removed or

at least breached, since it is a barrier to the viruses. The

retrovirus integrates its complementary DNA into the

genome of the embryo. The cell cycle of the infected cell

may be susceptible or not to integration depending on the

origin of the selected viral vector. For this reason, early

trials with retroviral vectors resulted in mosaic animals,

due to the failure of these vectors to enter the genome

during one-cell stage but only during subsequent embryo

divisions. A more recent generation of viral vectors is

based on the structure of lentiviruses like HIV. Lentiviral

gene transfer is extremely efficient, with 80–100% of the

animals being born transgenic after oocyte or embryo, or

somatic cell culture infection@ [100]. Lentiviruses have

been used in a variety of experiments to transduce cells

with various transgenes. These experiments include

siRNA knock-down for stem cells and for somatic

cells, and nuclear transfer (see below) for generating

desired modifications. Lentiviral transgenesis is one of

the main techniques currently proposed for somatic

gene therapy. Such approach is associated with known

risks and observed limits. During clinical trials, retro-

viral transgenesis has been associated with oncogene
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activation by insertional mutagenesis [101, 102]. To

reduce this risk, the interest of the researchers is moving

toward replication-deficient vectors [103]. An additional

concern about the use of lentiviral vectors is their possible

recombination with latent wild retrovirus to generate

unpredictable infectious or mobile particles. Among

virus-derived vectors, lentiviral (LV) have the property

of infecting cells both during replication and in quiescent

phase. During lentiviral-mediated transgenesis, the use of

some drugs like cytokines or proteasome inhibitors can

increase LV gene transfer [60, 104]. Santoni de Sio and

colleagues [104] have shown that human hematopoietic

stem cells (HSCs) can be transduced to high efficiency by

a short exposure to LVs in the presence of SCF, TPO, IL-6,

and Flt3L. Moreover, it was shown that the proteasome

restricts LV transduction in HSCs and that using the

reversible peptide–aldehyde proteasome inhibitor

MG132 and the peptide-boronate inhibitor PS-341 dur-

ing the LV-GFP transduction period, there is a substantial

drug-dose-dependent increase in the frequency of trans-

gene expressing cells and in their mean fluorescence

intensity [104].

The use of lentiviral vectors for transgenesis results in

a significant degree ofmosaicism among transgenic new-

borns, due to the possible multiplicity of integration

events during the first cleavages of the embryo [105].

Even though lentiviral vectors enter as a single copy

into their insertion site, their integration mechanism is

very efficient, frequently resulting inmultiple copies inte-

grated in different part of the genome and in a complex

pattern of transmission to the offspring [105]. Due to

their random positioning into the chromosomes,

lentiviral vectors may still undergo epigenetic silencing

by methylation [106]. Another class of effective vectors

for transgenesis was derived from the adeno-associated

virus (AAV). AAV-derived vectors have the advantage

to cross the cell membrane delivering single stranded

DNA molecules straight to the nucleus. Some adeno-

associated viruses are peculiar in their behavior of

targeting specific integration site in the host genome

[107]. Adenoviral ssDNA shows a high effectiveness in

integrating into the host genome through homologous

recombination, even in somatic cells [108, 109].

Recently, Rogers et al. produced a CFTR-null pig

using AAV-mediated gene targeting and SCNT [110,

111]. These authors generated a pig with both null

(knock-out) and DF508 (knock-in) modifications.
Gene targeting using the AAV approach has resulted

in a very efficient strategy for obtaining knock-out of

the CFTR gene that is not expressed in fibroblasts.
Somatic Cell Nuclear Transfer

Somatic cell nuclear transfer (SCNT) has become the

leading tool for generating animals from GE somatic

cells (Fig. 5). SCNT works better in pigs than in other

large animals [112, 113]. A recent innovation to make

the technique user-friendly is the zona-free system. After

zona removal, enucleation can be performed with

a micropipette, for subsequent zona-free fusion, activa-

tion, and culture [113, 114], or by cutting the cytoplasts

for handmade cloning [115, 116]. Major limitations are

represented by the lack of embryonic stem cell (ESC)

technologies. Somatic cells are currently being used in

the procedures, but they have a limited life span, thus

restricting the time the cells can be cultured in vitro for

genetic engineering. Fibroblasts (both from fetal and

adult origin) have a fine life span and can undergo

a maximum of 40–50 population doubling in vitro

while maintaining a normal kariotype. Such number of

population doublings allow only for a round of cell

transfection followed by drug selection to identify

a clonal cell population with the desired modification.

In fact by the time this has been achieved, the cells have

spent most of their proliferative capacity and have to be

used for SCNT before they reach complete senescence.

So, the use of fibroblasts limits this approach to one

modification in vitro at the time since they would not

survive a second round of transfection. After SCNT, the

fibroblasts are rejuvenated and have fully restored their

proliferative capacity. At this point, cloned fetuses are

recovered to establish a new fibroblast cell line that can

be then subjected to a new round of geneticmodification.

This process can be repeated several times with appar-

ently no adverse effects [59]; however it requires time and

animals. Relating to this topic, recent reports describe the

derivation of induced pluripotent stem cells (iPSC) from

pig fibroblasts [117–119], however the objective is still

far since culture conditions to maintain livestock

embryonic stem cells are not known (further discussed

below). The opportunity of performing the whole

genetic engineering on cell cultured in vitro and finally

transferring the manipulated genome to the enucleated

oocytes allows selection for gene targeting events, both
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Transgenic Livestock Technologies. Figure 5

Transgenic production by SCNT. The transgene is transferred into the genome of cultured fibroblasts. Transgenic cell

clones are isolated and characterized. This first step is relatively inexpensive. A more accurate prediction of the transgene

expression is possible. Next, embryos are reconstituted by SCNT, cultured and transferred in synchronized sows. Although

the viability of cloned embryos is variable but usually poor, all of the resulting newborns are transgenic (From [141])
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for knocking out an unwanted gene or for knocking in

a transgene in a predetermined reliable position,

guaranteeing its best expression.

A similar model, implementing the 1,3 galactosil-

transferase knockout in pigs was developed by Takahagi

and colleagues that knocked out the first allele of this

gene in porcine fetal fibroblast already expressing

hDAF and N-AcetylglucosaminylTransferase -III

(GNT-III) [120]. In a further step, the authors selected

cultures for spontaneous null mutations of the second

allele occurring in vitro, and used these cells for nuclear

transfer. In this way, the resulting cloned pigs were

transgenic for hDAF and GNT-III on a 1,3 galactosil-

transferase null background [121].

SCNT technology overcomes many limitations of

previous procedures, making possible the gene targeting

approach to livestock genome and providing a less
expensive way to perform genetic engineering. Indeed,

most of the cost and the efforts related to transgenic

technology applied to large animal are derived from

housing animals, preparation for embryo transfer up to

the birth and weaning of the newborn animals.

The opportunity of using cell clones fully charac-

terized in term of transgene integration and expression,

guaranteeing 100% of transgenics among born ani-

mals, greatly increases the efficiency of the protocol

and drops the costs when an ubiquitous or inducible

promoter is used and the expression is maintained in

subsequent generations through germ line develop-

ment (Fig. 6) [112]. On the other hand, SCNT is not

the final solution for every problem, as most of the

matter concerning the proper activity of the transgenes,

with regard to its temporal and tissue-specific expres-

sion, still needs to be completed on the whole animal.
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Successful selection of GFP transgenic cells and transmission through the germline of the transgene to the next

generation. Clonal fibroblasts selected for high expression of GFP (a), GFP expression in embryos after SCNT (b) and in the

resulting animal (c). Fetuses obtained after breeding the GFP boar to a wild type sow (d). Fetus D1, D2, D3, D4 are

transgenic and express the same high level of GFP of the original boar, D5 is a wild type fetus negative for GFP (From [141])
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Possible improvements to overcome these problems are

offered by recent advances in genetic engineering.
Emerging Technologies

Several new technologies becoming available may be of

great benefit in the future to make GE large animals.
Induced Pluripotent Stem Cells (iPS Cells)

In 2006, a breakthrough study [65] demonstrated that

viral transduction of a handful of genes (Oct4, Sox2,

Klf4, and c-Myc) can reprogram mouse embryonic

fibroblasts into ES cell-like cells which carry all the

molecular features of true embryo-derived ES cells

including the ability to give rise to germ line chimeras.
The following year the generation of human iPS cells

was achieved [122, 123] using slightly modified trans-

duction methods and set of genes. Since then, several

groups have contributed to the field with new combi-

nations of reprogramming genes, cell types, and viral

and nonviral delivery systems. More recently, the addi-

tion of small molecules acting on chromatin structure,

such as valproic acid, a histone deacetylase inhibitor

has allowed further progress by showing that only Oct4

and Sox2 are required for reprogramming of human

fibroblasts [124]. Several other small molecules acting

on chromatin or on specific signaling pathways have

been investigated to improve the efficiency and safety

of iPS cells technology (see as review [125]). In

large animals, attempts to derive iPS cells have been

made resulting in a few reports about induced
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reprogramming of pig fibroblasts [117–119]. Although

promising data have been presented, the evidence

of full reprogramming, measured by sustained

activation of endogenous genes and silencing of

reprogramming genes, has not been achieved. Most

likely, the lack of robust procedures for the establish-

ment embryo-derived ES cells in large animals rep-

resents a major limit also for the development of the

iPS cells technology. More detailed knowledge on the

role of pluripotency genes in the early embryo is

needed to advance the field of induced pluripotency

not only in the mouse [126] but also in large animal

species.
Enzymatic Engineering

Transposons Transposons, called also “jumping

genes” are mobile genetic elements; class II transposons

are small segments of DNA able to move across the

genome of a cell from one region to another, by means

of the action of enzymes (transposase) encoded within

the transposon itself or supplied in trans by another

source (Fig. 7). Transposons have been found in many

living organism, from bacteria to plants and animals.

The simplest autonomous replicating transposons in

vertebrates, like those belonging to TC1/Mariner class,

are composed by two inverted terminal repeat flanking

a sequence coding for a specific transposase. Although

the movement of transposons across different organ-

ism does not seem to be a common capability,

philogenetic studies strongly suggest that “jumps” of

transposons across species have happened during evo-

lution [127]. Modified transposons, like “Sleeping

Beauty” and “PiggyBac” have been largely used for

precise and efficient delivery of DNA expression cas-

settes in vertebrate cells. Sleeping Beauty (SB) belongs

to the TC1/Mariner class of transposons and these

transposases require a TA dinucleotide base pair as

integration site, a sequence that is duplicated during

the integration process. The SB transposon system

consists of two components: (1) a defective transposon,

made up by gene of interest flanked by inverted

repeats (IRs) but lacking the transposase gene, and

(2) a source of transposase. During transposition, the

SB transposase recognizes the ends of the IRs and

excises the transposon from the delivered plasmid

DNA inserting it in to another DNA site.
In a recent study, it was shown that co-transfection

of PEGE cells with Sleeping Beauty (SB), Passport (PP)

Tol2 and PiggyBac (PB), with their corresponding

transposase expression constructs, resulted respectively

in 13.5-, 5-, 21-, and 28-fold increases over transfection

without transposase [128]. In addition to increasing

the efficiency of integration, transposase-mediated

transgenesis precisely integrates a single copy of the

transposon into one or more locations in the genome,

avoiding transgene concatemerization that can cause

shutdown of gene expression.

Cre/LoxP Recombinases The integration site of

a transgene strongly influences its expression pattern.

To overcome the gamble of a random integration, it

is possible to target the insertion of the transgene

to a transcriptionally active location of the genome,

avoiding the risks of both silencing the transgene

and disrupting an endogenous gene (insertional

mutagenesis).

One possible strategy to obtain this goal is the

use of phage recombinases like Cre or FLP that

catalyze a conservative DNA recombination event

between two short recombinase recognition sites

(RRS), loxP and FRT (Fig. 8), respectively. Such

enzymes, used by bacteriophages during their infection

cycle, allows the excision or inversion of the DNA

between two RRSs, depending on their orientation

[128]. The artificial modification of the sequences

of the parental RRSs has allowed to develop the

so-called Recombinase-Mediated Cassette exchange

(RMCE), a protocol to modify a specific locus in

the genome after an initial “tagging” by the intro-

duction of a pair of incompatible RRSs [129]. In this

way, (1) a cell line is modified by inserting a RRS-

flanked reporter gene in different random position,

(2) the deriving clones are screened to select the one

presenting the best integration site, and (3) the gene of

interest can be exchanged with the reporter to assure its

proper expression. A predictable modification of the

genome may be realized by driving the process of DNA

repair through homologous recombination (gene

targeting). This process, largely used in mouse ES

cells, allows the interruption of endogenous sequences

(knock-out) or the insertion of new genes (knock-in)

in a specific locus [130, 131]. Unfortunately, the HR

pathway is much less efficient in somatic cells like
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Integrative vectors based on Transposon signals Top: Natural occurring DNA-transposons consists of a common minimal

structure represented by a gene coding for a specific transposase (TP) and two terminal inverted repeats (IRs). Following

the expression of the gene, its product is able to bind to the inverted repeats, inducing the circularization and the excision

of the complete DNA segment surrounded by IRs. Depending on the type of transposon, excision can leave small footprint

in the chromosome or restore the exact original sequence. Following excision, the circular transposon, still bound to

transposase, can integrate in a new site of the genome. In presence of transposase, both the excision and the integration

of the transposon are catalyzed. Some transposons, like PiggyBac, prefers transcriptionally active genomic region for their

integration. Bottom: A Transposon-derived vector is represented by a transgene flanked by a pair of IRs, but lacking the

transposase CDS between them.The integration of this vector can be obtained with high efficiency by expressing the

specific transposase in trans – on a different vector (a) – or in cis – on the same vector but by a cassette located outside the

IRs-delimited portion (b). The transiently expressed exogenous transposase promotes the integrative cycle of the vector

but, due to the absence of a stable source of protein, the integration of the vector is irreversible (From [141])
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fibroblasts, making this procedure much harder, in

particular for genes that are inactive in the target cell

type not allowing the use of gene-trap (promoterless)

approaches.

Zinc Finger Nucleases (ZFNs) Zinc finger nucleases

(ZFNs) show promise in improving the efficiency of

gene targeting by introducing DNA double-strand

breaks in target genes, which then stimulate the cell’s
endogenous HR machinery. Zing finger nucleases are

hybrid proteins containing an array of zinc-finger

DNA-binding domain and a FokI endonuclease

domain (Fig. 9). The DNA zinc-finger domains are

designed to recognize a specific sequence, inducing

a double stranded break in the target site. Such break

promotes a local DNA repair activity that is efficiently

accomplished by HR if a template with homologous

sequence is provided. Many studies have been
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allows the excision of the enclosed region when Cre is expressed (b) Heterologous Lox sites do not allow excision but

promote RMCE (Recombinase Mediated Cassette Exchange) if a vector bearing a Lox-flanked transgene is introduced

together with CRE
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developed in human and mouse cells [60, 132].

A recent paper demonstrates the possibility of generat-

ing transgenic rats by pronuclear microinjection of

specific ZFN expression vectors together with a gene

targeting construct [92].

An additional requirement in developing trans-

genic livestock is the need of expressing multiple

transgenes in a coordinate pattern in the same ani-

mal. As previously noted, protocol bringing to ran-

dom integration of multiple transgenes, often result

in similarly random level of expression, with some

transgenes working and some other not. A strategy

to speed multiple transgene integration is represented

by recent adaptation of the 2A system from foot and

mouth disease virus (FMDV) to mammalian
transgenic technology [133, 134]. In this system, the

open reading frame (ORF) consists of multiple indi-

vidual cDNAs separated by sequences encoding 2A and

furin cleavage sites. A single complex mRNA is pro-

duced and translated into a single polypeptide that is

cleaved into individual exogenous proteins at the 2A

sites.

siRNA In cells transfected with siRNA vectors,

targeted mRNAs are degraded by endonuclease activity

and the amount of protein translated may be reduced

by over 95%, thus resulting in a significant knock-

down and is an alternative approach to achieving

more complex and difficult knock-outs (KO). This

technique is particularly useful when more than one
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Homologous Recombination via Zinc Finger Nucleases (ZFNs) 1. A gene targeting DNA vector is prepared, where the

transgene is flanked by DNA sequences homologous to the target locus. In different vectors, two ZFNs are designed, each

coding for a specific DNA binding region and a FokI endonuclease monomeric domain. The two sequences recognized by

the ZFNs are positioned upstream and downstream the selected insertion site in the target locus. The ZFN is introduced

into the cell by microinjection, electroporation or transfection of a DNA expression vector or of a mRNA transcript. 2. The

mRNAs are translated in two Zinc Finger Proteins. Each “finger”motif of the ZFN recognizes a sequence of three nucleotide

(in this example, three “fingers” recognize a 9 bp target). A single ZFN binding to the DNA does not produce any effect.

3. When both the ZFN bind the DNA at the right distance, FokI domains can dimerize and produce a Double Strand Break

in the target site. 4. DNA repair on the DSB can proceed through the NHEJ pathway, but, due to the availability of

homologous sequences provided by the targeting vector, can also follow the route of Homologous Recombination

5. By Homologous Recombination, the transgene is introduced into the target site. The endogenous allele and the vector

backbone sequences are lost (From [141])
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copy of the endogenous gene is present and the usual

KO approach is not feasible. This is indeed the case of

pathogens like porcine endogenous retrovirus (PERV)

[135–137]; for example, “knock-down” of PERV

expression has been shown in transgenic pigs

expressing siRNA corresponding to the viral pol2

sequence [138]. This approach could even be of interest

in generating transgenic animals resistant to specific

viral pathogens, by steady expression of virus-

inhibiting siRNA molecules in their cells.
Future Directions

The GE of livestock is slowly making progress toward

possible applications both is science and industry. SCNT

has been the major advancement in this field for the last

25 years. Nevertheless, many are the issues that need to be

addressed to make GE of livestock robust, reproducible,

and affordable. Assisted reproduction techniques are

continuously improved and refined, however, the avail-

ability of true embryonic stem cells is still the one of the
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limiting factors for precise GE and the recent report of

alternative sources like iPS cells have yet to prove their

value for this purpose and it might take a long time

before they become a reality. The designing of more

effective DNA delivery vectors relies on the sequence of

the genome. In livestock, this is lagging behind that of the

human or mouse, therefore, it is not always possible to

translate discoveries made in those species to livestock

unless genomic information are generated by homology

and partial sequencing. The ability to target the insertion

of the transgene into a locus on a chromosome to assure

its expression also through generations would be

a significant advancement since today few of the GE

livestock expresses the inserted transgene at the level

desired and the expression is often not stable.

The ability to target specific genes either by knockout

through HR or knockdown by siRNA, will make it pos-

sible to develop functional genomics (i.e., understanding

the function of a particular gene) in mammalian species

closer to the human other than themouse and to generate

large animal models of human diseases, especially for

those diseases that the mouse model has failed to repro-

duce the human phenotype [110, 139]. Animal models

are required both to understand the pathogenesis of

a disease, to develop and test possible new therapeutic

approaches to it. Biotechnological application of GE

animals again for biomedical application include the

field of xenotransplantation, i.e., the possibility to

transplant tissues and organs from one species (usually

the pig) to humans [140, 141]. This requires multiple

GE tomake pig organs accepted by the human immune

system. Another biotech application is the GE of live-

stock to express antibodies or proteins that have

a therapeutic use in human cancer or other diseases

[59] in sufficient quantities and affordable costs that

would not otherwise be possible by other means.

Although the biomedical field is the more advanced

and more receptive for this new technology, there are

also potential applications in agriculture for breeding

and selection of livestock. Proof of principle have been

already obtained for increasing yield in cheese produc-

tion [62] or better quality pork meat [142] as well as for

disease resistance [61, 138].

GE of livestock is an expanding area of research

with great potential for applications in the biomedical,

biotechnology, and agricultural fields. This technology

provides a tremendous potential to select and breed
animals with specific genetic makeup much faster than

by conventional breeding schemes; however, this will be

possible when full understanding of the underlying

biological mechanisms will be known.
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Glossary

Arabinoxylan A polymeric backbone of b(1,4)
linked xylose residues with attached

C(O)-2,3-linked arabinose residues that is found

mainly in cereal grains. It becomes highly viscous

when dissolved in the gastrointestinal tract and is

not digested by monogastric animals.

Eutrophication A process where water bodies receive

excess nutrients especially as phosphorus or nitro-

gen that stimulate excessive plant and algal growth

resulting in reduced water quality.

b-Glucan A polymer found primarily in cereal grains

consisting of b (1,3:1,4) linked glucose residues that

becomes viscous on solubilization in the gastroin-

testinal tract and is not digested by monogastric

animals.

Glycanase Any enzyme that catalyzes the hydrolysis of

a glycan, which includes glucanases and xylanases

of all types.

Phytase Any type of phosphatase enzyme that cata-

lyzes the hydrolysis of phytic acid releasing

phosphate molecules.

Phytic Acid Inositol hexakisphosphate (or phytate

when in the salt form) is the principle storage

form of phosphorus in many plants. It

accounts for 50–80% of the total phosphorus

present and is poorly digested by monogastric

animals.
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As the world population increases, there is an increas-

ing demand for food including both plant and animal

products. The demand formeat andmilk are increasing

at a faster rate than for plant products because of

increased wealth in developing countries. Intensifica-

tion of livestock production to satisfy the demand is

exacerbating the deleterious impact of intensive animal

agriculture on the environment and new approaches

are needed to reduce the impact. One approach is

through the development of transgenic animals that

have a smaller environmental footprint. At present

there are no transgenic livestock in production. Trans-

genic livestock that have reduced environmental

impact have been developed, but most proposed strat-

egies are at the early stages of development. Physiolog-

ical modifications that would reduce the impact of

livestock include changes to improve feed utilization,

increase growth and increase disease resistance, reduce

manure output, and decrease greenhouse gas produc-

tion. Obviously an essential factor is that the changes in

physiology of the transgenic animal must have no

deleterious effect on health, welfare, performance, and

the environment.
Introduction

Environmental Impact of Livestock

Demand projections point to increases of global meat

consumption of 68% and of global milk consumption

of 57% of the 2000 base period by 2030 [26, 83]. While

agriculture could be considered a “green” industry

which uses solar energy to produce food and fiber for

human use, it has also become a serious threat to

global ecological systems. Currently forest losses in

tropical countries is largely due to conversion to agri-

cultural land to increase global grazing and cropland

dedicated to the production of feed that already

amounts to approximately 70% of all agricultural

land [84]. The trends are illustrated by Fig. 1. Livestock

production is a major cause of greenhouse gas produc-

tion, particularly methane production, and as well is

a major source of pollution due to the extensive use

of pesticides, antibiotics, and nutrients (nitrogen,

phosphorus, and minerals) that result in increased
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eutrophication with deterioration in water quality in

many countries [87]. The major challenge for animal

agriculture in this century is to sustain and increase meat

and milk production without further degrading the

environment.

Production of meat from monogastric animals,

mainly swine and poultry, has increased 103% over

the period from 1987 to 2007 compared to ruminant

meat production that increased by 28% [27]. The shift

to monogastric species and continued productivity

gains have the potential to reduce environmental

impact per unit of animal production in the future,

but with overall production increasing, serious pollu-

tion concerns remain. The issues and options in

addressing the environmental consequences of

a growing livestock sector are clearly enunciated in

a paper by Gerber et al. [30].

Selective breeding of animals has greatly improved

commercial performance of livestock and is especially

useful for improvement of multi-gene traits. Yet, selec-

tive breeding is a slow process, depending on the rate of

animal reproduction and can only operate on alleles

and genes present in animal population with little
control over what to express, where, when, and how

much. Continuous selection for a particular trait may

result in decreased genetic variability in the locus and

decrease ability for further selection. For example, only

a few proven bulls produce the majority of offspring in

the world Holstein populations and similar reduced

breed diversity in US swine and poultry is a cause for

concern [56]. It is also difficult to introduce beneficial

alleles from rare breeds into existing commercial popu-

lation because it leads to decreased performance for

economically important traits. In contrast, animal

genetic engineering allows precise introduction of new

alleles from rare breeds, novel genes from evolutionary

distant species, or even completely artificial genes with

control of the time, place, and amount of gene expression

in an animal. Furthermore, a transgenic animal is a self-

replicating high-tech animal – it might be expensive to

produce but it is cheap to propagate.

Reducing the impact on the environment through

animal transgenesis can take many forms (Table 1), for

example, improving the overall feed digestion by the

animal or reducing the excretion of a specific nutrient

such as phosphorus. More subtle means of improving

the efficiency of animal production could include

enhanced disease resistance or even improving the

nutritional quality of the meat since it would increase

the product value.
Swine

Growth and Improved Digestion The first trans-

genic food animal developed that exhibited a trait

consistent with a reduced environmental footprint

was the transgenic line of pigs developed by Pursel

and colleagues [64]. These pigs contained an increased

level of bovine growth hormone that gave rise to an

18% increase in feed efficiency and an 11–14% increase

in growth rate (Table 1). These improvements obvi-

ously decreased manure production per unit of body

weight gain. Unfortunately, the pigs exhibited lame-

ness, stress susceptibility, gastric ulcers, and other

health problems that negated the unique improve-

ments observed, but the study documented that the

problem was due to overproduced growth hormone.

In a separate study by Nottle et al. [57], the level of

growth hormone was controlled by using an inducible

promoter, a modified human metallothionein
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overall performance and reduce environmental impact

Species Trait Protein/RNA; Transgene Reference

Pig Phosphorus metabolism Phytase; PSP-APPA [33]

Pig Increased growth Growth hormone; hMTpGH [57]

Pig Increased growth Insulin-like growth factor; (mMT-HIGF-1) [65]

Pig Increased lactose in milk a-lactalbumin; bovine a-lactalbumin [90]

Pig Influenza resistance Mx protein; mMx1-Mx [53]

Pig,
Cattle

Disease resistance IgA; mouse a and x chains [46]

Cattle Avoids spontaneous prion
occurrence

Knockout vectors pBPrP(H)KOneo; pBPrP(H)KOpuro [73]

Cattle Staphylococcus aureus
resistance

Lysostaphin; b-lactoglobulin promoter linked to lysostaphin,
neomycin resistance, and GFP

[88]

Cattle Mastitis resistance Human lactoferrin in milk [79]

Goat Reduced mastitis and
healthier kids

Human lysozyme; As1-casein promoter-hLZcDNA [38]

Sheep Visna virus envelope Visna LTR-env [14]

Sheep Ovine prion locus Homologous recombination [21]

Sheep Increased growth Ovine growth hormone; metallothionein promoter [1]

Chicken Influenza virus resistance Chicken U6 promoter; cRNA binding site influenza virus polymerase [49]
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promoter fused to the cDNA sequence for the porcine

growth hormone. They documented improved growth

of founder animals as compared to non-transgenic

littermates, but the study was not carried beyond litter

mates. Later, Pursel and colleagues [63] developed

transgenic pigs that expressed insulin-like growth

factor I (IGF-I) to determine whether directing the

expression of IGF-I specifically to striated muscle

would enhance lean muscle growth in pigs. However,

they observed only a decreased daily rate of fat accre-

tion in the transgenic pigs as compared to the rate in

the unmodified pigs. This may be explained by the

observation that transgenic modification of a trait

that has already undergone intensive selection through

traditional breeding and is a metabolic process with

multiple effects can have unexpected and in some cases

deleterious outcomes [22].

A different approach to enhancing growth rate

of pigs was achieved by the introduction of the

bovine a-lactalbumin gene into pigs. Sows containing
the a-lactalbumin gene produce an increased concen-

tration of lactose in milk during the early lactation that

increases the growth rates of piglets [55, 90]. This

novel transgenic modification improves efficiency of

production by either allowing earlier weaning or

more robust piglets at weaning.

Phosphorus is a key nutrient for all living things. At

the same time, phosphorus mining damages the envi-

ronment, and phosphorus-induced eutrophication

leads to harmful algal blooms, decreased biodiversity,

and changes in species composition. In addition, the

global supply of mined phosphorus is running out and

some estimate that within 30–40 years there will not be

sufficient phosphorus to meet agricultural demand

[16, 76]. Manure is a valuable organic fertilizer, but

the high phosphorus (P) concentration in relation to

the nitrogen (N) content is problematic. A desirable

N/P ratio for plant growth is 6.0 for an increment in

yield, [42]. This ratio is derived by using the N and P

concentrations after losses due to volatilization, which
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is primarily an N loss. In contrast, the N/P values for

manure from pigs, dairy cattle, and poultry are approx-

imately 0.96, 2.6, and 1.7, respectively. Therefore

manures from pigs, dairy cattle, and poultry are 6.3,

2.3, and 3.4-fold enriched in phosphorus in relation to

nitrogen utilized by cereal grain crops. This documents

the doubly serious impact of excess P relative to N in

the manure for land spreading. To decrease phospho-

rus-induced eutrophication caused by the high phos-

phorus content of pig manure and to reduce the need

for supplemental phosphorus in the diet, Golovan and

colleagues [33] developed transgenic pigs expressing an

Escherichia coli phytase driven by the mouse parotid

secretory protein promoter that gave rise to phytase

production in the salivary glands (Fig. 2). Phytase,

secreted by the parotid gland in the saliva, mixes with

the incoming food particles during chewing and

hydrolyzes phytate in the acidic environment of the

stomach-releasing phosphate that is readily absorbed

in the small intestine. Since the dietary phosphorus

requirement of the transgenic pigs can be satisfied by

the cereal grain diet without inclusion of either supple-

mental P or supplemental microbial phytase, there is an

overall decrease in P excretion in the feces and urine

that will enter the environment [33]. A line of these

phytase pigs currently in the eighth generation
Transgenic Livestock, Decreasing Environmental Impact of.

High phytate feed consumption by the EnviropigTM
exhibited salivary phytase activities at a levels similar

to that of the founding transgenic pig, and excrete

30–65% less phosphorus in the manure depending

upon the stage of growth and diet consumed. Trials

have documented that the phytase pigs have similar

reproductive characteristics, health, and growth rates

to that of conventional pigs (Forsberg, unpublished

data). The pig parotid secretory protein promoter was

also tested [95], but the salivary phytase production in

mice was not as efficient as that described by Golovan

et al. [32] for themouse PSP promoter. It would be very

instructive to assess the efficacy of the pig PSP pro-

moter driving phytase synthesis in the pig.

Cereal grains and plant protein supplements have

an imbalance of amino acids with an excess of nones-

sential amino acids and lesser amounts of the essential

amino acids lysine methionine and threonine [58].

This imbalance results in high excretion of nitrogen

from nonessential amino acids, and the swine ammo-

nia emission metric (kg livestock�1) is higher than

either beef or dairy cattle [10]. Ammonia emissions

are substantially reduced by inclusion in the diet of

essential amino acids lysine, methionine, and threo-

nine. Endowing pigs with the selected ability to syn-

thesize essential amino acids in the appropriate

proportions would decrease the need for protein
Figure 2
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supplements and would also decrease the excretion of

ammonia arising from degradation of nonessential

amino acids. To test this thesis, Rees and Hay [71]

genetically modifiedmouse 3T3 cells by the introduction

of a chimeric gene containing the coding regions of the

E. coli gene for aspartokinaseI/homoserine dehydroge-

nase I and the Corynebacterium glutamicum gene for

aspartic semialdehyde dehydrogenase subcloned into a

Simian virus 40 based mammalian expression vector.

These cells produced homoserine. By transfecting these

cells with the plasmid pSVthrB/c containing genes cod-

ing for homoserine kinase and threonine synthase, the

modified cell line expressed the complete pathway for

the synthesis of threonine from aspartic acid, and the

cell line no longer had a growth requirement for

threonine. Therefore, by using the appropriate pro-

moters with these genes it should be possible to pro-

duce genetically modified pigs/animals with the innate

endogenous capacity to synthesis the essential amino

acid threonine. The introduction of genes for the

endogenous synthesis of methionine and lysine would

be highly beneficial; unfortunately, the development

of transgenes appropriately regulated to make each

biosynthetic pathway function in tissues will be

a daunting task because methionine synthesis requires

four additional genes coding for enzymes that convert

of homoserine to methionine. Lysine synthesis would

require as many as nine genes coding for enzymes in the

pathway beginning with aspartic acid (http://www.

genome.jp/kegg/pathway/map/map00300). Alterna-

tively, it might be possible to improve utilization of

essential amino acids present in feed by increasing ileal

digestibility (phytase, cellulase), absorption from gut

(amino acid transporters), or even by increasing pro-

portion of gut microorganisms responsible for synthe-

sis of the essential amino acids by developing selective

attachment receptors or by suppression of competitors

using antimicrobial proteins.

Cereal grains and plant protein supplements con-

tain indigestible structural carbohydrate components

including b-glucan and arabinoxylan that are not

digested by nonruminant species and are mainly

excreted in the manure. It has been shown that supple-

mentation of the diet with exogenous b-glucanase and
xylanase improves growth of the piglets [23]. However,

supplementation of grower diets with glycanase

enzymes has given mixed results. In a study by
Nyachoti et al. [59] no beneficial effect was observed

by the inclusion of glycanase while Ji et al. [40]

observed a distinct beneficial effect on digestion.

The beneficial effect of supplemental glucanase was

the basis for testing whether this class of enzymes can

be expressed in animals to enhance digestion. To test

this hypothesis a transgene composed of the mouse

pancreas–specific amylase 2.2 promoter and the asso-

ciated signal sequence was linked to the Bacillus subtilis

endoglucanase with a 30polyadenylation sequence. The

transgene was introduced into mice by pronuclear

microinjection. Offspring containing the transgene

expressed the endoglucanase gene in the pancreas and

secreted the truncated, but active glucanase into the

small intestine [96]. Ohnishi et al. [60] showed that

overexpression of the Rab3D upregulated amylase

secretion from the pancreatic acini of transgenic mice;

therefore it is possible this technique could be used to

further enhance glycanase synthesis and secretion from

the pancreas into the small intestine. Together with

a report by Hall et al. [35] describing the transgenic

expression of a Clostridium thermocellum thermostable

glucanase in the pancreas of the mouse using an

elastase promoter/enhancer, these studies show the

feasibility of expressing hydrolase genes in the gastro-

intestinal tracts of livestock.

Health Status Health is a major issue in livestock

production documented by the deleterious economic

impacts [72] of current and emerging swine zoonoses

[82]. Strategies to improve resistance of swine to viral

diseases such as foot-and-mouth disease, influenza,

and porcine reproductive and respiratory syndrome

which depend on host cellular machinery include anti-

sense, decoys, ribozyme, and RNA interference

[47, 92]. Recent work on the control of the African

swine fever virus through the use of RNA interference

may soon show success [41]. To provide resistance

against a broad range of bacteria and some viruses,

Cheung et al. [11] introduced into mice the porcine

protegrin-1 using the cytomegalovirus promoter.

Protegrin is an antimicrobial peptide that targets both

gram-negative and gram-positive bacteria as well as

enveloped viruses. They showed increased resistance

to the swine pathogen Actinobacillus suis. This protein

normally is expressed in neutrophils, and the intent

in this study was to assess the effect of more

http://www.genome.jp/kegg/pathway/map/map00300
http://www.genome.jp/kegg/pathway/map/map00300
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general expression that would affect the bacteria at an

earlier stage in the infection. Introduction of this con-

struct into pigs and subsequent testing will be very

informative since subclinical infections in pigs are

a major cause of poorer feed efficiency in many

environments.
Ruminants

Enhanced Digestion No transgenic ruminants have

been reported that have a reduced impact on the envi-

ronment through enhanced growth characteristics or

reduced nutrient excretion. However, it was shown that

feeding phytase and cellulases to lactating dairy cows

resulted in reduced fecal excretion of dry matter,

neutral detergent fiber, and acid detergent fiber, and

reduced nitrogen and phosphorus in feces [43]. The

beneficial effect of supplemental enzymes was found

despite the presence of 101 distinct ruminal microbial

phytases [37] and 27,755 putative carbohydrate-active

genes, many of which presumably code for ruminal

plant cell wall degrading enzymes [36]. Because added

phytase enhances phosphorus utilization, transgenic

expression of a phytase in the salivary glands of the

cow using a promoter such as the indigenous salivary

Bsp30a protein promoter [66, 91] would seem to be

a possible strategy since Bsp30a is produced at a high

concentration in saliva. No information is available on

the Bsp30a promoter at this time; therefore back-

ground work would be necessary before testing this

hypothesis.

Whether there would be interest in exploring

the salivary production of glycanases in ruminants

is questionable since variable results have been

obtained by supplementation of diets with cellulases

[5, 6, 62].

Methane from livestock accounts for approximately

37% of the methane produced by human-related activ-

ities, and the single largest source being enteric fermen-

tation, mainly in ruminant livestock [30]. To reduce

methane production in cattle, one option proposed

was to generate transgenic cattle that produce salivary

antibodies against rumen methanogens which subse-

quently bind to and inhibit their action in the rumen

[44]. The same authors also identified the prophage

j-mru that is able to lyse methanogen cells. Secretion

of anti-methanogenic proteins in the saliva would seem
feasible from a physiological perspective as there are

several strong salivary promoters [91]. However, before

such experiments are undertaken it obviously would

be prudent to conduct feeding trials and testing for

effects on the methanogenic population and to moni-

tor the effect on the animal.

Health Disease is an ongoing drag on the efficiency in

the production of ruminant animals [72]. Mastitis has

a serious impact on milk production by ruminants [4].

To eliminate the deleterious effect of mastitis in dairy

cows, Wall et al. [88] expressed lysostaphin in the milk.

This antimicrobial protein enhanced the resistance to

Staphylococcus aureus and provisionally could help

maintain high milk production as a consequence of

reduced mastitis if the genetic modification were

accepted for commercial production. In a similar vein

Maga et al. [51] demonstrated that human lysozyme

expressed in the mammary gland of transgenic dairy

goats inhibited the growth of bacteria that cause mas-

titis and this occurs without an effect on health or

performance [38]. In a different approach Simojoki

et al. [80] genetically modified dairy cows to secrete

human lactoferrin in the milk. Again, it enhanced

resistance to mastitis infections. Other avenues to

improved performance could be through prion knock-

outs [73] and developing resistance to viruses (infec-

tious bovine rhinotracheitis, bovine respiratory

syncytial viruses, parainfluenza, bovine viral diarrhea,

rabies, and foot-and-mouth disease) through the appli-

cation of an RNA interference-based approach [47].
Poultry

Enhanced Digestion Inclusion of phytase, glucanase,

and xylanase in the poultry diet enhances feed digest-

ibility. Phytase was shown to enhance availability of

phosphorus and other minerals, and in addition, to

enhance amino acid digestibility [18]. The chicken is

reported to have a weak endogenous magnesium-

stimulated phytase activity associated with the intesti-

nal brush boarder [50], but apparently contributes little

to overall phytate digestion. Initial work has been done

to develop a secretory competent form of the enzyme

with higher activity for expression in poultry [12],

although no further work has been reported. Use of

the salivary glands of poultry as a site for transgenic
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phytase production is a possibility since these glands

have been identified [61, 75]. However, based on the

low amylase activity of the salivary glands reported for

both chickens and turkeys [39], it is questionable

whether a suitable promoter is available and a

sufficient capacity for synthesis is possible to provide

the quantity of enzyme necessary. Another possible

site for secretion of hydrolytic enzymes is in the

proventriculus using the chitinase promoter [85]; how-

ever, this would initially require the cloning and

characterization of the promoter. Introduction of any

transgene probably would involve use of either

a combinatorial cis-regulatory element [77] or

a lentiviral vector [49].

Arabinoxylanases alleviate viscosity-induced diffu-

sion constraints associated with diets containing wheat,

rye, barley, and triticale. Glucanases have a similar

effect digesting b-glucans present and small amounts

of amorphous cellulose. These glycanases were shown

to enhance the amino acid digestibility [18]. The pos-

itive action of these feed enzymes opens the possibility

for genetic modification.

Health Subclinical disease in poultry dramatically

increases the environmental impact of the birds. For

example, subclinical necrotic enteritis in broiler

chickens results in a 12% reduction in body weight

and an 11% decrease in feed utilization efficiency

[81]. Other subclinical diseases undoubtedly have

a similar impact; therefore, improving health substan-

tively reduced the environmental footprint of poultry.

The application of interference-based gene silencing

may be an effective strategy for control of Marek’s

disease, infectious bursal disease, avian leucosis, Rous

sarcoma virus, and avian influenza [47]. The report by

Lyall et al. [49] on the production of transgenic

chickens resistant to avian influenza viruses is an excel-

lent example of the use of RNA interference to reduce

mortalities of producing birds.
Issues with Expression of Novel Hydrolases in the

Gastrointestinal Tract

Novel gene products that either have been expressed in

the gastrointestinal tract of mammals, or that may be

considered for expression are summarized in Table 2.

Many phytases have been characterized and considered
as potential feed enzymes [67], although only

three phytases are illustrated as examples, the E. coli

phytase expressed in the EnviropigTM, the Avian

phytase and the rat phytase, the only phytases so far

identified in mammals, but has low activity. A variety of

xylanases and glucanases are listed. It includes high-

activity glucanases and xylanases, bifunctional xylanase/

glucanase enzymes where the same catalytic domain

hydrolyzes both substrates and chimeric enzymes.

The chimeric enzymes can have any combination of

catalytic domains, for example, phytase and

endoglucanase, xylanase and glucanase, or other combi-

nations of domains. The bifunctional and chimeric

enzymes have the advantage of providing multiple activ-

ities in one protein, which has the advantage of using

a single promoter.

There are a variety of factors that need to be con-

sidered when deciding upon promoter(s) and gene(s)

for expression in the alimentary tract of animals.

Ideally the introduced transgene should impose the

minimal metabolic load with minimal interference

of existing physiological and biochemical pathways of

the host.

Transgene (protein or RNA):

1. Preferably the transformation of interest should be

performed by a single molecule. If more than one

protein/RNA is involved it may be possible to

design the transgene which express multiple

transgenes (see below).

2. The transgene must code for a low molecular mass

stable protein with a high specific activity, and

targeted to the correct compartment.

3. Cryptic posttranslational modification sites are often

present in proteins isolated from non-mammalian

species and must be removed if activity/stability is

affected (i.e., lysostaphin glycosylation).

4. The pH and temperature optima should corre-

spond closely to that of the site of action which

would be pH 2–5 if it should be active in the

stomach/proventriculus, or pH 5–8 if secreted

into the small intestine where it would be active

[13, 20, 34].

5. The enzymemust be resistant to proteases: pepsin if

expressed in the stomach, or resistant to tryptic

enzymes if expressed and active in the small intes-

tine. If the enzyme were expressed in the salivary
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glands for activity in the small intestine then

it would need to be both pepsin and trypsin

resistant, stable at low pH, and highly active at

neutral pH.

6. Preferably the enzyme should be isolated from the

organism with a Generally Recognized As Safe

(GRAS) status and have no significant homology

to allergenic, pathogenic, or toxic proteins. It

is also preferable that it not exhibit any

similarity to known allergens, and it would

even be useful to eliminate possible glycosylation

sites to avoid the development of an allergenic

nature [15].

Regulatory elements:

1. Promoter should be tightly controlled allowing

expression of the transgene only in desired tissue

at the desired time and at a specific level. Strong

ubiquitous promoters commonly used for trans-

genic work are undesirable as they often result in

transgene toxicity and undesirable side effects. An

interesting observation in plants was that repeti-

tious use of the same promoter did not lead to

transcriptional silencing [54], and this may also

apply to mammals.

2. Gene-specific regulatory sequences (50 and 30 UTR,
polyA, introns, Kozak start sequence, etc.) should

be used to optimize the transcription and transla-

tion of transgene.

3. The codon usage should be modified to correspond

closely to that of highly expressed proteins within

the biosynthetic tissue [9, 28].

4. Insulators and locus control regions (LCR), such as

the chicken P-globin locus, should be used to isolate

transgene from effect of neighboring chromatin

and stabilize the expression level across multiple

generations [8].

Multi-gene Expression

The obvious path for the development of transgenic

animals is the expression of multiple genes to further

enhance the value of an animal. Regulatory agencies

undoubtedly will have a preference for the expression

by multiple novel genes in an animal produced by crosses

of “previously approved” animals with a single transgene

to avoid confusion that could result from the interaction
of transgenic traits. Whether these will require a further

regulatory submission remains to be determined. Since it

will be desirable to develop lines of transgenic livestock

homozygous for multiple novel traits, a new approach

will be needed to eliminate numerous crosses and con-

tinued testing for the presence of each gene. The

approved transgenes could also be introduced into new

breeds/species by cotransformation, or sequential trans-

formation of established transgenic lines in the same

species. Cotransformation could be done with unlinked

constructs using different promoters when different

ratios of protein products are required. Multiple

transgenes can also be housed on a mammalian artificial

chromosome. In cases where the same proportion of the

protein product is needed, multicistronic constructs with

multiple internal ribosome entry site (IRES), or even as

a single translation product in which individual

proteins are separated by cellular protease sites, could

be used [52].

A proven strategy for multi-transgenic animal pro-

duction is to use the recent adaptation of the 2A system

from foot-and-mouth disease virus [20, 25]. With this

approach the open reading frame consists of multiple

individual cDNAs separated by sequences encoding 2A

and furin cleavage sites. A single complex mRNA is pro-

duced and translated into a single complex polypeptide

that is spontaneously cleaved into individual exogenous

proteins at the 2A sites in the endoplasmic reticulum.

This results in equimolar ratios of each of the individual

transgenic proteins emerging from theGolgi. This expres-

sion systemhas been demonstrated to produce transgenic

animals with up to four transgenes being expressed from

a single transcript [86].

Sequential introduction of transgenes would bene-

fit from establishing transgene locus which allows

high and stable expression and into which multiple

transgenes can be introduced and removed as necessary

using site-specific recombination technologies such

as Cre/lox, Flp/frt, jC31 integrase, or Gateway

systems [7].

A refinement to further speed up the production

of homozygous populations is through the application

for flow cytometry [29]. Flow cytometric separation

of X and Y chromosome-bearing spermatozoa has

been demonstrated to be effective in cattle and pigs

and resulted in the birth of healthy offspring of the

predetermined gender [68, 69].
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Future Directions

Intensive selection by current breeding practices have

developed livestock that are growing and producing

near their physiological upper limits, and any further

improvements may enhance stress leading to disease

susceptibility. Reduction in the environmental footprint

of livestock will come through: identification and elimi-

nation of bottlenecks in metabolic and physiological path-

ways, introduction of novel traits that enable the digestion

of dietary components previously not digested (e.g.,

phytate, glycans), through the introduction of novel met-

abolic pathways for synthesis of essential nutrients (e.g.,

amino acids), and through enhanced disease resistance.

These novel transgenic animals will only be accepted

by farmers if they are as robust as the currently available

conventional livestock. Furthermore, these new genetically

engineered animals will only enter the human food chain

once consumers are satisfied that the meat products are

absolutely safe, since they have the choice between con-

ventional and transgenic products. Therefore, the central

issue is the confidence consumers have in the national

regulatory system. With the expected increase in human

population and increasing environmental constraints,

greater acceptance of transgenic animals is anticipated in

line with the acceptance of transgenic plant products.
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76. Schröder JJ, Smit AL, Cordell D, Rosemarin A (2011) Improved

phosphorus use efficiency in agriculture: a key requirement for

its sustainable use. Chemosphere 84(6):822–831

77. Seo HW, Kim TM, Choi JW, Han BK, Song G, Han JY (2010)

Evaluation of combinatorial cis-regulatory elements for

stable gene expression in chicken cells. BMC Biotechnol

10:69

78. Shi P, Tian J, Yuan T, Liu X, Huang H, Bai Y, Yang P, Chen X,

Wu N, Yao B (2010) Paenibacillus sp. strain E18 bifunctional

xylanase-glucanase with a single catalytic domain. Appl Envi-

ron Microbiol 76:3620–3624

79. Simojoki H, Orro T, Taponen S, Pyorala S (2009) Host response

in bovine mastitis experimentally induced with Staphylococ-

cus chromogenes. Vet Microbiol 134:95–99

80. Simojoki H, Hyvonen P, Orro T, Pyorala S (2010) High

concentration of human lactoferrin in milk of rhLf-transgenic

cows relieves signs of bovine experimental Staphylococcus

chromogenes intramammary infection. Vet Immunol

Immunopathol 136:265–271



1754 Transgenic Livestock, Decreasing Environmental Impact of
81. Skinner JT, Bauer S, Young V, Pauling G, Wilson J (2010)

An economic analysis of the impact of subclinical

(mild) necrotic enteritis in broiler chickens. Avian Dis

54:1237–1240

82. Smith TC, Harper AL, Nair R, Wardyn SE, Hanson BM, Ferguson

DD, Dressler AE (2011) Emerging swine zoonoses. Vector

Borne Zoonotic Dis 11:1–10

83. Steinfeld H, Gerber P (2010) Livestock production and the

global environment: consume less or produce better? Proc

Natl Acad Sci USA 107:18237–18238

84. Steinfeld H, Gerber P, Wassenaar T, Castel V, Rosales M,

de Hann C (2006) Livestock’s long shadow – Evnironmental

issues and options. FAO, Rome

85. Suzuki M, Fujimoto W, Goto M, Morimatsu M, Syuto B,

Iwanaga T (2002) Cellular expression of gut chitinase mRNA

in the gastrointestinal tract of mice and chickens. J Histochem

Cytochem 50:1081–1089

86. Szymczak AL, Workman CJ, Wang Y, Vignali KM, Dilioglou S,

Vanin EF, Vignali DA (2004) Correction of multi-gene defi-

ciency in vivo using a single ‘self-cleaving’ 2A peptide-based

retroviral vector. Nat Biotechnol 22:589–594

87. Tilman D, Fargione J, Wolff B, D’Antonio C, Dobson A,

Howarth R, Schindler D, Schlesinger WH, Simberloff D,

Swackhamer D (2001) Forecasting agriculturally driven global

environmental changes. Science 292:281–284

88. Wall RJ, Powell AM, Paape MJ, Kerr DE, Bannerman DD, Pursel

VG, Wells K, Talbot N, Hawk HW (2005) Genetically enhanced

cows resist intramammary Staphylococcus aureus infection.

Nat Biotechnol 23:445–451

89. Wen TN, Chen JL, Lee SH, Yang NS, Shyur LF (2005) A truncated

Fibrobacter succinogenes 1,3-1,4-b-D-glucanase with improved
enzymatic activity and thermotolerance. Biochemistry 44:

9197–9205

90. Wheeler MB, Bleck GT, Donovan SM (2001) Transgenic alter-

ation of sowmilk to improve piglet growth and health. Reprod

Suppl 58:313–324

91. Wheeler TT, Hood K, Oden K, McCracken J, Morris CA (2003)

Bovine parotid secretory protein: structure, expression and

relatedness to other BPI (bactericidal/permeability-increasing

protein)-like proteins. Biochem Soc Trans 31:781–784

92. Wise TG, Schafer DS, Lowenthal JW, Doran TJ (2008) The use of

RNAi and transgenics to develop viral disease resistant live-

stock. Dev Biol (Basel) 132:377–382

93. Xue GP, Denman SE, Glassop D, Johnson JS, Dierens LM,

Gobius KS, Aylward JH (1995) Modification of a xylanase

cDNA isolated from an anaerobic fungus Neocallimastix

patriciarum for high-level expression in Escherichia coli.

J Biotechnol 38:269–277

94. Yang W-J, Matsuda Y, Sano S, Masutani H, Nakagawa H (1991)

Purification and characterization of phytase from rat intestinal

mucosa. Biochim Biophys Acta 1075:75–82

95. Yin HF, Fan BL, Yang B, Liu YF, Luo J, Tian XH, Li N (2006)

Cloning of pig parotid secretory protein gene upstream pro-

moter and the establishment of a transgenic mouse model

expressing bacterial phytase for agricultural phosphorus pol-

lution control. J Anim Sci 84:513–519

96. Zhang JX, Meidinger R, Forsberg CW, Krell PJ, Phillips JP (1999)

Expression and processing of a bacterial endoglucanase in

transgenic mice. Arch Biochem Biophys 367:317–321

97. Zhang F, Shi P, Bai Y, Luo H, Yuan T, Huang H, Yang P, Miao L,

Yao B (2011) An acid and highly thermostable xylanase from

Phialophora sp. G5. Appl Microbiol Biotechnol 89:1851–1858



1755Transgenic Livestock, Enhanced Nutritional Quality in
Transgenic Livestock, Enhanced
Nutritional Quality in
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Glossary

Antimicrobial A substance with the ability to kill

microbes.

Bacteriolytic Causing the lysis of bacteria.

Bacteriostatic Term to describe a substance that

inhibits bacterial growth.

Casein micelle Protein particle consisting of aggre-

gated casein proteins in colloidal suspension.

Circadian rhythm A daily cycle controlling the bio-

logical processes in living organisms.

Dominant-negative molecule A mutant molecule

capable of interacting with the wild-type form to

produce an inactive complex.

Endogenous Internally derived or synthesized.

Endopeptidase Proteolytic enzyme that can only

break peptide bonds within the molecule but not

at the termini.

Gastrointestinal Term referring to the digestive tract.

Genome Entirety of an organism’s hereditary

information.

Glycomacropeptide k-casein-derived peptide released
by rennet during cheese manufacture.

Homologous recombination Exchange of genetic

material between two DNA fragments by crossing

over in a region with sequence homology.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
In vitro Experimental procedure conducted artificially.

Knockdown Attenuation of gene function usually

resulting in diminished amount of synthesis of the

protein that the gene encodes.

Knockin Integration of a new gene which replaces an

endogenous gene.

Knockout Functional disruption of a specific gene of

an organism commonly achieved by a partial or

complete deletion of the gene sequence.

Pathogen/pathogenic Infectious agent/disease causing.

Phenotype/phenotypic A measurable characteristic

of an animal such as hair color growth rate, or

degree of carcass marbling. These traits are the

product of genetics and the environment.

Phenylketonuria Genetic disorder in which the essen-

tial amino acid phenylalanine cannot be metabo-

lized potentially causing mental retardation.

Pleiotropic effects The phenomena of a single gene

having influences on multiple traits.

Prion An infectious protein particle.

Promoter A regulatory DNA sequence that controls

the transcription of a particular gene.

RNA interference A sequence-specific gene-silencing

process in which double-stranded RNAs trigger the

destruction of specific RNAs.

Somatic cell count Quantification of somatic cells

found in milk as an indicator for the quality of the

milk.

Transgene An exogenous gene introduced into the

genome of another organism.

Transgenic An animal plant or microbe whose

genetic material has been altered using an artifi-

cial process.

Unsaturated (saturated) fatty acids Fatty acid

molecules with (no) double bonds.

Whey Liquid that remains after separation of the solid

fraction when cheese is made.
Definition of the Subject and Its Importance

Since the domestication of animals several millennia

ago, which enabled the transition from hunter-gatherer

to farming communities, humans have shaped live-

stock according to specific needs for food, both in

quantity and quality. Industrialization and rapid pop-

ulation growths prompted immense changes to
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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farming systems, human lifestyle, and food choices,

and is predicted to result in drastic climate changes

within a relative short time period. Thus, current

food production systems face new challenges in this

rapidly changing world, in particular demands for

safe and healthier food to address modern health con-

cerns and the desire for longevity. In the past, tradi-

tional breeding and selection schemes have been

invaluable for the incremental improvement of food

animals. However, the process is slow and undirected

and is not well suited for enhancing specific nutritional

characteristics. The relatively new transgenic technol-

ogy offers the potential for enhancing existing or intro-

ducing entirely novel characteristics at unprecedented

rates and magnitudes and could provide substantial

benefits for consumers in the form of healthier and

safer food. Nevertheless, the complexity of food pro-

duction traits should not be underestimated. The accu-

rate modification of the appropriate gene(s) to

generate desired phenotypes able to deliver enhanced

food products remains challenging and requires careful

testing and evaluation. Despite the unrivaled opportu-

nities for innovative functional foods and the progress

realized with transgenic crops, lack of acceptance due

to concerns associated with the technological novelty of

transgenic livestock has so far greatly limited even the

research-driven evaluation of new concepts aimed at

food applications.
Introduction

Livestock animals are farmed for human food produc-

tion and are a primary source of dietary proteins,

lipids, carbohydrates, vitamins, and minerals from

milk and meat. The development of efficient farming

production systems has played a crucial role to satisfy

the elementary requirement for a stable food source to

meet the daily nutritional needs of a multibillion

human population. While milk and meat represent in

general, a high-quality food source for humans, the

effects of modernization and associated substantial

changes to the farming systems and lifestyle of people

create new challenges for providing a healthy diet of

high nutritional quality. The increased understanding

of how human nutritional requirements relate to health

and longevity provides new opportunities to optimize

the nutritional quality of food products and thus
improve human health and well-being. Animal fat,

which is an ingredient of all animal food products,

can serve as an example to illustrate this correlation.

They are relatively high in saturated fats (which have

been strongly associated with cardiovascular and coro-

nary heart disease), but low in beneficial, unsaturated

fats. Thus, higher levels of unsaturated fats and lower

levels of saturated fats would improve the nutritional

quality of animal-derived food products. Efforts to

increase the ratio of unsaturated to saturated fat have

received considerable attention. However, attempts to

alter the composition of milk and meat to improve its

nutritional quality by conventional breeding and selec-

tion strategies have proved to be difficult. Traditional

breeding and marker-assisted selection schemes are

limited to the random combination of some but not

all superior allelic gene variants existing within the gene

pool of the livestock species. In contrast, transgenic

animal technology allows for a more targeted approach

with the prospect to introduce specific genes which are

known to impact on defined phenotypic traits to

enhance existing characteristics. Unlike traditional

breeding and selection, the genetic improvement of

livestock by genetic engineering is not restricted by

the species barrier and can utilize the gene pool of

other species to introduce entirely novel and unique

characteristics. Moreover, transgenic technology is a

versatile platform technology that can employ addi-

tive strategies to introduce a new gene function

(gain of function), delete gene functions (knockout,

loss of function), replace an endogenous gene func-

tion with a different one (knockin, exchange of

function), or precisely control when and where the

genetic alteration is applied (inducible gene expres-

sion and conditional knockout). Thus, it holds great

promise as a new tool that can deliver solutions for

many of the problems concerning the efficient pro-

duction of high-quality foods from animals.

Despite mounting lifestyle-related health prob-

lems, food security, and environmental pressures

which need to be urgently addressed, negative pub-

lic perception, ethical concerns, regulatory uncer-

tainties, and an associated reluctance to fund this

line of research have been major factors that have so

far greatly limited the international research efforts

to evaluate the potential of the transgenic technol-

ogy for enhancing food production of livestock.
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While transgenic plants have been commercialized

since 1996 [1], transgenic livestock applications for

food production have so far been restricted to a few

proof-of-concept studies that aim to improve the

nutritional quality of milk and meat and will be

outlined in detail in the following sections.
Milk with Enhanced Nutritional Qualities

Milk is an important food with high protein content.

The protein fraction determines many of the functional

properties and provides opportunities for nutritional

enhancement through additional health benefits,

increased food safety, and improved processing prop-

erties for dairy food manufacture.

One approach has been the introduction of new

antimicrobial properties into milk, to provide passive

immunity to consumers. Lyzozyme (LZ) is a naturally

occurring antimicrobial protein, present in milk, saliva,

and tears of mammals, where it forms part of the

defense system against bacterial infections. However,

it is found at three orders of magnitude higher concen-

tration in human milk as compared to dairy milk. The

introduction of an expression construct for human LZ

resulted in LZ levels in the milk of the transgenic goats

equivalent to about 68% of the level found in human

milk [2]. The consumption of the human LZ-containing

goat milk by pigs exerted beneficial effects and improved

their gastrointestinal health [3, 4]. Although themilk has

not been tested in humans, the promising results suggest

similar gastrointestinal benefits could be possible for

humans. In addition, the elevated LZ levels increased

general food safety properties of the milk by reducing

the bacterial growth that causes cold-spoilage thus

prolonging its shelf life. Following a similar strategy,

recombinant human lactoferrin (LF) has been

overexpressed in the milk of dairy cattle [5]. LF is

a minor milk protein with antimicrobial and anti-

inflammatory properties, which can support the innate

defense mechanisms. Although bovine LF has similar

functions, it is present in milk at very low levels. Its

human counterpart has been fully adapted to human

requirements during evolution and is expected to be

better suited for human health applications, in particular,

at elevated levels. The transgenic cows were shown to

produce milk that contains human LF at concentrations

much higher than the natural level of bovine LF. These
new characteristics indicate that this functional food

might offer new health benefits such as increased protec-

tion against infections and healthier intestinal micro-

flora. A conceptually related approach aims to boost the

immune system through food-mediated delivery of neu-

tralizing monoclonal antibodies to target specific patho-

genic microorganisms of the digestive tract. Thus,

consumption of antibody-enriched milk could provide

instant protection from infections which severely affect

those with increased susceptibility, including the elderly,

infants, and patients with illnesses. Proof-of-concept

studies in mice successfully demonstrated the potential

of this approach. The expression of high antibody levels

in milk was able to confer complete protection for the

suckling young when challenged with an otherwise lethal

dose of virus [6]. Whether the health-enhancing attri-

butes of the functional proteins described above can

indeed be realized as food-mediated health benefits in

humans is presently unknown and still needs to be

assessed.

Although milk from dairy cows is a very common

human food, it is known to trigger allergic reactions

in some people, a phenomenon that is particularly

problematic in infants. Not present in human milk,

b-lactoglobulin has been identified as a major whey

protein in the milk of dairy species and is thought to

be a major allergen in the milk of cows. Reduction of

this allergenic protein in dairy milk would make it

more amenable for susceptible individuals. This could

be achieved by either the disruption of the b-
lactoglobulin gene using homologous recombination,

often referred to as knockout, or the specific knock-

down of its expression by RNA interference (RNAi).

However, gene knockouts, a standard approach for the

functional characterization of genes in mice, proved to

be difficult in farm animals due to low recombination

efficiencies in primary livestock cells. Thus RNAi tech-

nology might provide a more straightforward

approach to unravel the role of b-lactoglobulin and

reduce the allergenicity of cow’s milk.

Altering the milk composition by altering the levels

and ratios of the main endogenous milk proteins has

been suggested to enhance the nutritional quality of

milk and its processing characteristics, including

increased heat stability, calcium content, and cheese

manufacture [7, 8]. A drastic change of milk composi-

tion has been achieved recently with the introduction of
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additional b- and k-casein genes in transgenic cattle [9].

The milk derived from these cows showed a two- to

threefold increase in k-casein and a minor change for

b-casein. These changes affected the physical appearance

of themilk, which showed a distinctive color change from

ordinary white to yellow for the modified milk [10].

Because k-casein is located on the surface of the casein
micelles, any increase in k-casein is expected to reduce
the size of the casein micelles [11]. The reduced size of

the micelles affects the light scattering properties and

is thought to be the reason for the observed color

change in the high k-casein milk [10]. Although the

effects on the processing characteristics of this novel

milk still remain to be determined, trial cheese pro-

duction resulted in cheese with increased levels of

essential amino acids and beneficial minerals and

thus improved nutritional quality.

Furthermore, due to the higher k-casein content, this
speciality milk is an improved source of k-casein-derived
bioactive peptides [12] such as glycomacropeptide

(GMP) which has been associated with a wide range

of health-promoting activities including protection

against toxins, bacteria, and viruses, suppression of

gastrointestinal inflammation, and modulation of the

immune system [13]. GMP is one of the few naturally

occurring proteins that lacks the amino acid phenylal-

anine, which makes it a safe source of dietary protein

for people suffering from the genetic disorder phenyl-

ketonuria (PKU). They cannot metabolize phenylala-

nine, and normally need to avoid high-protein foods

such as dairy products to prevent the detrimental accu-

mulation of phenylalanine metabolites.

An extension to this, highlighting the unique

ability of the transgenic technology to provide novel

foods tailored for specific dietary requirements, is the

development of transgenic rabbits that produce a

milk protein suitable as dietary replacement for PKU

sufferers [14].

The carbohydrate component of dairy milk has been

another target for modifying milk composition to

improve health attributes. The milk sugar lactose causes

intestinal disorders in lactose-intolerant people who lack

adequate intestinal lactose-hydrolyzing enzyme activity

to sufficiently digest lactose aftermilk consumption [15].

Two strategies to reduce the milk sugar lactose content

were evaluated in transgenic mouse models which could

provide an elegant alternative to expensive postharvest
milk processing. The complete disruption of the expres-

sion of a-lactalbumin, an essential component of the

lactose synthetase complex, resulted in lactose-free milk

[16]. However, because lactose is the main osmotic reg-

ulator of milk secretion, it strongly affected production

and secretion of the milk, which was highly concentrated

and the transgenic mice were unable to sustain lactation.

In comparison to the knockout strategy, knockdown of

a-lactalbumin expression through RNAi could offer bet-

ter control, to achieve an acceptable reduction of the

lactose and water content of milk, without impacting

on its vital attributes. Thus, it might provide an oppor-

tunity to reduce the lactose content and at the same time

significantly lower transportation costs of liquid milk.

A more successful approach addressing lactose

intolerance, which cleverly dissected the issues of

osmolarity and lactose levels, targeted the expres-

sion of a mammalian lactose hydrolyzing enzyme

to the mammary gland [17]. Milk lactose was

reduced by 50–85% without affecting osmolarity, due

to the conversion of the produced lactose into the

osmotically active monosaccharides, glucose, and

galactose. Although the transgenic mouse results are

promising, and it was speculated that a similar reduc-

tion of lactose in bovine milk could ameliorate lactose

intolerance, they can only provide an indication due to

substantial species-specific differences in milk compo-

sition. So far, this approach has not been transferred to

livestock and still awaits verification of its merit in

dairy cows.

Beside protein and sugar, fat is another important

nutritional component of milk which has a significant

impact on human health and provides opportunities

for the improvement of dairy products. Animal fats are

very rich in saturated fatty acids (SFA) which are con-

sidered “unhealthy” and have been associated with

cardiovascular and coronary heart disease. A major

focus is therefore to decrease the unhealthy fats in

favor of the healthier unsaturated fats. This would

have the added benefit of decreasing the hardness of

milk fat resulting in softer butter, with improved

spreadability. As the majority of the long-chain fatty

acids in milk fat and in particular unsaturated fatty

acids (UFAs) originate from food sources, an effective

approach to improve milk fat composition might be to

tailor the diet of dairy cows through the use of partic-

ular forage species or feed additives [18, 19]. Transgenic
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technology on the other hand provides the ability of

a more directed approach, by modulating endogenous

enzymes involved in lipid metabolism. The mammary

gland-specific expression in transgenic goats of the rat

stearoyl-CoA desaturase (SCD), an enzyme involved in

converting SFAs into mono-UFAs, resulted in an

increase of mono-UFAs and decreased levels of

medium chain SFAs [20]. However, this beneficial

change in the milk fat composition was only transient

in this particular study. It was most prominent in early

lactation which was thought to be a consequence of high

instability of the SCD-encoding mRNA and the resulting

low expression levels.

Another concept has been to lower the total

fat content by disrupting acetyl-coenzyme A car-

boxylase to prevent de novo fatty acid synthesis in

the mammary gland, which accounts for about

50% of the milk fat [7]. While low-fat liquid milk

is desirable from a consumer perspective, for the cow it

could reduce the feed energy requirements and

improve body condition which is likely to translate

into lower milk production costs and improved con-

ception rates during early lactation.

A more extreme variation of the concept of

adjusting the activity of endogenous enzymes

involved in lipid metabolism is the introduction of

novel enzymatic activities normally not found in

mammals. This can provide livestock animals with

the ability to endogenously synthesize essential

poly-UFAs (PUFA) and transform their food prod-

ucts into enriched sources. As a result, food prod-

ucts derived from these animals could offer a range

of additional PUFA-specific health benefits such as

reduced risk for the development of coronary heart

disease and a healthy immune system [21]. This

strategy was first tested in transgenic mice with

the introduction of the fat-1 gene encoding the

Caenorhabditis elegans n-3 fatty acid desaturase,

an enzyme activity that is absent in vertebrates

and renders transgenic animals capable of produc-

ing omega-3 FAs through conversion of dietary

derived n-6 FAs. Omega-3 is a class of beneficial

n-3 PUFAs that is associated with a lower risk

of morbidity and mortality from atherosclerosis

and coronary heart disease. Milk-specific expression

of the desaturase in transgenic mice resulted in

elevated levels of long-chain n-3 PUFAs and
a concomitant decrease in n-6 PUFAs, although

this was most pronounced in phospholipids which

are a minor fraction of milk fat, and to a lesser

degree in the milk triacylglycerides [22]. Pups con-

suming the n-3 PUFA enriched milk accumulated

the n-3 PUFA docohexaenoic acid in their brains,

a compound which has been associated with cogni-

tive performance [23]. The constitutive expression

using a humanized fat-1 gene resulted in essentially

similar qualitative changes of the n-3 and n-6

PUFAs in milk but at a higher magnitude [24]. So

far, the concept has been transferred to pigs but not

to any of the dairy species. Unfortunately, changes

to the milk fat composition were not investigated in

these pigs because the main focus for the study was

on the fat content of meat and will be discussed in

the next section.
Meat with Enhanced Nutritional Qualities

The introduction of a novel FA desaturase activity

to genetically complement mammals with the ability

to endogenously synthesize essential PUFA and

improve the nutritional characteristics of meat was

pioneered in a transgenic mouse model mentioned

in the previous section [24]. Mice were engineered by

integrating a humanized version of the fat-1 gene

into their genomes. Expression of the Caenorhabditis

elegans n-3 FA desaturase in these transgenic mice

resulted in muscles that were highly enriched in the

beneficial omega-3 FAs.While all organs and tissues of

the transgenic mice showed a marked reduction of the

n-6 to n-3 FA ratio, the effect was greatest for skeletal

muscle where the ratio dropped from a value of �50

for conventional mice to close to 1 for transgenic

mice. Considering the health concerns associated

with the typically high n-6 to n-3 ratio of Western

diets, consumption of food products from omega-3

enriched livestock may provide an opportunity to

improve diets. When the approach was recently

applied to pigs, the constitutive expression of the

fat-1 transgene essentially replicated these results

with tail samples from the transgenic pigs found to

be highly enriched in omega-3 FAs, in particular for

two of the most potent n-3 FAs mainly found in fish

[25]. Although, the nutritional consequences still

need to be investigated in greater detail, transgenic
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food animals enriched in omega-3 FAs may provide

a more economical, safe, and sustainable means to

fortify meat than the current practice of feeding

animals with fish meal and satisfy the growing

demand for omega-3 fatty acids in human

nutrition [26].

Following a similar concept, pigs were

engineered for the endogenous production of the

essential PUFA linoleic acid by introducing the

FAD2 gene encoding the Δ12 FA desaturase from

spinach [27]. Expression of the plant desaturase was

selectively targeted to adipocytes and resulted in trans-

genic pigs showing a 20% increase in linoleic acid

content of their white adipose tissue. These results

further substantiate the prospect for improving the

fatty acid composition of domestic animals through

transgenic technology. Meat produced by transgenic

pigs could ultimately provide an alternative source for

essential FAs, which may ameliorate lifestyle-related

health concerns.

Early transgenic livestock studies were mainly

focused on modifying body composition for enhanced

meat production by stimulating muscle growth via the

introduction of genes for growth factors such as growth

hormone (GH) or insulin-like growth factor I (IGF-I),

a concept that has been highly successful in proof-of-

concept studies in transgenic mice [28–31]. Although

pigs responded with remarkable growth enhancement

following the administration of exogenous GH [32],

the initial studies with transgenic GH pigs [33] and

sheep [34, 35] were disappointing. The transgenic ani-

mals achieved only slightly increased growth rates and

were plagued by a range of deleterious side effects due

to high systemic GH levels. These were a consequence

of poor regulatory control of the transgene activity

[33, 36]. Targeting the transgene expression to skeletal

muscle [37] or applying conditional expression strate-

gies with the ability to switch it on or off [38] essentially

overcame the problem of generating adverse health

effects in the transgenic animals and resulted in more

desirable effects on growth rate and body composition.

Pigs engineered for the tissue-specific expression of

human IGF-I in skeletal muscle produced approxi-

mately 10% more carcass lean tissue and 20% less

total carcass fat. Unexpectedly, the effects showed

a strong gender bias with the body composition of

transgenic males remaining comparable to
conventional boars [37]. Transgenic sheep

overexpressing ovine GH, controlled by a zinc-inducible

promoter, grew significantly faster, and had a leaner body

composition [39]. However, the transgenic sheep had

higher parasite fecal egg counts, a potential indication

of a compromised immune system.

The modest success of improving growth character-

istics in sheep and pigs with growth factor-encoding

transgenes is in complete contrast to what has been

achieved with GH-enhanced transgenic fish using all

piscine DNA constructs [40–43]. In the majority of fish

species, the GH transgene resulted in dramatic growth

acceleration with up to 35-fold increased growth rates in

transgenic loach and salmonids and produced fish that

reach double the normal body size in half the normal

time [44]. However, some of these growth-enhanced fish

showed undesirable pleiotropic effects such as altered

skin color, modified skull shape, decreased fertility, and

decreased viability. Intriguingly, the astounding growth

phenotypes were only achievable in wild fish and could

not be replicated in domesticated fish [45]. This may

indicate that there is a biological ceiling for further

growth enhancement by GH in highly selected domesti-

cated animals, which could explain why the approach

achieved only slightly accelerated growth rates in trans-

genic GH pigs and sheep. Thus, for livestock, the

approach, at least in its current form, appears unlikely

to deliver on its promise to substantially increase meat

production which has to be achieved without adversely

impacting on the health of the transgenic animals. The

only beneficial outcome realized was some nutritional

enhancement through the production of leaner meat,

which may provide new leads to further improve the

nutritional quality of meat.

A promising alternative strategy to boost growth

performance with the prospect of greater control might

be the direct manipulation of key regulators of skeletal

muscle development. Myostatin is a crucial negative reg-

ulator of muscle growth, whose function was revealed

with a mouse knockout model which showed two to

three times the muscle mass of wild-type mice [46].

These mice closely resembled the double-muscling phe-

notype of some cattle breeds characterized by a 20%

increase in muscle mass associated with a reduction in

fat tissue. Analysis of the myostatin gene revealed that

these breeds are carriers of natural mutations that result

in loss of myostatin function as the underlying cause for
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the double-muscle phenotype in cattle [47, 48]. The

bulkier conformation of these animals is, however, caus-

ing major calving difficulties in these breeds, which are

associated with significant welfare concerns. Transgenic

technology provides the possibility to avoid these con-

cerns by restricting the effects on the myostatin pathway

to only postnatal stages of major muscle growth. The

feasibility of such an approach was already demonstrated

with a conditional myostatin knockout in mice resulting

in postnatal disruption of the myostatin gene and com-

parable increase in muscle mass to a constitutive knock-

out [49]. However, additive strategies to interfere with

the myostatin pathway including the expression of dom-

inant-negative molecules [50, 51] or RNAi [52, 53]

might offer even more flexibility with the ability to

control the degree of increased muscle mass. Using

site-specific recombination techniques, transgenic mice

were generated with a muscle-specific expression cas-

sette for a dominant-negative myostatin pro-domain

integrated into the male-specific Y-chromosome [54].

Males of these lines showed a 5–20% increase in skeletal

muscle mass; because females do not have a Y-chromo-

some, all females were non-transgenic and not affected in

their growth characteristics. Combined with a postnatal

or inducible expression strategy, interference with

myostatin function targeted to males only could improve

the efficiency of current cattle production systems with

the concomitant production of bulls with superior meat

production ability and elite dairy cows.
Safer Food from Livestock with Enhanced Health

Characteristics

Any improvement to the health status of food animals

has an immediate positive effect on food safety, which

ultimately will lead to safer food products of superior

quality. Moreover, healthier livestock would deliver

a whole range of additional beneficial attributes,

including improved animal welfare, reduced reliance

on animal remedies, reduced risk for disease transmis-

sion to humans, and improved reproductive perfor-

mance and production. While conventional breeding

programs with the aim of reducing susceptibility of

livestock to pests and diseases have not been very suc-

cessful, the prospect of complementing traditional dis-

ease control measures with transgenic technology is

particularly appealing, because it provides new,
targeted strategies for improved disease control and

animal health [55, 56].

One of the most costly diseases in agriculture is

a bacterial infection of the mammary gland known as

mastitis. The disease causes a significant reduction ofmilk

yields and renders the milk produced by infected cows

unsuitable and unsafe for human consumption. In its

nonclinical appearance, the main indicator is a high

somatic cell count in milk. Mastitis, however, has the

potential to severely affect the health of infected animals

and can cause death or require euthanasia on animal

welfare grounds. In dairy cattle, about one third of clinical

mastitis cases are caused by Staphylococcus aureus infec-

tion, a pathogen which, due to its ability of intracellular

survival, is particularly difficult to control with conven-

tional antibiotic therapies. Transgenic technology can

provide alternative mastitis prevention strategies and in

one such approach, the expression of a bacteriolytic

enzyme in mammary gland cells, has already been

evaluated.

Lysostaphin is a bacterial enzymewith endopeptidase

activity that cleaves crucial cellwall components of staph-

ylococci resulting in the lysis of the bacteria. Its potential

as an effective antimicrobial agent for the treatment of

mastitis was first demonstrated in a mouse model where

the mammary-specific expression of lysostaphin con-

ferred a protective effect against Staphylococcus aureus

infections [57]. Recently, the concept has been success-

fully extended to cattle. The transgenic cows, which

produced lysostaphin in their milk, recapitulated the

mouse results and showed a high degree of protection

when challenged with the pathogen [58].

Two other proteins with antimicrobial properties, LF

and LZ have long been suggested as strong candidates to

confer resistance of mastitis in cattle [59]. Although

conceptually similar to the lysostaphin approach, cows

overexpressing the antimicrobial protein human LF in

their milk appeared to gain no improved protection

against mastitis when challenged with an Escherichia

coli strain isolated from cows with clinical mastitis [60].

This was rather unexpected, considering that these trans-

genic cows produced much greater levels of human LF in

milk compared to the milk enriched with lysostaphin.

Serving as a model for dairy cattle, human LZ has been

expressed in themammary gland of goats [2]. The potent

bacteriostatic properties of the milk produced by these

goats against two mastitis causing bacteria strongly
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suggests that human LZ might be another excellent can-

didate for conferring resistance to mastitis [61]. Particu-

larly, in light of the humanLF results, direct experimental

validation of the protective potential will be required to

determine the effectiveness of human LZ in preventing

mastitis.

A different concept to introduce disease-resistant

properties into livestock attempts to strengthen the

immune system through the expression of pathogen-

specific antibodies and thus providing instant immunity

without prior exposure to this particular pathogen. The

first studies in livestock involved the expression of mouse

monoclonal antibodies in transgenic rabbits, sheep, and

pigs but were met with little success because of

unexpected problems to express fully functional

antibodies [62, 63].

An extension of this approach has been the

targeted production of viral-neutralizing monoclo-

nal antibodies in milk, to provide passive immunity

and protection from viral infections, which can

severely affect suckling neonates. A mouse model

expressing a coronavirus specific monoclonal anti-

body in milk demonstrated that the sustained pro-

duction of high antibody levels throughout lactation

could successfully neutralize the viral infectivity

[64]. Moreover, in a similar study, suckling young

were challenged with a lethal dose of murine hepatitis

virus (MHV). Ingestion of MHV-specific antibody-

enriched milk produced by the transgenic mice

induced full protection against the viral infection in

the pups [6].

The disruption of the virus entry mechanism

proved to be an equally potent strategy. Transgenic

mice engineered for the expression of a soluble form

of a porcine herpes virus receptor, gained effectively full

resistance against pseudorabies virus (PRV) infections

[65]. Furthermore, the transgenic mice displayed supe-

rior protection levels compared to mice vaccinated

with an attenuated PRV strain, demonstrating that

this transgenic approach may offer superior efficiency

for the control of pseudorabies in livestock [66].

The introduction of a specific disease resistance

gene MX1 from mouse, known to confer resistance to

influenza viruses in mice was another approach evalu-

ated for its potential to protect livestock animals from

viral infections. Similar to other pioneering studies

prior to the mid-1990s, difficulties to adequately
control Mx1 expression in transgenic pigs hampered

the approach, which ultimately failed to achieve viral

protection in pigs [67]. For now, the real potential of

this approach remains unknown but the identification

of antiviral Mx alleles from livestock species [68–70]

and new tools for the improved control of transgene

expression levels, such as the recently developed auto-

regulative tetracycline-responsive expression cassette

[71], may encourage a reevaluation of MX alleles for

their potential to confer disease resistance in domesti-

cated animals.

Rather than attempting to provide additional pro-

tective attributes, transgenic technology also enables

the direct targeting of endogenous genes implicated

in disease pathways. Such a concept has been applied

to produce livestock animals which are resistant to the

fatal neurodegenerative prion diseases or transmissible

spongiform encephalopathies. This family of diseases,

which include scrapie and the “mad cow disease”

bovine spongiform encephalopathy, or BSE for short,

is characterized by an accumulation of a misfolded

isoform of the cellular prion protein (PrP) that acts as

a novel infectious agent. Proof-of-concept studies in

the mouse [72, 73], either introduction of mutated

prion protein genes [74], gene knockout [75–77], or

RNAi-mediated knockdown of PrP expression [78]

demonstrated the possibility to produce animals that

are resistant to prion diseases. Resistant livestock, cer-

tain to be free of such diseases would eliminate the risk

for potential transmission of the disease to humans and

provide additional safeguards for the food chain. How-

ever, somemouse studies raised concerns that the loss of

the normal cellular function of PrP may adversely affect

the animals by interfering with the circadian rhythm

[79], synaptic functions [80, 81], learning [82], or loss

of movement coordination [83]. When these findings

were further investigated, the underlying molecular

cause was not the loss of PrP function but an interfer-

ence with the expression pattern of an adjacent gene as

a result of only partially deleting the PrP locus [84–86].

Initial studies in sheep [75] and goats [77] indicated

that animals heterozygous for the PrP knockout dis-

play, at least in young animals, a normal phenotype.

These findings could now be confirmed with homozy-

gous knockout cattle with deletions of the entire PrP

gene [87]. In vitro assays with brain tissue homoge-

nates derived from these PrP deficient cattle
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demonstrated resistance to prion propagation while

the cattle were apparently normal in all aspects

analyzed.

The recent development of RNAi technology,

based on the expression of a short RNA molecule

that can interfere with the activity of a specific

target gene offers new opportunities to directly

attack pathogens by disrupting their lifecycles. It is

particularly attractive as an antiviral strategy, where

RNAi can be used to target viral transcripts and

suppress viral infection [88]. Because RNAi is

a sequence-specific process, it will only affect the

virus but not the host animal. Validated by the

successful application of RNAi to control viral dis-

eases in mouse model systems [89–91], the concept is

applicable to a wide range of significant pathogens such

as the RNAviruses that constitute over two thirds of the

Office International Des Epizooties (OIE) list-A path-

ogens [88]. Recent outbreaks of viral diseases in farmed

animals with immense socioeconomic and animal wel-

fare costs such as foot and mouth disease or with the

risk to cross the species barrier into humans such as

Severe Acute Respiratory Syndrome (SARS), avian

influenza and swine flu highlight the importance for

improving current intervention strategies. Several

studies are presently undertaken to evaluate the effec-

tiveness of RNAi-mediated viral resistance in domesti-

cated animals including chickens, pigs, cattle, sheep,

and horses.
Future Directions

Transgenic livestock technology has made tremendous

progress since its humble beginnings in 1985 [92]. Poor

control of the transgene activity presented a main

problem in early studies. Today, it is possible to inte-

grate a transgene into a specific site of the genome

and provide accurate control from the endogenous

regulatory sequence elements. In addition, molecular

switches have been developed which enable to switch

the expression of a transgene on or off and can be

combined to form sophisticated gene control networks

[93]. In parallel, the understanding of how gene func-

tion relates to phenotypes is rapidly growing and has

been further accelerated with the sequencing of the

genomes of livestock species [94–96]. Thus, the appli-

cation of transgenic technology to improve food
production holds much promise for the future. Yet,

transgenic technology should not be seen in isolation

and as sole answer to all questions. The greatest benefit

will result from combining transgenic strategies with

other effective technologies. At present, however, most

consumers consider transgenic technology for food

applications as risky and unsafe and thus not accept-

able [97]. While this may be predominantly driven by

a general unease about an unfamiliar new technology, it

had profound effects on politicians, regulators, and

research investors and has largely prevented its applica-

tion. With the mounting pressure on food safety and

security, food and lifestyle-related health problems in

the context of the rapidly increasing population and

a changing climate, calls are becoming louder that this

promising technology can no longer be ignored [98]. To

gain consumer acceptance, it will be crucial to engage

into an open dialog with the public that balances per-

ceived against real risks. Only if a robust risk benefit

assessment forms the bases for a decision on the accept-

ability of food-producing transgenic livestock will there

be a chance to realize the benefits of the technology.
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Glossary

Animal bioreactor Transgenic animal that produces

recombinant proteins in its milk, egg white, blood,

urine, or seminal plasma.

Antibody Protein produced as part of the immune

reaction to render harmless a foreign substance

(e.g., bacteria) entering the body of an organism.

Cloning (a) Production of exact copies (clones) of

a gene/genes (gene cloning). The DNA strand

containing the gene of interest is cut into suitably

sized pieces (fragmentation) and the gene of inter-

est is linked to a piece of DNA (cloning vector). This

vector is then introduced into cells (transfection)

which are cultured in vitro and then screened for

the presence of the gene of interest. (b) Production

of genetically identical organisms by somatic cell

nuclear transfer (SCNT). It involves the introduc-

tion of the nucleus of a somatic cell from the organ-

ism to be cloned into an enucleated egg cell. The

resulting cell divides after activation (application of

electric shock) into an embryo which may then be

implanted into a surrogate mother (reproductive
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
cloning) or used to establish a tissue culture (ther-

apeutic cloning).

Embryonic germ cell Pluripotent stem cells derived

from early germ cells with properties similar to

embryonic stem cells.

Embryonic stem cell Cell derived from an early

embryo that is not differentiated by itself but may

divide either to form (a) other stem cells or (b) cells

that differentiate into specialized cell types.

Gene copy number Genes naturally exist in varying

number of copies in the genome. In relation to

genetic modification, gene copy number refers to

the number of copies of a transgene that integrate

into the host genome.

Gene expression The assembly of a product (mainly

protein) based on the information coded in a gene.

Gene targeting The modification of a certain endoge-

nous gene of an organism based on homologous

recombination.

Germ cell Cell that produces gametes (egg cells in

females, sperm in males).

Heterozygous Organism/cell in which the two chro-

mosomes in a pair contain different alleles (alter-

native forms of a gene) at a given locus. The

dominant allele will determine the phenotype.

Homologous recombination The exchange of genetic

information between two similar or identical

strands of DNA (often during meiosis, i.e., the

formation of gametes). This process is used for the

introduction of DNA sequences into the genome of

organisms by gene targeting.

Homozygous Organism/cell in which the two chro-

mosomes in a pair contain identical alleles (alter-

native forms of a gene) at a given locus. The alleles

may either be dominant or recessive.

Hemizygous Organism/cell with only the given allele

present at the given locus of only one of the chro-

mosomes in a pair.

Knockout The replacement of a functioning endoge-

nous gene with an inoperable version.

Lentiviruses Viruses that are able to infect both divid-

ing and nondividing cells and are therefore used as

tools as vectors for gene delivery.

Marker-assisted selection Method allowing the selec-

tion of breeding animals based on their genotype

rather than their phenotype. Regions of the genome
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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that control certain production traits are mapped

and DNAmarkers that control production traits are

identified. Animals whose genome contains the

desired markers are selected for further breeding.

Motivation The internal state of an animal which

makes it behave in a certain way; the overall sum-

mation of all internal and external factors affecting

decision-making.

Pronucleus The nucleus of either a sperm (male p.) or

an egg (female p.) cell before their fusion inside the

egg cell in the process of fertilization. At pronuclear

microinjection, the DNA containing the transgene

is injected into one of the pronuclei which fuse.

After implantation of the egg into a female, the

resulting embryo develops into a hemizygous trans-

genic animal which must be bred to obtain homo-

zygous transgenic animals.

Recombinant protein Proteins that are expressed

based on recombinant DNA (rDNA). rDNA is

obtained by genetic engineering techniques, i.e.,

the ´artificial´ combination of information

contained in the transgene and in the host genome.

Somatic nuclear cell transfer See Cloning.

Subjective experience Conscious mental state, an

experience that the individual is aware of.

Viral vector Virus-based vehicle to introduce genetic

information into cells making use of the capacity of

viruses to transfer their genome into the cells they

infect. For transgenesis purposes, they are rendered

replication-deficient to avoid replication once the

transfer of the genetic information of interest into

the cell has taken place.
Definition of the Subject

Humans have been able to manipulate the genomes of

livestock through selective breeding for centuries; how-

ever, direct intervention has become possible only

through the development of transgenic technology

over the past 3 decades. So far, genetically modified

animals have mainly been developed for basic research

and biomedicine, but they are slowly beginning to enter

the agricultural production system. In this article, live-

stock is defined to be all species used within the agri-

cultural and aquacultural system. Note that such

animals can be genetically modified for use within

basic and medical research as well.
Most people would readily agree that there is

a difference between what humans can do and what

they ought to do. Equally, most people would happily

acknowledge that it is good to do the morally right

thing. However, the harmony usually ends there,

because although it is easy to agree that a good thing

should be promoted, it is often hard to reach consensus

on what that good thing is, how it can be promoted,

and towhat extent the end justifies themeans. Theremay

also be disagreement over what counts as a bad outcome

or about whether there are acts which are wrong in

themselves. As soon as questions as these are discussed

whether in private or in public, people are engaging in an

ethical discussion – a discussion in which the aim is to

reach agreement on what is good and bad and what is

right and wrong.

Such ethical discussions have closely shadowed

developments within biotechnology over the past

30 years. A range of applications of biotechnology to

animals, including reproductive technologies, genetic

modification, and cloning, has prompted concern

about the ethical limits of human use of animals. It is

probably an understatement to say that discussion has

so far led to no consensus in the public sphere, but it

would also be an overstatement to say that the debate

has led to unanimous agreement. What has emerged,

among other things, is a clearer understanding of the

basic ethical assumptions driving the different view-

points, together with greater attention to the ethical

duties of humans toward animals.

The technological challenge of animal biotechnol-

ogy is: What can be done? This question is closely

followed by the question: What ought to be done? As

with any other human activity, this question needs

to be answered if decisions on what to do are

to be made. That is both the blessing and the

curse of being an ethical creature equipped with

a conscience. Humans cannot just act and use the

possibilities that lie before them; they have to take

responsibility for the values that are promoted

through their choices. At the same time, there are

huge disagreements about what the relationship

between can do and ought to do in the area of transgenic

animals is. One of the consequences of this is that ethics

cannot be pursued as a mere afterthought to the tech-

nology or as something of concern only to opponents

of the technology.
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The subject of this article is the ethical concerns

about transgenic livestock. While the strict scientific

definition of “transgenesis” implies that genetic mate-

rial is transferred between species [1, 2], the term is

often used interchangeably with genetic modification

to cover a wider range of techniques in which the

animal genome is manipulated – e.g., including the

inactivation of genes. For livestock applications,

transgenesis proper is the predominant kind of genetic

modification, and so, in this chapter, “transgenic” is

used only to refer to the transfer between species.

Examples of genetic modification will be used addi-

tionally to clarify important points. The goal is to make

the different areas of concern that arise in the ethical

debates transparent, and to discuss different ways of

approaching a public dialogue on these matters.
Introduction

Gene technology and other forms of modern biotech-

nology have given rise to ethical controversies since

they were first introduced in the early 1980s. This has

led to a growing awareness among both scientists and

politicians that successful implementation of biotech-

nology in democratic and pluralistic societies requires

ethical concerns to be discussed and taken seriously.

Numerous and extensive attempts have thus beenmade

over the past 3 decades to engage stakeholders and the

public in general in discussion of the ethical aspects of

biotechnology.

Already, the earliest transgenic animals in the 1980s

were the subject of controversy [3–6]. However, it was

probably with the creation of the cloned sheep Dolly in

1997 that animal biotechnology became widely known

to the public in the industrialized world [7]. Looking at

both studies of public opinion on the subject and the

ethical literature, one can see that the concerns here can

be divided into distinct groups. Some relate to possible

impacts on humans, either through health-related

risks, environmental consequences, or socio-economic

changes. Some revolve around the possible conflicts

arising from the possibility of patenting living beings.

Others revolve around animal welfare, and different

concepts of that, while the last group expresses more

general concerns about the (un)naturalness of the tech-

nologies, and possible violations of the integrity of the

animal species. One discussion that arches over all of
these issues and has been an important determinant in

framing the ethical debate as a whole focuses on how

best to regulate the area.

Sociological studies have revealed public skepticism

about transgenic animals. Considerations of risk, use-

fulness, animal welfare, and other moral values play

a substantial role in the public evaluation of the tech-

nologies. Based to some extent on these studies, many

attempts have been made to engage the public and

stakeholders such as scientists, politicians, legislators,

industry, animal welfare organizations, consumers, and

others in society-wide discussions of how the new

technologies can be implemented in a way that will be

acceptable for a majority of citizens. Whether or not

these attempts have been successful obviously depends

on the criteria of success applied. What can be said,

however, is that they have not led to general agreement

about the development and use of transgenic animals.

In this area of ethical thinking and public discourse,

it is necessary to be aware of the open-ended nature of

the discussion. From a scientific point of view, there is

a world of difference between a knockout pig that has

had a gene disabled to better serve as a organ donor for

humans (xenotransplantation) [8] and a goat that has

had a human gene inserted that expresses itself in the

mammary glands thus enabling human proteins to be

harvested from the milk [9]. But from the point of view

of the nonexpert, these differences might seem ethically

unimportant if the concern in play is the possible

violation of the species’ integrity.

There is also a tendency among experts to look pri-

marily at methods, or techniques, when evaluating bio-

technology, whereas members of the public often bring in

considerations of usefulness as well. Ethical discussions

thus differ from technical discussions, and it is necessary

to critically evaluate the amount of scientific knowledge

and expertise needed within different layers of the ethical

discussion.Obviously, science and scientific thinking can-

not be left out of ethical discussions of science and its

technical applications, but neither should their impor-

tance be overstressed [10].

Similarly, it can be problematic if the subject of the

ethical discussion becomes too narrow. There is

a tendency in the current research environment for

ethics to follow natural science into increasingly spe-

cialized fields where it becomes difficult to include

other areas of science with similar concerns. But at
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the level of ethical concerns, it is sometimes helpful to

discuss transgenic livestock together with, for example,

other issues relating to modern intensive animal pro-

duction [11]. Thus the concerns that people have about

transgenic livestock may to a large extent be about

taking an already problematic development even

further.

As a prerequisite to any ethical debate about trans-

genic livestock, it is of course necessary to make it clear

what the subject of the discussion is, and what areas of

application are involved. This ensures an informed

debate in which misunderstandings resulting from

unclarity are avoided.

Science and Applications

From Early Research to Maturing Technology

Humans have manipulated the genetic makeup of live-

stock through the process of domestication for thou-

sands of years. Scientifically based farm animal

breeding began in the early twentieth century, and,

particularly since the 1950s, it has had a profound effect

on most livestock species. Various modern biotechnol-

ogies – particularly reproductive technologies – have

gradually been adopted since the 1980s.

A comparatively recent technology in this process

of development is genetic engineering/modification;

this emerged in the 1980s and has evolved considerably

since. Genetic modification involves the direct manip-

ulation of the genome of a group of founder animals,

unlike traditional breeding, where animals are selected

on the basis of their phenotype and thenmated in order

to approach a certain breeding goal gradually. There is

a degree of vagueness in the definition of the techniques

used to generate genetically modified organisms.

Genetic modification, in the broadest sense, has been

defined as an “altering of the genetic material in that

[the GM] organism in a way that does not occur nat-

urally by mating or natural recombination or both”

[12]; this covers a wide array of technologies.

Genetic modification and transgenesis are some-

times used synonymously, but the term “transgenesis”

is often defined more narrowly to apply to just one

aspect of genetic modification: transgenic animals

carry foreign genetic information (i.e., information

from another species) and transmit this information

to their progeny, because the transgene is integrated in
the germ cells of the animal [1]. Genetic modification

may involve further modification of the genome (mov-

ing, deleting, multiplying, modifying genes) within an

organism – e.g., the creation of knockout animals.

Creating a knockout animal involves the targeted inac-

tivation of a gene. In this process, the protein usually

produced as a consequence of the genetic information

in question is no longer produced. This is achieved by

replacing an active gene with an inactive version, thus

preventing the gene in question from being expressed

[13]. Knockout applications are common in mice used

for fundamental and biomedical research; however, in

livestock species, transgenesis is the most common

form of genetic modification, although even here,

knockout applications do exist (e.g., mini-pigs which

have had genes knocked out in connection with xeno-

transplantation research) [14].

The main projected advantages of transgenesis over

established breeding techniques include the possibility

of introducing genes that do not exist in the genome of

the parents (outside the species), and the opportunity

to target desirable traits without coselecting genetically

coupled undesirable ones. The foreign gene is intro-

duced in early stage embryos (first cell stage) or in cells

that participate later in the complete development of

the animal [13]. These embryos develop into trans-

genic founder animals, which can then be used in

further breeding. Regardless of the particular method

used, the main steps in producing transgenic animals

are as follows [15]:

● Identifying the trait of interest and localizing the

corresponding gene in the donor species genome

● Multiplying the gene through cloning

● Production of a suitable construct for gene transfer

● Gene transfer

● Proof of integration of the foreign gene

● Proof of expression of the foreign gene in the host

animal

● Demonstrating that offspring of founder animals

inherit the foreign gene

● Selective breeding to diffuse the foreign gene into

the relevant population of animals

Some of the technology to create transgenic live-

stock is based on methods developed for use in mice:

the first transgenic mammals created by pronuclear

microinjection in 1980 were mice [16]. This method
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was adapted in 1985 to create the first transgenic live-

stock (rabbits, sheep, pigs) [17].

In further developing the technologies, researchers

have tried to address technical limitations, and to

develop alternatives to pronuclear injection with

improved efficiency (i.e., proportion of newborn ani-

mals carrying the transgene), predictability, and con-

trol of gene expression. Predictability refers to where in

the host genome the transgene is integrated. When

technologies in which the integration site is random

are used, there may be unexpected expression patterns

as a result of interference with the host genome. Tech-

nologies allowing targeted integration increase predict-

ability by giving greater control of gene expression.

Whether or not the number of copies can be controlled

is also relevant, as copy number influences the level and

stability of transgene expression [18].

Table 1 provides an overview of themost prominent

methods of transgenesis, noting the availability for

different species as well as the predictability, efficiency,

and feasibility.

There are however several practical obstacles to

routine production of transgenic livestock [21]. The

efficiency of the methods used was very low in the
Transgenic Livestock, Ethical Concerns and Debate. Table 1

from [19, 20])

Transgenic
method Availability

Integration
site(s)a

N
co
si

Microinjection Most mammalsc Random V

Somatic cell
nuclear
transfer

Most mammals Can be
determined

O
co

Lentivirus-
based

Most mammals Random and
multiple

Si

Sperm
manipulation

Most mammalsc Random V

ES/EGd cells Mice and rats, not (yet)
available in livestock

Predetermined O
co

aDetermination of the site of integration or random integration in the
bArbitrary scale: low, <5%; moderate, >5%; high, >80%
cAll mammals tested so far
dEmbryonic stem/Embryonic Germ
eNot Applicable as not used in livestock (so far)
beginning, and although progress has been made

here, transgenesis still cannot compete with other

methods used for the genetic improvement of livestock

(e.g., selective breeding in combination with artificial

insemination and marker-assisted selection) on cost

efficiency, practicality, and public/political acceptance.

Furthermore, many traits of interest in livestock are

controlled by more than one gene and are therefore

difficult to improve by transgenesis. The introduction

of transgenesis in livestock breeding is further compli-

cated by the fact that, typically at any rate, very few

transgenic animals are generated in the first generation.

This makes diffusion into a breeding population with-

out corresponding inbreeding depression difficult. It

also means that, since the phenotypic uniformity of

transgenic offspring is often limited, the evaluation of

gene expression in transgenic livestock would require

a large number of animals.

Fish have been popular models for research into

transgenesis as they are easy to maintain/handle and

highly fertile. They have easily manipulable, large eggs,

which are fertilized and develop externally; fish species

also usually tolerate genetic manipulation well during

early development (unlike, say, rats). The most
Summary of existing transgenic approaches (Adapted

umber of
pies per
te

Efficiencyb/
technical
difficulty Note

ariable Low/medium First method

ften single
py

Low/high >1997

ngle copy High/low Late 1990s

ariable Moderate/low Successful application in
few laboratories so far

ften single
py

Low/NAe Recently successful in
Chicken (EG [91])

genome
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common technique used for gene transfer is still pro-

nuclear microinjection but, as with other livestock

species, research into increased efficiency has led to

the development/adaptation of new methods, includ-

ing electroporation (i.e., improving the permeability of

the cell membrane for DNA macromolecules by apply-

ing short electric pulses), sperm-mediated gene trans-

fer, direct gene transfer into tissues of adult fish (via

intramuscular injection of DNA or “gene gun deliv-

ery”), and the use of viral vectors [22–24].

Risks are attached to the technology, naturally, and

sometimes these are unpredictable. They include the

occurrence of undesirable effects of transgene expres-

sion, which should be addressed in food safety assess-

ment schemes (like in other emerging novel foods). In

particular, safety assessment should be performed

regarding toxic/antinutritional effects, allergenic

potential, bioactivity (e.g., hormones active post con-

sumption) [25]. For a thorough discussion of different

risks associated with transgenic livestock, please see

“The Ethical Issuessection .”
Applications of Genetic Modification to Livestock

Several explorations of potential applications of genetic

modification to livestock species have been published

[1, 20, 26–29], and agricultural purposes have been

examined in particular [2, 30]. The authors of these

studies usually distinguish between biomedical and agri-

cultural applications. The basis of this distinction seems

to be that applications in the agricultural domain facil-

itate the direct consumption of products from trans-

genic animals/their offspring by humans, while in the

biomedical field, applications target human health via

the development of pharmaceuticals, antibodies, trans-

ferable organs/tissues, or by studies into basic biological

processes and disease mechanisms. There are products

for direct consumption, such as functional foods, which

however may fall into both categories [31].

The history of R&D here shows that – apart from

scientific interest in basic biological questions – trans-

genic livestock research has undergone changes of

focus and has followed funding and fashion. In this

process, biomedical applications such as xenotrans-

plantation, animals as “bioreactors” and disease

models, and among agricultural applications the

“Enviropig®” have emerged.
Initial developments in transgenic farm animals

focused on the improvement of one of the classical

production-related traits: growth [17]. The animals

involved have become popularly known as “Beltsville

pigs.” Ever since, there have been reports of procedures

involving transgenesis for specific problems with, and

questions about, livestock production (for a recent

review [2]).

There have been attempts to use the technologies to

improve animal health and disease resistance. There

are various ways of achieving this, including passive

immunization of young animals against viruses

through antibody expression in milk and improve-

ment of early growth and/or viability in piglets

through increased sow milk yield when overexpressing

bovine alpha-lactalbumin. Food quality and the

improved usability of animal products for human

consumption (e.g., the expression of human

lactoferrin in milk to obtain positive effects on the

immune system, reduction of lactose to circumvent

intolerance, carcass and meat composition alteration

toward leaner meat, and meat with higher content of

omega-3 fatty acids) can also be mentioned in this

context. Another production-related application aims

at diminishing the “ecological footprint” of industrial

pig production: this involves the expression of

a bacterial phytase gene in the saliva of pigs which

leads to reduced phosphorous excretion.

Moving to the broader and related area of genetic

modification, gene knockout has been employed in

efforts to induce disease resistance (prion diseases) [1];

it has also been used to create pigs that do not express

alpha 1,3 GT in an attempt to overcome organ rejection

after xenotransplantation.

Apart from its applications in biomedicine and basic

biological research, transgenic technology has been used

in fish to improve production parameters such as growth

and food conversion, adaptation to cold environments

(lowering the freezing point of body fluids through the

expression of antifreeze proteins), disease resistance and

prevention of the introduction of transgenes into wild

populations (sterility). As with land farm animals, in

1985, the very first successful application of transgenic

technology reported in fish aimed at increased growth by

introducing a gene for human growth hormone (to be

expressed, in this case, in goldfish). For an extensive

review of applications see [24].
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In a relatively recent review paper, tentative pro-

jections as to when various applications of transgenic

livestock will be applied in the field are made [20].

Most of the biomedical and agricultural applications

projected by Niemann and colleagues to be introduced

some time beyond 2005 are still at the research stage in

2010; and, of the applications listed, only recombinant

pharmaceutical proteins have actually reached the mar-

ket: in 2006 the European Commission, and in 2009 the

FDA in the USA, gave approval for the drug ATryn®

(a recombinant form of human antithrombin, an agent

that prevents blood-clotting) to be produced in the

milk of transgenic goats for pharmaceutical markets.

Growth-enhanced transgenic fish are often presented

as the most promising candidate for the introduction

of transgenic animals for food production [23, 32].
Future Perspectives

The idea of using transgenic animals in food produc-

tion is controversial not only with the public, but also

within the scientific community. The success of trans-

genic livestock for agricultural purposes has failed to

meet initial expectations not least as a result of its

practical limitations as compared with other breeding

tools [1].

Scientists differ considerably in their assessments of

the impact transgenic livestock will have on animal

agriculture, and in the time-frame within which this

impact will unfold. These attitudes also reflect opinions

about the usefulness and feasibility of the technology;

in general, biomedical applications usually meet with

more optimism than agricultural applications. The fol-

lowing excerpts from relevant publications that can be

seen in Table 2 illustrate the range of views:

Animal biotechnology is embedded in a social context

and therefore affected by general trends in the societies in

which it unfolds. This also means that one should be

neither excessively optimistic about altruistic motives

behind the technology nor excessively suspicious about

possible egoistic and narrow motives. In general, one

should bear in mind – when listening to all the problems

that the technology might solve and how soon it will

revolutionize human lives – that in western capitalist

society, the worlds of research and business, science and

technology, and knowledge-building and knowledge-

using, have converged. Scientists are not necessarily
independent and altruistic, but human beings working

in a marketplace like everybody else. They are, in other

words, stakeholders. A certain amount of sound skepti-

cism in evaluating the claims they make is therefore

probably not going to be wasted [33].

It must at the same time be remembered that the

potential of the technology is enormous and the range

of applications almost endless – in theory, at any rate.

But as the last 25–30 years have shown, it is a long way

from having an idea to making it work. Sometimes, it

seems that the more that is learned through science, the

more it is realized how little is known, because the

world in general, and molecular biology specifically,

turns out to be much more complicated than initially

believed [34].When trying to assess the potential appli-

cations of transgenic livestock, there is, therefore,

a large and inescapable uncertainty.
Public Perceptions of Transgenic Technologies

This section describes public perceptions of transgenic

animals. As a point of departure, it should be noted

that while experts, in the nature of their profession,

tend to assess transgenic animals as an isolated phe-

nomenon, the public often see these animals within

a wider context. Thus most lay persons will see trans-

genic animals as parts of modern biotechnology.

Respecting this, this section first places public percep-

tions of transgenic animals within a wider context of

other applications of biotechnology within the agricul-

tural and medical fields; and, second, present various

aspects of the public perceptions of transgenic animals.

Another aspect of the contextuality of public percep-

tions is the fact that perceptions should be interpreted,

or understood, in the particular context in which they

arise. Perceptions reflect deeper rooted cultural and/or

religious values as well as passing material settings –

and so they will vary with continents, countries, and

religions. The following descriptions examine public

attitudes in both Europe and North America, but the

main focus is on Europe.

Accounts of public perceptions have two main

empirical sources: qualitative interview studies or

quantitative surveys. The former, which involve group

interviews or individual interviews, are effective at

delivering a deeper insight into the arguments and

values behind specific views, but as a result of the
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livestock and relevant time frame

Impact Time frame

Optimistic/clear-
cut predictions

“Transgenic technology allows for the stable
introduction of exogenous genetic information
into livestock genomes. With its ability to
enhance existing or introduce entirely novel
characteristics at unprecedented magnitude and
speed, this emerging technology is expected to
have a profound impact on the genetic
improvement of livestock in the future.” [2]

“Sixteen years ago, transgenic animal
technology was invented, and, since then, an
industry has formed to exploit that technology.
In the next 16 years, products created by that
technology will likely be in the hands of
consumers.” [26]

“The overwhelming challenge to agriculture in
the next century will be to feed a huge
population while creating and maintaining
sustainable agricultural systems. Biotechnology,
including transgenic livestock, will play a key role
in meeting this challenge by allowing greater
precision in resource use and product design.”
[30]

Moderate
optimism/“some
time in the future”

“New methods for modifying the genome will
underpin a resurgence of research using
transgenic livestock. This will not only increase
our understanding of basic biology in
commercial species, but might also lead to the
generation of animals that are more resistant to
infectious disease.” [1]

“We anticipate that in the near future, genetically
modified animals will play a significant role in the
biomedical field but that agricultural
applications will develop more slowly due to the
complexity of many economically important
traits and to current resistance to the concept of
engineered farm animals.” [15]

“While various transgenic concepts for the
genetic improvement of livestock animals for
agriculture are being evaluated the integration
of this technology into practical farming systems
remains some distance in the future.” [2]

Critical/uncertain
about time-frame

“It is not clear at all that the benefits that genetic
engineering has produced hitherto compensate
the potential risks of widely using these products
in animal production. Putting the question in
a crude way: Are we risking our health for a 5% of
the benefits in milk production? Should we use
transgenic pigs for a 33% less manure spread? In
general, every advance of molecular genetics has
been received with high expectations in the field
of animal production, but the consequent
application, if any, has been much more
modest.” [1]

“Over the past few years several commercial
ventures have withdrawn from transgenic
biopharming for various, usually financial,
reasons. So, even though much of the
groundwork has been doneit is unclear what the
future holds for this use [agricultural
applications] of transgenic livestock. [. . .] It will
take both a better understanding of the
genomes of livestock, with the anticipated
increase in candidate genes to choose from, and
a major practical success before transgenic
technology seriously challenges genetic
improvement of livestock through selection for
most conventional traits.” [1]

“When a procedure is challenged for some
present reason, it is not uncommon to argue that
in the future all these problems will be solved.
[. . .] In the opinion of the author of this paper,
the general attitude towards genetic
engineering in domestic livestock should be
reconsidered.” [21]

1774 Transgenic Livestock, Ethical Concerns and Debate



1775Transgenic Livestock, Ethical Concerns and Debate
limited number of participants, the interviews give

a poor picture of the representation and structure of

perceptions across the public at large. Quantitative

surveys, by contrast, often involve 1,000 or more

respondents. Their strength, as a tool, lies in the ability

to produce a picture of the distribution of perceptions

within a population in a country or a region.

One of the most frequently cited sources of informa-

tion about public perceptions of new biotechnologies is

the Eurobarometer surveys. These have been carried out

regularly and simultaneously in all EU-member coun-

tries, since 1989. Since the Eurobarometers contain

a number of core questions which, with small variations,

have been included in all surveys, they provide real insight

into the longitudinal development of public perceptions

of modern biotechnology in Europe. As a supplement –

but indeed not as systematically and regularly – interview

studies have been carried out. These, however, are often

designed to study a specific aspect of modern biotechnol-

ogy, and this aspect, or topic, is seldom transgenic

animals.
Perceptions of Transgenic Animals as an Application

of Modern Biotechnology

A number of interesting findings emerge in the

Eurobarometer surveys [35–38]. First, the surveys

demonstrate that the new biotechnologies are not

assessed and rejected, or accepted, en bloc; rather the

public makes a balanced judgment about different

applications by weighing the relevant pros and cons.

One distinct result of the surveys has been the finding

that if these pros and cons are categorized as matters of

risk, usefulness, and moral concerns, both risks and

utilities are important, but moral concerns has a veto-

like character [39].

Second, the studies show that perceptions depend

on the type of application. Relatively speaking, appli-

cations within the medical domain are generally

accepted, whereas food-related applications are viewed

with considerably more skepticism. Qualitative studies

have demonstrated that this differentiation between

applications is linked to the kinds of usefulness pro-

vided by the different applications [40, 41]. Thus more

acceptable applications are seen as useful, in a societal

sense, in virtue of their potential contribution to, for

example, the alleviation of hunger, human suffering, or
environmental problems. The less acceptable applica-

tions, by contrast, are generally useful only in an

economic way or to the individual.

Within this general picture, it has been found in

North America as well as in Europe that applications

including transgenic animals tend to be approached

with skepticism [41, 42]. In the 1996 and 2002

Eurobarometers, for example, transgenic animals pro-

duced for xenotransplantation were, together with GM

foods and GM crops, assessed as one of the least accept-

able of seven applications [37, 43]. Despite the fact that

xenotransplantation belongs to the medical area it is

viewed with some skepticism by the public. One expla-

nation of this may be another somewhat consistent

finding. This is the existence of an “organism scale” –

something not only indicated by the Eurobarometers,

but also found in interview studies [41, 42, 44]. On this

scale, acceptance is related to the distance (as it were)

between the genetically manipulated organism and

humans. Apes and some other mammals are located

at the top of the scale, and plants and microorganisms

are at the bottom. Thus the fact that the use of trans-

genic animals in xenotransplantation involve organ-

isms (animals) located toward the top of the scale

may contribute to the public skepticism.
Perceptions of Transgenic Animals

This section provides more details about the specific

concerns present in public perceptions of transgenic

animals. The presentation is structured using the now

common distinction between risks, usefulness, and

ethics/other moral concerns.

Transgenic Animals as a Risk In the sociology of

risk, the concept of risk most often refers to any side

effect of an action, practice, or technology [45]. Here,

however, public perceptions of risks of transgenic ani-

mals follow the convention within studies of biotech-

nology, where risks are solely understood as the

(unwanted) consequences for human health and the

environment.

The data on transgenic animals as a risk is some-

what limited. Eurobarometer surveys include percep-

tions of risk related to transgenic animals in 1996

(xenotransplants and research animals) and again in

2002 (xenotransplants). In 1996 as well as in 2002,
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almost 60% of the respondents to some extent agreed

that the use of transgenic animals in xenotransplanta-

tion was risky [43, 46]. It is, however, impossible to

determine whether this relatively high perception of

risk refers to xenotransplantation as a strategy or to

the transgenic animals themselves. The fact that 60%

also regarded the less complex question of transgenic

research animals as risky in 1996, however, indicates

a considerable concern about the risks.

A qualitative study carried out in Denmark in 2002

gives an indication of the worries lying behind this risk

perception [44]. First, it was found, during the explor-

atory interviews, that human health problems arising

from the consumption of meat from transgenic or

otherwise manipulated animals were not prominent

issues. In discussions of GM foods in general, it tran-

spired that there were no particular short-term con-

cerns, mainly because people trusted the authorities

and their risk assessments – but also that, by contrast,

in the long run, there was some skepticism, partly

because participants were not sure if the experts could

foresee the long-term risks to human health. Here,

references were made to the BSE crisis, which was

taken to have demonstrated experts’ inability to predict

health consequences. In this context, some also raised

concerns about the fact that the natural order of things

is challenged through the use of modern biotechnol-

ogies. This natural, or god-given, order is seen as incor-

porating an inherent safety mechanism that is bypassed

by the use of genetic technology.

Other interview studies have found similarly low

levels of concern about the risks associated with the use

of transgenic animals in xenotransplantation [47]. The

environmental risks also seem to be considered low:

essentially, it is believed that it is possible to prevent

transgenic animals (unlike microorganisms and plants)

from escaping and spreading their genes.

Transgenic Animals and Usefulness As noted above

usefulness has several aspects: societal, individual/self-

interested, and economic. Within this spectrum, the

Eurobarometer surveys aim to determine the level of

perceived societal usefulness by asking how useful for

society the respondents find different applications.

Results show that in both 1996 and 2002, about 60%

of the Europeans surveyed judged xenotransplantation

useful to society, and in 1996, a somewhat smaller
proportion (52%) found transgenic research animals

useful. It should be stressed, however, that both appli-

cations fall within the medical area, which is known to

be generally more acceptable. The interviews in Den-

mark confirmed this general picture, sometimes

pointing to the purpose (e.g., fighting obesity) being

noble, but the strategy (e.g., transgenic leaner meat

from pigs) wrong, since there are well known and less

controversial alternatives (e.g., obesity-curbing diets)

that should be pursued first. Interview participants,

however, often found themselves trapped in

a dilemma between the highly valued principle that

transgenic animals must serve a societal purpose, and

their own interests; and sometimes this resulted in

pragmatic acceptance of applications in their own

interest, despite their principled rejection of the same

applications.

Transgenic Animals and Other Moral Concerns In

most other situations where the human use of animals

is on the agenda, animal welfare is a major theme. It is

striking that there is little evidence that welfare, con-

ceived of, in the narrow sense, involving a direct effect

on the well-being of the animals, is important in public

perceptions of transgenic animals. In interview studies

this aspect seems to be conspicuous by its absence.

Instead, participants raise questions about animal

integrity, or about what can be justified with regard to

human treatment of animals [39, 44] – a finding that by

and large is confirmed by an OECD review from 2008

[48]. In particular, the question of integrity seems to be

important in the assessment of transgenic animals, and

to contribute to the establishment of the ethical limits

to the degree of manipulation that can be exercised

over other living beings. Rather than providing final

answers to the question of where such limits should be

drawn, qualitative studies allow the public to voice

questions such as: “Is human life worth more than

that of an animal? (. . .) Which is more morally accept-

able: waiting for a 17-year-old motorcyclist to die or

using a pig as a ‘spare parts bin’” [39].

Despite such statements, in which animals are val-

ued as such, a zoo-sociological classification [49] can, it

seems, be discerned in the few studies of public percep-

tions of animal biotechnology. According to this clas-

sification of animals, there are different limits to

what you can do to different species of animal.



1777Transgenic Livestock, Ethical Concerns and Debate
The classification seems to reflect the idea that the

closer an animal resembles humans, the better are the

reasons (or the greater the usefulness) required to jus-

tify manipulating it. Hence, fish are not as important as

cows, and cows are less important than primates.

The Ethical Issues

In this section, the ethical concerns typically raised in

published discussions of animal biotechnology and in

debates in the public sphere will be analyzed. The

concerns will be organized into three main categories:

risks to humans, risks to animals, and other moral

concerns. In this way, the section follows the findings

of the sociological studies and can be seen as an attempt

to provide an ethical analysis of the values underlying

public perceptions of biotechnology at the same time as

being an assessment of the kinds of risk the develop-

ment of transgenic animals present.

It is important to realize that ethical categories do

not come out of the blue. The fact that many discus-

sions of transgenic animals center on risks is no coin-

cidence; it reflects the fact that the regulation of

biotechnology is cantered on risks, as was mentioned

earlier. There are differences in the way biotechnology

is regulated in different parts of the world. However,

the various regulatory regimes governing transgenic

livestockmore or less share the following requirements:

(1) the livestock must not present a risk to the envi-

ronment; (2) nor may it present a risk to human health;

and (3) nor may it present a risk to animal health. If

these three requirements are fulfilled, there is, in most

regulatory regimes, no legitimate reason to set up limits

to the development and use of transgenic livestock. In

light of this regulatory situation, it is no wonder that

discussions of transgenic livestock, like discussions

regarding other forms of biotechnology, take risk issues

as their starting point.

Risks to Humans

The risks to humans are uncontroversial in the sense

that everybody involved in the discussion acknowl-

edges that, to the extent that the technology presents

serious risks to humans, this is a serious matter. Fol-

lowing the literature on the subject, it can be said that

with regard to human health and the environment,

transgenic technology so far does not seem to carry
significant risks to humans, whereas the socio-

economic impact of the technology on such matters

as food prices, agricultural production systems, and

financial interests are much harder to assess.

Health Risks to humans are most often equated with

the risks to human health presented by products from

transgenic animals consumed as medicine or food.

Only a very limited amount of research has been done

in this area, since very few products have been devel-

oped. There is, however, a substantial literature onwhat

risks should be taken into consideration when such

products are evaluated. In the medical area, it is

recommended that the risk assessment should follow

the conventional testing of newly developed drugs. In

the food area, risks arising from the modification of

proteins, allergenicity, toxicology and nutritional

value, and so on, will be important parameters [50].

One concern relates to the possibility that the genes

transferred might cause allergic reactions in people. If

a gene from a plant is transferred into an animal and

that gene is responsible for the production of a protein

that makes some people allergic to the plant, then that

gene could very well make the same people allergic to

the meat and/or milk from the animal. There are clearly

ways of avoiding the most obvious problems here – by

choosing genes that are not known to produce aller-

genic proteins, or by labeling all products from trans-

genic animals. But the whole area of food allergy is

scientifically complicated, with many unknowns. Basi-

cally, it would seem that the risks in this area can be

managed, but for each potential product careful consid-

eration will have to be given to the question which genes

should be used for modifying which animals [51].

Another issue of importance is whether the physical

composition of the food product will change and thus

possibly alter the nutritional value of the product. This

result could be intentional or unintentional. Onemight

attempt to genetically modify an animal to change the

nutritional value of its meat and milk. It could be the

amount or composition of fat in pigs, as in the case of

the omega-3 pig [52] or the amount of lactoferrin in

milk [53]. In such cases, it would be necessary to

evaluate how these changes might affect human health

in comparison with traditional products. But the

changes could be unintended. Thus they might be

caused by changes in genes that are not directly linked
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to the nutritional value of an animal. Molecular biology

is a very complex science that tells that genes are

interconnected and seldom work alone. What happens

to one gene can have effects elsewhere. Thus changes in

genes related, for instance, to the environmental impact

of an animal might have unintended side effects in that

they also affect its nutritional value. Furthermore, less

than perfect methods of gene transfer could also lead to

unintended genetic changes. Only through effective

testing and control procedures can such problems be

countered in a responsible way. As no genetically mod-

ified animals have been approved for the agricultural

market yet, and since only few have been developed and

tested, it is very hard to say precisely how large a risk

this is. It should be clear, however, that this issue will

need to be addressed on a case-by-case basis. It will

depend on the gene inserted and the animal modified,

and it will, in all likelihood, be impossible to say any-

thing general about the matter.

One area of biomedicine where it can be foreseen

that the technology presents serious risks to humans

has attracted attention. This is the xenotransplantation

of pig organs. The worry is that dormant viruses in the

pig genome could be transferred to humans through

the organs and then “awaken” in the new environment

in the human host organism, giving rise to a newly

emergent disease against which humans have no natu-

ral defense. Notorious examples of emergent diseases

transferred from animals to humans are the Spanish

Flu, AIDS, and Avian Influenza. In the worst-case sce-

nario just one xenotransplantation “gone wrong” could

cause a pandemic [54]. The degree of scientific uncer-

tainty here is rather high, as is generally the case in

newly emerged fields of research. However, putting

problems raised by the transplantation of live tissue

from one species to another to one side, at present,

the risks to human health presented by transgenic

animals seem to be manageable.

The Environment Some of the ethical concerns

connected with transgenic livestock relate particularly

to the environment. One such concern is that the

animals might escape and breed with wild populations,

thus spreading their genes in an uncontrollable way.

The most cited example here is that of transgenic fish –

e.g., salmon with genetic alterations allowing faster

growth. The concerns in this area can either be about
the indirect consequences this might have for humans

(in this case, economic losses to the fishing industry if

transgenic fish cause havoc in the wild-living species

that are already under pressure from intense fishing),

or direct concerns for the animals and the wider eco-

system [51, 55]. With the exception of fish, individual

animals produced by biotechnological methods are

rather easy to confine, and this makes it less likely

that they will be a hazard for the environment. But

here, as with most other concerns discussed so far, it

will be necessary to evaluate the animals case by case to

estimate the risks: in this case, by trying to anticipate

how the animals will interact with the environment and

whether this will be a threat to human interests.

Other Concerns for Risks to Human Interests

Other concerns focus on the socio-economic changes

transgenic animals could bring about, especially if they

are ever integrated on a large scale into farming and

food production. As the technology is not yet devel-

oped, let alone introduced, in this area, it is very hard

to guess what will happen. But concerns that the

technologies will strengthen the movement toward

large-scale farming and could deepen the divide

between the developed and the developing world are

not unrealistic – witness what usually happens when

new technology is introduced and what has happened

within the sphere of plant biotechnology. For further

discussion of these concerns about the impact of bio-

technology on agriculture in general [10].

Another kind of concern for humans that is some-

times raised is that the continuing reification or com-

modification of nature, where nature is seen exclusively

as a resource to be used by humans, will harden human

ethical sensitivity in general, thus ultimately causing

ethical problems between humans as well. This kind of

argument has been laid against the unethical use of

animals since the dawn of western philosophy – as,

for instance, in the work of Thomas Aquinas

(c. 1225–1274). The key idea is that by being harsh to

animals, humans may end up being harsh to their

fellow humans. This idea is closely connected to con-

cerns that humans, by turning what is strange and

unknown into biological factories, lose an important

part of what it is to be a living being that shares the

world with other living beings, thus diminishing the

human world [56].
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In addition to these concerns, it is often suggested

that if the applications of biotechnology are accepted

on animals, there might be a gradual change of views

on these applications and in the end their use on

humans would be found acceptable. In this “slippery

slope argument” the problem is not the production of

transgenic animals in itself (point A), which is seen as

ethically acceptable, but the production of transgenic

human beings (point B), which is seen as unacceptable

and claimed to be at the bottom of an inescapable slide

down a moral slope. Thus point A should be avoided,

although it is perfectly acceptable in itself, because it

automatically leads to point B: a place that it is in no

way desirable to be at.
Risks to Animal Welfare

Transgenic technologies used on livestock may cause

welfare problems for the animals. As genetic modifica-

tion means, by definition, the generation of animals of

a genotype and phenotype not presently existing, dur-

ing research and development, it is necessary to make

predictions about the health and welfare of these ani-

mals, based on what is known about the gene itself and

on previous experience with the technology. Geneti-

cally modified animals have so far mainly been used in

biological research and as disease models. Usually, the

goal of modification is to produce animals that either

under- or overexpress certain genes, or which express

a mutated, disease-causing human gene. In all of these

cases, body function in the organism is in some way

disrupted. Although the severity varies, welfare prob-

lems often accompany these disruptions.

The situation is different with transgenic livestock.

Here, there is no formal conflict between the objective

of the research and the health of the animals: ideally,

animals functioning as bioreactors or xenotransplanta-

tion donors, as well as transgenic animals in food

production, should be healthy. But this is not always

the case, and harmful side effects may arise. For exam-

ple, the “Beltsville pigs” involved in the earliest exper-

iments suffered from extensive health and welfare

problems (stress susceptibility, with only marginal

improvement of the desired trait, namely growth [57]).

The problems here may arise at different stages in

the development of transgenic animals: the in vitro

technologies used at the beginning of the process may
have a negative impact on early development by

disturbing early gene expression. The site of transgene

integration is also relevant, as insertional mutations

may lead to the loss of host gene function in the

“affected” region. This risk is more frequent with

those technologies where there is no control over

where the transgene integrates. However, it is primarily

a problem at the research stage: as such animals are not

desirable as so-called “founder animals” for diffusion

of the transgene into a wider population, other indi-

viduals will be selected for further breeding.

Finally, the level, and the developmental and tem-

poral control of their expression, may mean that pro-

teins, which are the products of transgene expression,

cause problems in transgenic animal [58]. Welfare

problems deriving from the activity of the transgene

itself will affect much larger numbers of animals,

because these problems will accompany the gene as it

spreads in the population. This could be the case, for

example, if animals are engineered to improve produc-

tion, and if the greater production results in more

prevalent production-related diseases.

Systematic welfare assessment schemes in trans-

genic livestock are still lacking, even though recom-

mendations on this matter were published almost

10 years ago [58] and have been updated more recently

[59]. Conclusions about the welfare of transgenic live-

stock have often been based, not on comprehensive

studies, but rather on small-scale, or anecdotal, reports

leading scientists to state, for example, that the trans-

genic animals “have shown no obvious abnormal

phenotype” [60], are “apparently normal” [2], or

“developed normally” [20].

Welfare Assessment The requirements of welfare

assessment schemes in experimental design should

reflect the numbers of affected animals at different

stages of a transgenic program (first time generation,

an increasing number of animals, and establishment of

the production herds). In the early stages, with low

numbers, predictions of the welfare of the animals

will mostly be based on previous experience with the

transgene/gene product, if available, in other species

(mice); anecdotal information will be essential. As ani-

mal numbers increase quantitative research comparing

groups of transgenic and control (nontransgenic) ani-

mals should be performed. With the establishment of
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production herds it will not be possible to monitor the

individual animal; therefore, surveillance and sampling

of welfare-relevant effects of transgenesis will become

more important [59].

Which aspects of the welfare of transgenic animals

are assessed will depend to some extent on how animal

welfare is defined. Animal welfare scientists typically

base their evaluations on the clinical health and sub-

jective experiences of animals [61]. Often, the subjective

experience of animals is taken to be expressed in what

animals choose. Recently, this approach has been sum-

marized as follows: “Good welfare is defined as animals

being healthy and having what they want” [62].

A broader, and complementary, perspective also

includes the animal’s opportunity to engage in essential

species-specific behavior [61, 63, 64]. This broader

perspective is related to an even wider set of concerns

about animal biotechnology wherein, the anxiety is not

that the technology poses risks to animal welfare, but

that it violates animal integrity and basic concepts of

naturalness. This will be further discussed in section

“Naturalness and Integrity”.

The Narrow and the Broad Perspective on Animal

Welfare From the narrow perspective defined above,

a transgenic application is problematic only if it gives

rise to health problems or negative subjective experi-

ences. From the broader perspective, the question of

animal welfare is also about the extent to which the

animal is allowed to fulfill its species-specific potential.

The broader perspective thus points to an additional

group of considerations that has to be taken into

account when reflecting on animal welfare. It should

be noted that the two perspectives are not mutually

exclusive. Equally, they will often deliver similar

recommendations.

Nevertheless, the two kinds of consideration can,

on occasion, be difficult to reconcile in practice; and in

that eventuality, it becomes important to clarify what

kind of perspective is in play. This can be illustrated

with two examples.

First, the battery cage in which laying hens are

prevented from performing a range of highly motivated

behaviors emerged early on as one of themost emblem-

atic issues in the discussion of farm animal welfare.

Following many years of intense debate, accompanied

by research to develop and evaluate alternative
approaches, policy makers have decided to outlaw

this housing system, which will be phased out in the

EU by the end of 2012. However, if the problem is

defined as the frustration of highly motivated behav-

iors, an alternative (though as yet hypothetical) solu-

tion would be to change the birds, so that they become

content with the limited life in a battery cage. From

a narrow perspective, there is no ethical objection to

denying the animal the opportunity to behave as a bird

would do in nature (as battery cage egg production

does) as long as this does not negatively affect the

subjective welfare of the animals, i.e., lead to negative

experiences [64]. Therefore, if birds could be caused to

lack motivations other than those that could be satis-

fied in the cage, this would be a good thing to do from

the narrow perspective; it would reduce animal suffer-

ing in what is, of course, a highly profitable housing

system [65, 66].

For the foreseeable future, this seems to be an aca-

demic discussion, as the technology is not, as yet, able

to produce such animals – if it ever will be. To begin

with, the trait to modify would have a complex genetic

background, since the objective must be an animal in

which one has eradicated all motivations other than

those that can be satisfied in a battery cage. Second, it

will be a difficult challenge to ensure that one is indeed

modifying the animal into one with a restricted set of

motivations rather than an animal that reacts passively,

or even with apathy, to adverse conditions [67].

From the broader animal welfare perspective, on the

other hand, the very idea that hens should be designed to

cope well with battery cages raises serious worries and

questions about the natural life of chickens, and about

the experiences that constitute such a life. Thus even if it

is technically possible, this kind of manipulation is

highly questionable from the broader perspective.

If the battery cage case was hypothetical, the blind

hen case represents a real situation. A Canadian scien-

tist involved in poultry breeding has bred a blind egg-

laying hen [68]. The blindness was thus not inflicted on

living chickens, but congenital. According to the

researchers, blind hens would be at less risk from

feather-pecking and cannibalism, these being welfare

problems typically found within free-range production

systems. Again, from a narrow welfare perspective, this

would seem to be awelcome solution to a rather serious

welfare problem.
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From the broader perspective, both the notion of

deliberately breeding chickens that have such limited

potential as to be content with life in a battery cage and

the aim of breeding blind hens to solve production

problems in the agricultural sector are seen as ethically

problematic in ways that might outweigh the advan-

tages of these ideas as perceived from the narrow per-

spective. Something just seems to be amiss when you

deliberately create an animal with less potential than

normal [69], whether or not the animal has negative

experiences as a result. From this perspective, the task is

not to change the animals to fit within the limits of the

production system, but to adapt the production system

to accommodate the needs of the animals. Implicit in

this version of the broader perspective is a certain

respect for the natural state of the animal.

It should be said, however, that another version of

the broader perspective takes a slightly different view.

While agreeing that the natural behavior of the animal

is to be respected, the advocate of this view does not

consider the natural behavior of the animal to be

something static. Just as domesticated animals have

been bred to be better adapted to housing in confine-

ment in the past, animals today can be bred, either

conventionally or through genetic modification, to be

better adapted for modern-day production systems.

Thus the fact that one can alter the nature of an animal

by genetic modification does not constitute an ethical

problem as long as one respects the nature that the

animal ends up with [65, 66].

Whether animal welfare is seen from the narrow or

one of the broader perspectives, the difference between

traditional breeding technologies and the new biotech-

nological tools seems to be more of a quantitative dif-

ference in the potential of applications and associated

welfare problems than a qualitative difference that cre-

ates entirely new welfare issues. The novelty or techno-

logical nature of the changes does not in itself introduce

new concerns.
Other Ethical Concerns

From the concerns regarding species-specific behavior

within the broader perspective, there is a connection to

other concerns that are most often treated outside the

discussion of animal welfare. These are concerns about

the perceived unnaturalness of the technology and
possible violations of the integrity of the animals.

Rather than being related to the individual animals

themselves, these have to do with a more abstract and

wider human perception of what an animal is. They can

be said to fall within the scope of animal ethics, but

outside the scope of animal welfare.

Naturalness and Integrity Technologies involving

the genetic modification of animals are often labeled

“unnatural” [44, 70]. As discussed previously, there

might be differences in the more technical details over

how unnatural the animals are in scientific terms. An

animal that has had a gene inserted from another species

that it would not be able to share genes with is normally

seen as more unnatural than an animal which has had an

extra gene from its own species inserted. But it is often

argued that from a scientific perspective, this is just

a matter of degree and not something requiring the

label “unnatural” to be placed on products with which

it is associated. There seems to be no qualitative differ-

ences between what is going on in traditional breeding

and modern biotechnologies. The one follows almost

logically from the other, and to label one of them “unnat-

ural” would be to label the other likewise [71]. However,

not everyone agrees with this conclusion. It has been

argued that the fact that traditional breeding methods

are already accepted by at least most of the public, does

not necessarily mean that the next, much more

advanced, step is also acceptable [72]. The growing

attention to the welfare of animals produced through

transgenic technologies might even serve as reason

to look back on already established, and hitherto inno-

cent, methods of animal breeding with critical

eyes [34].

Another criticism of the term “unnatural” is that,

although it is intuitively compelling, the normative

impact of naturalness suffers from three inherent ambi-

guities when applied to domesticated animals. First of

all, it is almost impossible to point to a stage in the

development of such animals that would constitute

their natural state and thus be the developmental

point that should be respected [64]. Second, even with-

out human interference, animals evolve to adapt to

changing environments. Claiming that it is unnatural

to change the genomes of animals can therefore, from

a scientific point of view, be seen as saying that nature is

unnatural. Finally, it needs to be explained why it is
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assumed that what is natural is also ethically good.

Cancer, earthquakes, and influenza are naturally occur-

ring phenomena, but very few would, for that reason,

deem them to be ethically good. For reasons such as

these, the notion of naturalness is very often rejected as

unclear and insignificant to the ethical debate [73].

These criticisms are very relevant. However, they

might be seen as utterly failing to address the funda-

mental issues at stake in ethical debate about unnatu-

ralness. There seem to be two different viewpoints from

which the technologies can be discussed. As Anne

Chapman has pointed out, the debate around unnatu-

ralness and biotechnology tends to operate with only

two very distinct concepts of nature. Nature is seen

either as everything there is (leaving nothing to be

unnatural) or as everything that is untouched by

humans (in which case all things touched by human

activity become unnatural). What is lacking is a middle

ground that takes into account the fact that, from an

everyday perspective, most people experience the nat-

uralness of things as a gradually developing quality:

things can be more or less natural [74]. This difference

can very well be expressed in terms of the degree of

control that humans exercise over natural processes.

Here, it becomes obvious that although the genetic

inheritance of animals is changed both through con-

ventional breeding and through transgenic technolo-

gies, the latter, being more powerful, are more

unnatural.

This understanding of the difference between nat-

ural and unnatural as being determined basically by the

extent of human control can also be used as an inter-

pretative key that helps to clarify the concerns under-

lying the claim that transgenic technologies violate the

integrity of animals.

There are several definitions of the concept of ani-

mal integrity available, yet it seems that the notion still

eludes clear understanding. The word is derived from

the Latin “integer” meaning wholeness, completed,

untouched, unharmed. Rutger and Heeger [75] define

animal integrity as the “wholeness and intactness of the

animal and its species-specific balance, as well as the

capacity to sustain itself in an environment suitable to

the species.” De Vries [76] interprets this definition as

one mainly aiming at physical, biological, or genetic

wholeness. To a large extent, violations of animal integ-

rity will therefore also violate the welfare of the
animal [77]; and they will do so irrespective of whether

animal welfare is understood from the narrow or one of

the broad perspectives.

What is of special interest here, however, is whether

practices that do not produce ill health, negativemental

states in the animal, or prevent the animal from

performing its species-specific behavior can also be

seen as violation of integrity. An example, already

discussed above, would be breeding animals that fits

the production systems better rather than developing

housing systems that satisfy the existing behavioral

needs of the animals [66]. Again, one might consider

changes of composition in dairy cowmilk to mimic the

content of human milk [78].

The debate about what integrity is, and why it is

relevant, mimics the debate about naturalness in

important ways. The concept of integrity is often (as

in the definition proposed by Rutger and Heeger [75])

tied tightly to biological, empirical features such as

behavior, the possession of an unaltered genome, and

so on. The concept is then often criticized and

questioned, since it makes it unclear why the integrity

is especially violated through biotechnology [79].

The notion of integrity is perhaps better under-

stood as one expressing the ethical reservations some

experience when animals are commodified to an extent

where the distinction between unnatural and natural

breaks down, or where the power humans exercise on

the animal leaves the animal as nothing more than

a resource to fulfill human needs. Integrity is thus

something that is experienced directly, but something

also that shows up when there is a violation of it [80]. It

is experienced in a phenomenological understanding of

the animal – not reducing it to an object for examina-

tion or a resource to be developed, but affirming the

notion of it as another “flesh-of-the-world” entity [81]

sharing a “more-than-human-lifeworld” [56] with

humans and all the other members of the biotic com-

munity. The claim is then that the integrity of the

animal is present at this level of experience as the

“completeness” of the animal before humans show up

with their ability to change animals into something

that can satisfy human needs. Self-evidently, an animal

can be killed, but life cannot be breathen back into it. In

essence, integrity is the experience that the animal is

whole, complete, full, finished, when humans encoun-

ter it. Humans cannot add to it, only take away [82].
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When developed along these lines, the concept of

integrity loses it biological foundations and thus

becomes impossible to assess from a scientific point

of view. Some will probably find that the prescientific

nature of the concept disqualifies it automatically;

others might find that by interpreting integrity as

a “zone of untouchableness” given by the sheer exis-

tence of the animal, the moral concerns about inter-

fering in the lives of animals can be seen to make

sense, even if they go beyond the animal’s welfare

interests.

Respect for Autonomy As has already been men-

tioned, current legislation in most countries is set up

to permit transgenic livestock only if this does not pose

a risk to the environment and to the animals’ health;

and to ensure that products originating from trans-

genic livestock will be allowed to enter the food chain

only if they pose no risk to human health. As should be

clear from the above analysis, a number of reasons why

people might be skeptical about transgenic livestock

can be described, and some of these will go beyond

what is captured by legislation. First, some people will

assess risks differently from the experts giving advice to

the authorities. Second, some people will have a wider

notion of what counts as a risk than that embedded in

the legislation. Finally, third, some people may have

moral concerns that go beyond the risk paradigm as

shown earlier.

In light of this, one can ask to what extent people

should have choice when they buy animal-based

products. According to current legislation in the US,

there is no requirement to label products derived from

GM animals, whereas current EU legislation requires

such products to be labeled. Here, then there will be

room for a genuine ethical disagreement about

whether consumers have the right to be told about

the origin of animal products – and retain this right

whether or not the products pose a risk. Those

opposed to mandatory labeling will typically argue

that such labeling may cause unfounded fears in con-

sumers, whereas those in favor of it may argue that

consumers ought to have the right to choose for

themselves in line with what matters to them; and

opinion polls seem to show that many consumers

want to know whether or not food products are genet-

ically modified [83].
Public Discussions

The advent of modern biotechnologies, and subse-

quent ethical debate, has been closely followed by

a number of stakeholders: researchers, the biotech

industry, politicians devising the legislative framework,

NGOs within the areas of environmentalism, animal

welfare, animal rights, and so forth. From the outset, it

has been clear that the technologies raise ethical issues

and that it is necessary to debate these. Equally, after

the controversies surrounding the introduction of GM

crops and products based on these crops in Europe in

the 1990s, it became glaringly apparent that there was

widespread skepticism about biotechnology, and that it

would be necessary to create some kind of dialogue

between stakeholders in the public sphere.

In this section, it is discussed how different moti-

vations for entering this dialogue shape the dialogue

itself and the subjects that are deemed relevant within

it. As should be apparent from the analysis of ethical

concerns provided above, it is not a shortage of subjects

to talk about that characterizes the area. As in the

section on public perceptions of transgenic animals, it

has been necessary to widen the scope and look at the

issue at a more general level to capture the trends in the

discussions. There is, however, little reason to doubt

that ethical discussion of the issues raised by transgenic

animals will follow the pattern seen so far in adjacent

technologies.

Public Participation and Dialogue

Today “dialogue with the public” is almost a mantra

within the biotech community – a community that can

be said to consist of all stakeholders, from the most

jubilant adherents of the technologies to the most fun-

damentalist skeptics. The idea of public participation

in the preparation of policies for emerging technologies

such as biotechnology is very widely accepted. But

whereas the general idea of public participation and

the concept of dialogue are almost universal within the

western world, the content of these notions is far from

self-evident [84].

Quite what is meant by “public participation” can,

generally speaking, be said to be decided by the reasons

for supporting such participation in the first place.

There seems to be a continuum from, on the one

hand, those who support public participation because
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it is a way of assuring the public of some sort of

democratic or semi-democratic influence, to those

who see public participation as a way of merely legiti-

mizing the technologies in the eyes of the public. In the

first case, the goal is to live up to democratic ideals of

some sort without influencing the result of the partic-

ipation. In the second, the point is to get the technol-

ogies accepted [85].

The influence of the goal of the public participation

on the structure of the debate can most easily be seen

when the concept of dialogue is considered. There seem

to be three different understandings of the concept of

dialogue in ethical discussions of biotechnology today.

One is (1) a specific variety of (so to speak)monological

dialogue. This assumes that widespread skepticism

about biotechnology is based on the public’s lack of

knowledge and understanding of the technologies. The

remedy to this is therefore knowledge transfer from the

sphere of science to the public. As soon as public has

been educated the skepticism will disappear.

This way of thinking, sometimes labeled “the

knowledge deficit model” [86], is very widespread in

the scientific community. One noteworthy example

of it can be found in the report Why clone farm

animals? Goals, motives, assumptions, values and con-

cerns among European scientists working with cloning

of farm animals [87]. Here, a group of scientists

working on cloning are interviewed about the technol-

ogy and various aspects of it. All say that it is very

important to establish a dialogue with the public

about the technology, but when directly asked what

subjects would be suited for such a dialogue, they

invariably answer that the public should be provided

with information about the technology.

The largest problem with the knowledge deficit

model is that, although it continues to thrive within

the scientific community, it has been refuted in socio-

logical studies of the public perceptions of biotechnol-

ogy. What happens when citizens are provided with

information about the science and possible applica-

tions is that they form an opinion about it; but there

is no evidence to suggest that knowledge in general

erases skepticism [44].

(2) A second form of dialogue is as monological as

the first, but the exchange moves in the opposite direc-

tion – it is the public rather than the scientists now

doing all the talking. Here, the task is to examine public
attitudes to biotechnological applications and figure

out which will be socially acceptable. The goal is thus

to ensure that the technologies pursued will not end up

in the same situation as the GMOs in Europe in the

1990s. Very often, the two monological kinds of dia-

logue are combined, so that consumer preferences and

consumer education go hand-in-hand in an attempt to

produce social acceptance for the development of the

technologies [85].

(3) The third concept of dialogue in the current

debate sees dialogue as a way of balancing two very

important considerations. One consideration is to

respect the other person, whether it is a single person,

a group of stakeholders, or society at large. The other is

to take responsibility for one’s own views of the world

and attempt to do what one sincerely believes to be in

the best interest of the other (whoever that may be).

A classic example of this conflict can be found in the

relationship between the physician and the patient. The

ethical duty for the physician is to avoid taking all

responsibility from the patient (paternalism as tyr-

anny) and yet not leave the patient on his own in trying

to decide upon different methods of treatment in the

mistaken belief that the task of a physician is just to

provide neutral information and at all costs respect the

patient’s right to self-determinacy (autonomy as denial

of responsibility).

The concept of dialogue implies that there are two

ormore opinions about something, and that the people

holding these opinions are willing to discuss them,

holding a small window open in the back of their

minds to the possibility that they may be wrong.

A dialogue where it is from the outset decided that

only one part of the dialogue (and that is usually the

other part) could end up changing their minds is no

dialogue, but could better be described as a caricature

of energetic and zealous religious proselytizing.

When promoting public participation in the

debates about such things as transgenic animals, it is

important to realize that this is always done with

a specific goal in mind – and that this goal will always

influence the way the dialogue is structured. Similarly,

the motivation for entering the dialogue in the first

place will influence views on what questions are rele-

vant and who should participate. These differences are

also visible within different cultures where, for exam-

ple, the role of the scientists and nonexperts in the
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debates are understood very differently, just as

the purpose of the whole exercise is understood quite

differently [88].
Possible Goals of Ethical Dialogues

Motivation for entering ethical discussion of biotech-

nology in general and transgenic livestock in particular

varies from stakeholder to stakeholder, although it is

probably safe to say that all stakeholders enter the

discussion because they think that the information

they can bring will convince others of their viewpoints

[73]. But besides the urge to win the argument, there

are other and more realistic goals of ethical dialogue,

and these could provide reasons for entering in the first

place.

The first reason is enlightenment or clarification.

Ethical debates are where humans meet and exchange

their views. This gives the involved parties a chance to

explain their views and listen to the explanations of

others. Thus the areas of disagreement and the values

that underlie them can both be clarified. This need not

lead to agreement, of course; it will only do so if some

of the disagreements turn out to be based on misun-

derstandings either of the viewpoints of the opponent

or the facts of the issue. But it can lead to a better

understanding of the opponent’s viewpoints; and that

is valuable in itself. It is valuable, first and foremost,

because understanding is itself valuable, and second,

because it is easier to find areas of consensus and

compromise if you have an understanding of the view-

points of others rather than just finding them irrational

or blind to the ethical dimensions of the issue. Under-

standing why someone has certain opinions makes it

easier to respect him or her, and it can create an envi-

ronment around the debate that makes it easier to

move on to the next step [89].

The second possible result of ethical debates is that

the decisions eventually reached are socially robust.

A socially robust decision is here understood as

a decision that seeks to include widely held concerns

about a technology while at the same time allowing it to

progress in areas that are of significant benefit to soci-

ety. As mentioned earlier in section “Public Perceptions

of Transgenic Technologies,” it is apparent from socio-

logical studies that, in biotechnology, there are two

scales of importance. One is the scale of organism, the
other a scale of applications. The simpler the organism,

the more acceptable the technologies become; and the

more the application of the technology addresses issues

like health, the environment, and aid to the developing

world, the more acceptable it becomes [44]. Thus using

transgenic technologies to produce livestock that will

benefit medical research will, in all likelihood, be more

socially acceptable than producing livestock that can

improve productivity in agriculture.

By targeting on areas of need, developments in

transgenic livestock would therefore be less problem-

atic than they would be if the focus was on areas of

economic gain. A socially robust development process

will mean that certain applications are left aside in

order to gain broad societal acceptance of the progress

of the technologies [90].
Future Directions

The technology to produce transgenic animals is here

to stay. The genie cannot be put back in the bottle. And

as the technology is further developed and refined, it

will, in all likelihood, become more and more econom-

ically feasible and sustainable to produce animals

through these technologies. But the ethical problems

will not disappear either. The issue of animal welfare as

seen from a narrow perspective will continue to play

a role, as will the issues around possible negative

impacts on human health and the environment. Even

when more data on these risks become available, it

should be obvious from the discussion of GM crops

that the risk evaluation will continue to be an area of

controversy for many years to come.

Discussion of the socio-economic impact of the

technologies will intensify. If the animals enter the

agricultural sector and the food production chain,

there is reason to expect that they will only strengthen

the current trends within agriculture, where ever larger

units with animals dominate production in a highly

technological environment. This will inevitably give

rise to ethical debate – but probably debate of a sort

that is already taking place about how the agricultural

production system should function. In the areas of

naturalness and integrity, ethical disagreement will

continue to flourish, especially if animals are produced

for applications that are not generally regarded as

important to society.
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All in all, then, it is safe to say that ethical debate

about transgenic livestock, and about the development

of the technology, will continue to play a significant

role in the future. As research and technology develop-

ment becomes more and more reliant on private

funding, it will be necessary to show that the develop-

ment of transgenic animals will pay off investors.

Finally, there is no doubt that the area will continue

to be a political and ideological battle scene. It will

therefore be necessary to apply methods of public par-

ticipation that include many viewpoints. These

methods should help to ensure socially robust devel-

opment in a technology, for which the potential to

create social and ethical conflicts seem as large as the

technological potential.
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Gaskell G, Heinßen M, Midden CJH, Ødegaard M, Öhman S,
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Glossary

Bone morphogenetic proteins (BMPs) Group of

molecules belonging to the transforming growth

factor family that were initially discovered by their

ability to induce the formation of bone and carti-

lage. BMPs provide pivotal morphogenetic signals

orchestrating tissue architecture throughout the

body.

Calving The act of delivering a calf at the end of

normal bovine pregnancy.

Energy balance In reference to animal physiology, it is

the relation between energy intake from nutrient

consumption and energy expenditure to maintain

body functions.

Estrus The stage of the estrous cycle when a female is

sexually receptive and during which ovulation

occurs.

Fertility The ability to produce healthy offspring.

First-service conception rate Refers to the percentage

of animals in a herd that become pregnant upon

insemination on the first estrous cycle after

parturition.
P. Christou et al. (eds.), Sustainable Food Production, DOI 10.1007/978-1-461
# Springer Science+Business Media New York 2013

Originally published in

Robert A. Meyers (ed.) Encyclopedia of Sustainability Science and Technolo
Genetic selection/selective breeding The process of

breeding animals or plants with the goal of enhanc-

ing particular genetic traits.

Heterozygous Refers to an individual having two dif-

ferent alleles for a given trait.

Homozygous Refers to an individual having identical

paternally and maternally inherited alleles for

a given trait.

Knockin Integration of a new gene which replaces an

endogenous gene.

Knockout Functional disruption of a specific gene of

an organism, commonly achieved by a partial or

complete deletion of the gene sequence.

Livestock Domesticated animals raised to produce

commodities such as food, fiber and labor.

Mutation A change in the DNA sequence of a gene

which can result in changes in the sequence and

function of the encoded protein.

Ovarian follicle The structural and functional unit in

the ovary within which an oocyte grows and

matures until it is expelled during ovulation.

Ovulation The process by which mature ovarian folli-

cles rupture under the influence of luteinizing hor-

mone to release an oocyte into the oviduct.

Phenotype/phenotypic Ameasurable characteristic of

an animal such as hair color or growth rate, and

which is the product of genetics and the

environment.

Point mutation A mutation involving a single nucle-

otide base pair in a DNA sequence.

Production trait A genetically determined character-

istic of an individual of a livestock species

which relates to its capacity to provide a certain

product (milk, meat, fiber, eggs, work) which

contributes directly to the value of the animal for

the farmer.

Promoter A regulatory DNA sequence that controls

the transcription of a particular gene.

Reproductive performance The productivity of an

animal or herd in terms of offspring produced.

Reproductive/breeding efficiency Related to the

capacity of an individual to successfully carry out

all reproductive processes from gamete formation

to fertilization, establishment of pregnancy and

delivery of healthy offspring.
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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Seasonal reproduction Refers to the dependence of

reproductive activity on seasonal factors, most

notably changes in day length, in certain species.

Single nucleotide polymorphism DNA sequence var-

iations involving alteration of a single nucleotide in

a genome sequence.

Transgene An exogenous gene introduced into the

genome of another organism.

Transgenic An animal, plant or microbe whose

genetic material has been altered using an artificial

process.

Zinc finger nucleases (ZFNs) Synthetic proteins

consisting of an engineered DNA-binding motif

characterized by multiple finger-like protrusions

(finger domain) and which has been fused to the

cleavage domain of the FokI restriction endonucle-

ase. ZFNs can be used to induce double-stranded

breaks in specific DNA sequences and thereby pro-

mote site-specific homologous recombination and

targeted manipulation of genomic loci in a variety

of different cell types.
Definition of the Subject and Its Importance

The possibility of using transgenic technology to

promote desirable traits, including enhanced repro-

ductive efficiency, in livestock species has attracted

considerable interest since transgenic animals were

first produced. Almost 20 years ago McEvoy and asso-

ciates [1] proposed that transgenic technologies could

be used to increase reproductive output in food pro-

ducing animals by increasing litter size in livestock or

egg-laying capacity in poultry, and by reducing the

limitations associated with seasonal breeding. During

the intervening 2 decades, the uptake of transgenic

technologies in livestock production has been limited

because of technical, regulatory and ethical constraints

[2]. However, the availability of novel technologies,

such as Zinc finger nucleases (ZFNs) [3], which allow

for greater precision and control, together with

a growing need to increase livestock productivity to

meet the requirements of a growing world population

will likely help to realize current aspirations on use of

transgenesis in animal reproduction. The application

of transgenic technologies in laboratory animals has

been invaluable in considerably furthering our under-

standing of numerous reproductive processes
including gonad development and function [4–6],

oogenesis and early embryogenesis [7, 8], and tropho-

blast gene function [9, 10], and through this increased

understanding will lead to new strategies to improve

reproductive efficiency of livestock species.

Introduction

Reproductive efficiency of domestic animals is critical

to the sustainability of modern livestock industries.

Thousands of years of domestication led to changes in

the reproductive physiology of animals, for example,

a dramatic reduction in the influence of season on

reproduction in cattle and pigs. During modern

times, intensification of farming systems coupled with

the implementation of programs of genetic improve-

ment aimed at selection for specific (non-reproductive)

productivity traits had further effects on reproductive

physiology often with negative consequences to breed-

ing efficiency, with ultimately an impact on the overall

productivity and sustainability of livestock industries.

Meeting the increasing world demands for animal

products will require increased production of healthy

offspring from livestock while coping with a decrease in

the availability of natural resources to maintain these

animals. Achieving this within a reasonable time frame

will require the use of strategies alternative, or in addi-

tion, to traditional breeding and genetic selection. This

entry will describe current limitations in reproductive

performance of livestock. The potential and limitations

of transgenic technologies to address such problems

will then be described and specific illustrative examples

will be provided.

The Problem of Low Fertility in Modern Livestock

At its 2009 World Food Summit, the United Nations

Food and Agricultural Organization recognized that

agricultural output will need to increase by 70% by

2050 in order to feed the world’s population which

is expected to exceed 9 billion in this timeframe

(FAO 2009, ftp://ftp.fao.org/docrep/fao/Meeting/018/

k6050e.pdf). A significant portion of that output will

be derived from the demand for animal protein, espe-

cially in developing countries as they become more

affluent. Considering increasing production constrains

derived from climate change and competing demands

on resources, the key target for the future of livestock

http://ftp://ftp.fao.org/docrep/fao/Meeting/018/k6050e.pdf
http://ftp://ftp.fao.org/docrep/fao/Meeting/018/k6050e.pdf
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production will be to maximize the number of off-

spring produced by each female animal that are also

fit for purpose. This will involve three challenges,

namely, to increase the numbers of offspring that

a female can produce, to optimize the in utero condi-

tions under which fetuses develop so to maximize

development of appropriate phenotypes, and to bias

offspring sex to reflect animal usage. Meeting these

challenges will require continued advances of tradi-

tional methods and approaches, such as husbandry

and genetics, as well as the broad uptake of newer

and emerging biotechnological solutions such as

transgenesis.

An important point to be made is that these chal-

lenges will need to be accomplished in the face of

a persistent decrease in livestock fertility associated

with modern farming systems in western countries,

particularly affecting the dairy, pig and chicken meat

industries [11–13]. In these animals, specific produc-

tion traits (milk, meat) have been genetically selected at

the expense of a reduction in non-selected traits such

as fertility. In many cases an even more important

contribution to low fertility in modern livestock

herds has resulted from industry consolidation into

fewer, larger production units which are managed

intensively toward the primary objective of maximal

economic gain.

A clear example of this is the dairy cattle industry,

where a steady increase in milk productivity over

the past few decades has been associated with

a progressive decline in fertility to current first-service

conception rates below 40%, resulting in extended

calving intervals and premature culling [11, 14, 15].

According to the UK’s Dairy Science Forum (2008),

poor fertility in dairy herds is estimated to cost to the

UK industry alone above £300 million a year, in

addition to being a major welfare issue. Under current

management schemes, to maximize milk production

cows need to conceive soon after parturition so that

the interval between lactations is minimized and

a target of one-calf-a-year can be achieved. This requires

timely restoration of gonadotropin secretion and ovar-

ian activity after calving, together with adequate uterine

clearance and repair, if successful follicle maturation and

ovulation followed by fertilization and establishment

of pregnancy is to take place by about 90–100 days

[16, 17]. However, dairy cattle have been selected to
efficiently partition nutrients towardmilk [18] produc-

tion thus creating a state of negative energy balance

after parturition where reinitiation of high milk pro-

duction will occur preferentially to restoration of

reproductive function conducive to establishment of

pregnancy [19].

Even more profound effects on reproductive

activity in cattle but also in other livestock [20–22]

are derived from suboptimal management of animals

under intensive farming conditions including under

nutrition, stress and general poor health reflected, for

example, in a high incidence of lameness and mastitis,

two major conditions associated with low reproductive

performance of dairy cattle [11, 14]. Repeated calving

itself poses an enormous risk to sustained repro-

ductive performance because of the incidence of

parturition-related or postpartum complications

(e.g., dystocia, retained fetal membranes, endome-

tritis). Poor management, together with suboptimal

ovarian function during postpartum, also leads to

poor estrus detection in large herds of dairy cows

and other livestock leading to a dramatic decrease

in the efficiency of artificial insemination-based

programs [23]. Finally, several other factors can have

a large impact on overall female health including

subclinical infections and environmental factors

such as heat stress which has direct effects on follicle

development, oocyte quality and embryo development

[24, 25].

Poor management is a primary cause of low repro-

ductive performance of livestock in developing coun-

tries. As an example, the domestic buffalo constitutes

an essential farming resource to millions of families in

developing countries, particularly Asia. This species

has been traditionally regarded as having low repro-

ductive efficiency, including late attainment of

puberty, a seasonal pattern of reproduction, poor

expression of estrus, low conception rates and long

calving intervals. To a large extent, these characteris-

tics can be attributed to environmental and manage-

rial factors including the absence of a year-round

nutrient supply, harsh environmental conditions and

suboptimal human intervention [26, 27]. Different

studies have shown that buffalo fertility can improve

considerably by exercising proper management

and feeding and that this can be enhanced by genetic

selection [27, 28].
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In some instances, the problem is not a lack of

nutrients but over nutrition. This is the case in the

broiler chicken, in which overfeeding of growth-

selected animals results in excessive recruitment of

ovarian follicles leading to simultaneous ovulation of

multiple follicles. This alters the timing of egg laying

and results in poor eggshell quality [29]. This problem

has been addressed by nutrient restriction of animals

which is necessary to achieve reasonable levels of egg

production. This is a significant production and wel-

fare issue as nutrient-restricted broiler breeders show

clear evidence of physiological stress as well as an

increased incidence of abnormal behaviors, among

other problems [30].

Limitations on the reproductive performance of

livestock can also be imposed by naturally evolved

traits. This is the case in sheep, goats and horses, in

which ovulatory activity is restricted to certain

periods of the year to ensure that offspring are born

at a time when food resources are plentiful [31].

Another example is the inability to selectively

breed for the desired gender for a given production

trait (for example females only for milk and males

only for meat production) which within livestock

industries leads to considerable waste and welfare

concerns due to the need to cull the less useful

gender.
The Need and Potential of Transgenic

Technologies to Improve Reproductive

Performance of Livestock Species

As outlined above, declining fertility trends in livestock

can be partially reversed by improved management.

This may include pharmacological control of repro-

ductive function which, although effective in the

short term, is nonetheless expensive and has limited

benefits as not all animals respond adequately to hor-

mone treatments, particularly if these are not associ-

ated with improvements in more basic aspects of

management [32–34].

Interventions aimed at increasing general herd

health and welfare and reducing stress can be very

effective in substantially improving fertility, particularly

if they include close monitoring of the reproductive

status of individual animals. Optimal implementation

of such measures, however, can be costly and in some
cases may not be feasible and/or economically viable,

particularly in developing countries.

Optimum nutrition is also an important aspect of

good management, particularly as it relates to preven-

tion of low energy balance during postpartum and

other critical reproductive states [15, 19]. It has been

shown that the extent to which reproductive perfor-

mance can be increased through nutrition is limited

[35] and that a given diet can have different effects on

different aspects of reproduction, as exemplified by the

administration of diets which stimulate plasma insulin

levels in postpartum cattle [36]. Such diets can effec-

tively stimulate follicle development but at the same

time have negative effects on the oocyte, justifying the

need for carefully tailoring diet composition to specific

reproductive functions if optimum fertility is to be

achieved.

Although selection of livestock for certain produc-

tion traits has been associated with a loss of fertility,

studies with dairy cattle have shown that this loss can

be reversed, through genome-wide selection on multi-

ple traits, without completely compromising milk pro-

duction [35]. However, eliminating the fertility

problem in livestock through genetics would require

that reproductive traits be included as a significant

component of selection indexes and the desired out-

come may not be achieved in decades. Alternatively,

genetic gain could be aimed at reducing the impact of

poor fertility on productivity, for example, by selecting

for extended lactation periods in dairy cattle [14],

although in many instances this may not be economi-

cally feasible. In addition, it is unlikely that existing

genetic variation in modern livestock lines will con-

tinue to generate the rate of gain obtained in the past.

On that note, the use of transgenic technology to

induce modifications in selected genes followed by

conventional breeding and selection would offer an

attractive alternative to effectively introduce desirable

fertility traits in livestock, particularly in cattle and

sheep which have long generation times and small

offspring numbers.

Transgenic approaches have been used in livestock

for the purposes of increasing productivity, conferring

disease resistance and increasing environmental sus-

tainability [2]. Similar approaches could be used to

increase fertility (Fig. 1). These could be aimed at

improving reproductive function directly (for example,
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by removing genes that naturally suppress ovulation)

or indirectly (for example, by improving energy utili-

zation by reproductive tissues) or at facilitating repro-

ductive management of livestock (for example, by

inserting reporter genes that could facilitate estrus

detection or early pregnancy diagnosis). To achieve

this, gene knockin or knockout approaches could be

used to modify whole genes or large portions of these

genes. Alternatively, novel ZFN technology allows for

targeted or untargeted gene mutagenesis to be induced

to selectively modify gene function in animals [37–39].

This approach would be more likely to be accepted by

the public than the insertion of foreign genes into

livestock genomes and it could also provide more pre-

dictable results, particularly if natural or induced

mutations of the gene(s) of interest already existed in

the same or a different species.

Successful application of transgenesis in livestock

fertility will ultimately require a more thorough under-

standing of reproductive physiology in these species.

Transgenic studies aimed at targeting fertility genes in

livestock have not been reported and therefore poten-

tial gene targets would have to be obtained from data
on naturally occurring mutations or single nucleotide

polymorphisms associated with fertility, or from

results of experimental gene targeting in rodents,

which can already provide a substantial list of candi-

date genes [40]. It must be stressed that, because of

significant species differences, considerable caution

should be used when attempting to extrapolate results

from genetically modified mice into other species.

A clear example of this is the failure of genetic deficien-

cies in bone morphogenetic protein (BMP) 15 or

growth differentiation factor (GDF) 9, which are nat-

urally associated with multiple ovulation in sheep, to

increase the ovulatory response in mice [41]. In addi-

tion, it is essential to remember that most reproductive

traits are controlled by several genes acting in concert

and they may not therefore be easily altered by

targeting a single gene. Finally, genetic modification

in mice can reportedly be associated with a reduction

of fertility in vitro [42], an observation that would need

to be properly addressed.

The choice of a particular gene modification aimed

at improving livestock fertility would need to be based

on different considerations. Optimally, a gene should be
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targeted only in a specific cell type or organ of interest.

This could be achieved with the use of cell-specific gene

promoters to drive the targeting event. Choosing a gene

target with naturally restricted expression, if possible

restricted to the cell type of interest, would be technically

simpler and more efficient. In addition, small-scale

mutagenesis rather than whole gene replacement or

insertion of a new gene would be preferred to achieve

the desired phenotype effects. This is now possible with

remarkable efficiency in rodents and pigs by using ZFN

technology [37–39]. Lastly, the intended mutation

would optimally exist naturally and have been charac-

terized thus allowing more accurate prediction of the

phenotype in transgenic offspring.
Potential Targets for Transgenic Improvement of

Livestock Fertility

Among the genes that could be targeted to increase

fertility in livestock, certain members of the BMP fam-

ily meet all three criteria described above for an opti-

mum target. In this section, these genes will be first

considered in detail followed by brief reference to

others that could be targeted to improve different

aspects of reproduction.

Natural mutations in the BMP ligands, BMP15 and

GDF9, and in the BMP receptor type 1B (BMPR1B)

have been described in different breeds of high prolif-

icacy sheep and some of them have been characterized

in detail [43, 44]. Five different point mutations were

identified in BMP15 (FecX locus) and one in each of

GDF9 (FecG) and BMPR1B (FecB). These mutations

led in each case to reduced production of biologically

active protein and/or altered protein signaling. Homo-

zygosis for either BMP15 or GDF9 mutations is asso-

ciated with infertility due to disruption of early ovarian

follicle development, whereas heterozygous animals

show natural higher ovulatory rates than wild types

(about 3–4 vs 2 follicles per ovulation). The BMPR1B

mutation in sheep is also associated with a higher ovu-

lation rate in heterozygous animals, but in this case

homozygous animals not only are fertile but they dis-

play an even larger positive effect on ovulation rate (�5

follicles per ovulation). Expression of BMP15 and

GDF9, but not BMR1B, is mostly restricted to the

oocyte. For both BMP15 and GDF9 mutations, the

different ovarian phenotypes observed in homozygous
and heterozygous animals are thought to largely reflect

the role of these growth factors in promoting cellular

proliferation during early stages of follicular develop-

ment and in preventing premature maturation of late

stage follicles, respectively (Fig. 2) [43, 45]. In hetero-

zygotes for either mutation, reduced growth factor

levels reportedly lead to increased responsiveness to

the gonadotropin, follicle-stimulating hormone, and

premature acquisition of responsiveness to luteinizing

hormone, by granulosa cells of developing follicles

which facilitates follicle maturation leading to the

recruitment of an increased number of ovulatory folli-

cles [43]. This phenomenon could be exploited using

transgenesis to increase ovulatory rate not only in other

sheep breeds but also in monovular species such as

cattle. Evidence from immunization studies indicates

that, as in sheep, altering the levels of BMP15 and/or

GDF in cattle has clear effects on follicle development

and ovulation rate [46]. Based on this and other infor-

mation on the biological role of BMP15 and GDF9 in

the bovine ovary [47], as well as on the phenotype

described in mutant sheep, it can be predicted that

similar mutations in BMP15 and/or GDF9 in cattle

would result in animals with increased follicular sensi-

tivity to gonadotropins and therefore a reduced

gonadotropin dependence for follicle maturation.

This change would provide a clear physiological advan-

tage during situations, such as the early lactation

period, when energy demands for reproduction cannot

be fully met resulting in insufficient gonadotropin

stimulation that prevents normal follicle maturation

and restoration of ovulatory activity [16, 48]. As

a result, ovulatory activity would be predictably

restored early after parturition providing an opportu-

nity for reduced calving intervals. It is very important

to consider, however, that for the increased incidence

of ovulation in such transgenic cattle to effectively lead

to an increase in reproductive efficiency, it would

have to be associated with the implementation of

measures to ensure adequate oocyte quality and uterine

health, so that pregnancy could be successfully

established and maintained. An increased frequency

of twining would be likely in the transgenic cattle

lines which, although not desirable in certain situa-

tions, could still be exploited by the cattle industry to

increase productivity. In addition to the natural muta-

tions considered here, there are other high prolificacy
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Schematic of the physiological control of ovarian follicle

maturation by pituitary gonadotropins and oocyte-derived

BMP ligands. For simplicity, only BMP15 is shown. During

normal estrous cycles, systemic gonadotropin levels

stimulate follicle maturation leading to the production of

estradiol which will eventually trigger a surge in pituitary

LH release and ovulation followed by luteinization of

follicular cells. Current evidence from ruminants indicates

that BMP15 restricts the maturation-promoting effects of

gonadotropins thus preventing the development of an

excessive number of preovulatory follicles and early

ovulation and/or luteinization. It is proposed that

transgenically altering the levels of BMP15 in cattle would

counteract the relative deficiency in gonadotropin levels

during the postpartum period leading to early ovulation.

FSH Follicle-stimulating hormone, LH Luteinizing hormone,

BMP15 Bone morphogenetic protein 15
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phenotypes identified in sheep which do not seem to be

associated with the BMP system [49]; identification of

the specific genes involved will provide additional tar-

gets for manipulation of fertility in livestock.

Aside from the BMP system, there is evidence in

livestock to indicate that the estrogen receptor (ESR)

could be targeted to increase prolificacy. In pigs, there

are associations between litter size and several genes

including the ESR, prolactin receptor (PPLR), and

retinol-binding protein (RBP) genes [50]. Rothschild
and associates [51] found a Pvull polymorphism in

intron 9 of ESR1 in prolific Chinese Meishan pigs and

commercial LargeWhite populations. Among the Pvull

genotype sows homozygous for the desired allele had

larger litters at birth with more live born piglets. Intro-

duction of a mutated or polymorphic ESR gene could

therefore be used to increase litter size in several pig

breeds.

The use of transgenesis has also been proposed to

address gender inefficiency in livestock industries [2].

More precisely, it was suggested that genes involved in

the production of functional sperm [52] or sex deter-

mination [6] and that have been successfully targeted

inmice and birds could be used as targets for transgenic

alteration of sex ratios in livestock. For example, the

gene,DMRT1 (doublesex and mab-3-related transcrip-

tion factor 1), is implicated inmale gonad development

in vertebrates and its knockdown using RNA interfer-

ence in early chicken embryos resulted in gonadal fem-

inization of genetically male embryos leading to partial

sex reversal [6]. An alternative approach to address

gender inefficiency would be, rather than trying to

alter the natural gender ratio, to transgenically enhance

specific production traits in a gender-specific manner.

As an example, in an attempt to produce transgenic

animals withmuscular hypertrophy similar to “double-

muscling” which results from naturally occurring

loss-of-function myostatin (MSTN) mutations in

cattle [53], Georges and associates [54] targeted

trans-inactivators of Mstn on the Y chromosome of

mice. The resulting transgenic males showed a 5–20%

increase in skeletal muscle mass. The authors suggested

the use of this approach in dairy cattle to produce

breeds with combined beef and dairy abilities [54].

Finally, targeting of a number of other aspects of

reproductive physiology through transgenesis may

be desirable to address specific causes of reduced

fertility. This could be done for example to improve

prenatal survival in different species by increasing

the expression of known luteotrophic and

antiluteolytic conceptus signals which would be

expected to reduce embryo mortality and thereby

improve pregnancy rate [55], or to reduce seasonal

constraints on reproduction by targeting the neuroen-

docrine pathways involved [56] to generate transgenic

small ruminants capable of year-round breeding in

temperate latitudes.
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Future Directions

Since first reported over 30 years ago [57], the use of

transgenic technologies in mice has been extremely

useful in unraveling genetic mechanisms, including

reproductive processes. Although since then the appli-

cation of such technologies in other species including

livestock has encountered numerous roadblocks, con-

siderable technical improvements have been made

which now allow specific and precise gene targeting in

vivo [38, 39]. The vast potential of transgenic tech-

nologies in livestock has been extensively demon-

strated by the successful targeting of many

production-related traits in ruminants, cattle and

sheep [2]. Although there has been public reluctance

toward the use of such technologies in food-producing

animals, technical advances allowing the production of

safer foods from transgenic animals together with

mounting social pressures demanding an increase in

the availability of animal products for a growing world

population will likely change this, and recent FDA

approval of a genetically modified salmon [58] is

a good indication of such change already happening.

Although attempts at transgenically increasing livestock

fertility have not been reported, transgenic technologies

hold particular promise in that regard, both in terms of

reversing current decreasing fertility trends and alleviat-

ing natural fertility constraints of livestock, two aspects

that have a profound impact on overall industry pro-

ductivity and efficiency, and which is set to become

increasingly important as demands for higher livestock

productivity continue to increase. Studies in livestock

species to increase understanding of their reproductive

processes and to develop further refined gene targeting

technologies will be key in bringing the realization of

such promise much closer.
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Glossary

Animal cloning Non-sexual reproduction of an ani-

mal by transfer of a nucleus from a differentiated

cell into the cytoplasm of an enucleated oocyte;

SCNT (somatic cell nuclear transfer): cloning

using a somatic cell as nuclear donor.

Chimeric animal Animal containing cells from two

animals; chimeras are obtained by transferring

embryonic cells from an animal into a recipient

embryo; the chimera gametes contain the genome

from one of the two embryos.

Hybrid Animal resulting from the sexual reproduction

of parents from different breeds (intraspecies hybrid)

or parents fromdifferent species (interspecies hybrid).

Knockdown Inhibition of the expression of a gene at

the mRNA level by a siRNA.

Knockin Targeted integration of a gene by homolo-

gous recombination.

Knockout Inactivation of a gene by homologous

recombination.

Lentiviral vector Gene construction able to integrate

a foreign gene into a genome via an infection

mechanism.

Meganuclease Endonuclease that is able to cut both

strands of DNA and enhance the efficiency of

homologous recombination.

Pluripotent cell Cell that is able to participate in the

development of all the organs; lines of pluripotent
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cells can be established from early embryos (ES:

embryonic stem cells) or from somatic cells (iPS:

induced pluripotent cells) obtained by the transfer

of genes responsible for the pluripotency of embry-

onic cells.

siRNA Small interfering RNA (also known as RNAi)

that is able to inactivate specifically an mRNA by

its degradation or by the reversible inhibition of

its translation; siRNAs are generated by the

degradation of long double-stranded RNAs, by

the transcription of micro-RNA genes, by the

transcription of gene constructions coding for

shRNAs (small hairpin RNAs), or by chemical

synthesis.

Transgenesis Experimental transfer of an isolated

gene (or a DNA fragment of any origin) to animal

cells making the transmission of the genetic modi-

fication to progeny by sexual reproduction possible.

The animals harboring the foreign genes are known

as transgenic animals, transgenics, GM animals

(genetically modified animals), rDNA animals

(recombinant DNA animals), or GE animals

(genetically engineered animals).

Zinc finger nuclease (ZFN) Engineered nucleases that

are able to cleave both strands of genomic DNA in

specific sites. ZFNs as meganucleases are able to

induce a DNA repair and a local mutation equiva-

lent to a knockout in the absence of foreign DNA or

targeted gene integration at a high efficiency in the

presence of a homologous recombination vector.
Definition of the Subject

Various techniques and mainly gene cloning, genome

sequencing as well as transcriptomics provide

researchers with an increasing number of genes. In

order to know the role of the genes and themechanisms

of their regulation, it is mandatory to reintroduce them

into their natural complex environment, cells, and ani-

mals. Transgenesis has thus become a major tool for

biologists, and presently, at least 90% of GM animals

are generated for basic studies. Transgenesis is not only

a tool for research; it is also more and more extensively

used for various biotechnological projects in the tradi-

tional fields of biology applications: medicine and

agriculture.
4-5797-8,

gy, # 2012, DOI 10.1007/978-1-4419-0851-3
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The information provided by the understanding of

the biological functions of humans and animals may

give clue for the design of new treatments for patients

and selection of farm animals, respectively.

Transgenesis has thus become a key tool for the crea-

tion of animal models for the study of human diseases.

These studies may even provide researchers with

genetic markers for diagnosis and genetic selection.

The newly identified and studied genes may be used

to produce small quantity of the corresponding recom-

binant proteins to establish relations between their

structure and their activity. Very large quantity of

recombinant proteins of pharmaceutical interest may

also be produced in milk or egg white of transgenic

animals. Pig cells and organs may in principle be genet-

ically modified to become tolerated by patients. Some

newly identified genes may as well be transferred to

farm animal to improve production as it is already the

case in plants [112](Fig. 1).

The available techniques make it possible the addi-

tion of exogenous genes and the elimination of genetic

information in various animal genomes. Several more

andmore sophisticated tools allow also a fine-tuning of

transgene expression. Although the generation of

transgenic animals is no more a bottleneck for their

different use, it remains laborious and costly especially

in large animals. Some improvements of the methods
t
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The different uses of isolated genes. Transgenesis, which inclu

gene inactivation and replacement is an essential tool for gen
are required and in course. The methods of gene trans-

fer are closely linked to the reproduction techniques

and to the aim of the projects. These methods, which

include the construction of the genes to be transferred

and which are adapted to the different animal species

are described in the present chapter.
Introduction

By essence, living organisms are in permanent evolu-

tion. This phenomenon is relatively slow, and it was

probably not perceived by humans until they invented

agriculture and breeding. The control of plant and

animal reproduction made the empirical genetic selec-

tion possible which provided to human communities

all their essential food products, pets, and ornamental

plants. This led to the generation of profoundly genet-

ically modified organisms. Carrots, tomatoes, silk-

worm, some dogs, etc. are unable to survive without

the assistance of humans.

The discovery of the Mendel laws allowed an

improvement of the genetic selection. Yet, this selection

remained based on spontaneous, thus random and

unknown, mutations. During the first half of the last

century, it appeared necessary and possible to increase

the number of randommutations to enlarge the choice

of the genetically modified organisms corresponding to
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the expectations of experimenters, farmers, and

breeders. This was achieved by using chemical muta-

gens and by generating multiple intraspecies and inter-

species hybrids. One of the most impressive examples is

the creation of a new cereal, triticale, which results from

an artificial crossing between wheat and rye. This new

plant is currently a source of feed.

All these methods are imprecise as they induce

multiple unknown mutations in addition to those

which are expected. One of the problems of conven-

tional genetic selection, either to create models or to

improve production, is that the selected genes are

unknown and that a large number of genes also

unknown are co-selected with the genes of interest

(Fig. 2). Yet, these approaches were globally highly

beneficial for humans. They also show that the plastic-

ity of living organisms is high and that humans have

empirically learned to manipulate them successfully

with limited undesirable side effects. The discovery of
Gene of
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Figure 2

(a) Conventional genetic selection relies on the random

chromosome rearrangement during sexual reproduction

and, thus, to the random distribution of the different gene

versions in offspring. The gene of interest responsible for

the expression of a valuable genetic trait, and which is

selected, is then unknown and the process implies the

co-selection of a number of unknown potentially

deleterious genes surrounding the gene of interest.

(b) Selection by gene transfer offers the possibility to add

(or delete) a single gene having a known function into

a living organism. This gene may be of various origins and

may be optimized before being transferred
DNA and genes opened wide avenues for research and

biotechnological applications. Indeed, the manipula-

tion of isolated and known genes makes it possible

more diverse and better controlled genetic modifica-

tions (Fig. 2).

The introduction of isolated genes into cells has

become a common practise in the 1970s of the last

century, soon after the emergence of the genetic engi-

neering techniques. It represented a great progress for

the understanding of gene functions and mechanisms

of action. This technique is still widely used, and it

started being complemented in 1980 and 1983 by

gene transfer into animals and plants, respectively, to

generate lines of genetically modified organisms, also

known as transgenic animals and plants.

The first transgenic animals, mice, were obtained by

microinjecting the genes into one of the nuclei

(pronuclei) of 1-day embryos [31]. This method

could be extrapolated successfully to three other mam-

mals (rabbits, pigs, and sheep) in 1985 [32], but it soon

appeared that other methods had to be implemented

for some species. Transgenesis is presently carried out

essentially for basic research in only a few species:

a mammal (mice), an insect (drosophila), fish (medaka

and zebra fish), and a worm (Caenorhabditis elegans).

Some farm animals (rabbits, pigs, chicken, sheep, goat,

and cow) are being used for specific studies, which

cannot be performed for biological reasons with labo-

ratory animals. Essentially, the products from some

farm animals are expected to be improved by

transgenesis in addition to classical genetic selection

in the coming decades.

Several techniques to generate transgenic animals

have made considerable progress in the past decade:

(1) direct gene transfer into embryos either by micro-

injection of DNA, transposons, or lentiviral vectors or

via sperm incubated with DNA and transferred to

oocytes by ICSI (intracytoplasmic sperm injection),

(2) via intermediate cells in which the gene modifica-

tions have been achieved and further used to generate

animals harboring the foreign DNA sequence; these

cells are either pluripotent cells that are able to give

birth to chimeric transgenic animals ES (embryonic

stem cells) in mice as well as iPS (induced pluripotent

cells obtained after dedifferentiation of somatic cells)

potentially in most species or somatic cells used for

generating transgenic clones (Fig. 3).
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Different methods to generate transgenic animals: (1) DNA transfer via direct microinjection into pronucleus or cytoplasm

of embryo; (2) DNA transfer via a transposon: The foreign gene is introduced into the transposon, which is injected into

a pronucleus; (3) DNA transfer via a lentiviral vector: The gene of interest introduced in a lentiviral vector is injected

between the zona pellucida and membrane of the oocyte or the embryo; (4) DNA transfer via sperm: Sperm is incubated

with the foreign gene and injected into the oocyte cytoplasm for fertilization by ICSI (intracytoplamic sperm injection);

(5) DNA transfer via pluripotent or multipotent cells: The foreign gene is introduced into pluripotent cell lines (ES,

embryonic stem cells: lines established from early embryo or iPS: cells obtained after dedifferentiation of somatic cells) or

into multipotent cell lines (EG, gonad cells lines established from primordial germ cells of fetal gonads); the pluripotent

cells containing the foreign gene are injected into an early embryo to generate chimeric animals harboring the foreign

gene DNA; themultipotent EG cells containing the foreign gene are injected into embryos to generate gametes harboring

the transgene; in both cases, the transgene is transmitted to progeny; (6) DNA transfer via cloning: The foreign gene is

transferred into a somatic cell, the nucleus of which is introduced into the cytoplasm of an enucleated oocyte to generate

a transgenic clone. Methods 1, 2, 3, and 4 allow random gene addition whereas methods 5 and 6 allow random gene

addition and targeted gene integration via homologous recombination for gene addition or gene replacement including

gene knockout and knockin
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Another problem emerged rapidly. The very first

transgenes were expressed, and they were able, in some

cases, to induce some phenotypic modifications in

animals. The first example was the giant mice obtained
in 1982 [71] by overexpressing growth hormone genes.

It also appeared that the expression of the transgenes was

often not satisfactory and not easily controlled. This was

clearly due to the insufficient knowledge of the



1803Transgenics: Alternative Gene Transfer Methods
mechanisms controlling gene expression. Thus, for

years, only empirical gene constructions having some-

times limited efficiency were used. The strategy of

researchers was and often still is to generate several

lines of transgenic mice (or other species) and to keep

only those in which the transgene is expressed as

expected. This strategy appeared insufficient when costly

large transgenic animals were to be used and when finely

tuned transgene expression was needed. Different

methods to express transgenes in a well-controlled man-

ner were found: (1) gene targeting by homologous

recombination [8] improved or not by a genomic DNA

cleavage locally induced by engineered meganucleases or

zinc finger nucleases, leading either to gene knockin or

knockout by a gene replacement as well as by NHEJ

(non-homologous end joining), (2) conditional knock-

out using Cre recombinase gene controlled by exogenous

inducers such as doxycycline and a engineered Cre

recombinase activated by 4-hydroxy tamoxifen, (3) inac-

tivation of mRNA by knockdown with siRNA derived

from transgenes coding for shRNA or miRNA,

(4) overexpression of negative transdominant proteins

inactivating the genes at the protein level.

The failure of transgene expression raised fundamen-

tal questions on gene mechanism of action to experi-

menters. This is particularly the case for the discovery of

remote regulatory elements globally known as insulators.

Indeed, as opposed to bacteria, yeast, and plants, essential

transcription regulators are spread over long genomic

DNA regions in animals and, namely, in higher verte-

brates [53]. Interestingly, answers were given to some of

these questions, thanks to transgenesis and transgenesis

efficiency was improved, thanks to these discoveries.

Despite very significant improvement of several

transgenesis methods, the efficiency of gene transfer and

the control of transgene expression remain limiting factors

for the optimal use of transgenic animals for research as

well as for biotechnological applications. Important

improvements of these methods are in course. The more

efficient of gene targeting via the action of meganucleases

and zinc finger endonucleases is a case in point.

Methods of Gene Transfer

Gene Transfer into Cells

Spontaneous gene transfer into cells occurs only mar-

ginally. Different techniques are being used to reach
this goal. A group of techniques relies on artificial

physicochemical or mechanical processes whereas

another group utilizes natural mechanisms of gene

transfer, essentially infection. Transfection implies the

association of DNA with molecules, which have the

capacity to bind cell plasma membrane and to internal-

ize the complex into the cytoplasm. The endocytosis

process includes the transfer of the internalized mate-

rial into lysosomes where it is processed or degraded.

A proportion of non-degraded DNA is more or less

randomly recombined. A part of the DNA is then

transferred to the nucleus, and the genes it contains

may be transiently transcribed. When cells do not

divide, the DNA may stay several days in the nucleus.

During cell division, most part of the foreign DNA is

degraded and in a small percentage of cells, the foreign

DNA becomes integrated into the host genome either

randomly or in a targeted manner according to the

sequence of the transferred DNA. A number of mole-

cules are available, and new ones are regularly proposed

to enhance the efficiency of cell transfection. These

molecules may increase the endocytotic process

according to the cell type, diminish the degradation

of DNA, favor the transfer of DNA or the nucleus, or

be less cytotoxic.

An alternative to transfection is electroporation.

The method consists of incubating cells in the presence

of DNA and to submit them to pulses of electric field,

which generate transient pores in plasma membrane

allowing the uptake of DNA. This technique is rela-

tively efficient according to the cell type to obtain stable

cells harboring a foreign gene, but many cells do not

survive after the electric pulses. The fate of DNA in cells

is essentially similar to this following transfection.

It is possible to select the cells in which the foreign

DNA is stably integrated into the genome. To reach

easily this goal, one popular way consists of co-

transfecting a selection gene with the gene of interest.

The selection gene may be independent of the gene of

interest. Random recombination may then associate

the two genes in the same DNA fragment, making the

selection of the cells harboring the two co-integrated

genes possible. Alternatively, the selection gene may

have been associated to the gene of interest in

a specific construction. The co-integration of the two

genes is then more frequent, and the selection of

the cells harboring the gene of interest is easier.
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One possible drawback of this protocol is that the

selection gene remains present in the cell.

The most efficient classical way to transfer gene into

cells is the direct DNA microinjection in the cytoplasm

or the nucleus. This method is relatively laborious,

requires specific material, and a specific training.

Moreover, gene transfer can then be achieved only in

a limited number of cells.

Natural mechanisms of gene transfer are being

implemented to transfer foreign DNA into cells. Some

molecules are naturally able to transfer DNA from the

outside of the cells to their nucleus. Lactoferrin was

shown to have this property, but this mechanism seems

insufficiently efficient to be used. The natural capacity

of viruses to transfer their genes into cells by infection

mechanisms has been retained to design viral vectors

carrying the foreign genes. Such vectors have been

studied and used during the last two decades with

limited success for gene therapy. A few types of viruses

have been retained to be used for gene therapy and

those which transfer their genes into the cell genome

are being implemented to generate transgenic animals.

These vectors rely on the use of retroviral genomes,

which must be integrated into the infected cells to be

replicated and able to synthesize infectious viral

particles.
Gene Transfer into Embryo

To generate transgenic animals, the foreign gene must

be present and integrated into the genome of the

embryos at the one-cell stage to allow its transmission

into all the cells of the animal or at least of their

gametes. The simplest theoretical way to reach this

goal is to transfer the foreign gene directly into the

embryo. In practice, this strategy is not always efficient.

Indeed, embryos are rare and costly cells especially in

large farm animals. In species in which gametes are very

abundant, the direct gene transfer using biolistics has

met success in fish and marine invertebrates [63] and

insects [18]. In practice, this method consists of incu-

bating DNA with gold or platinum. The DNA-coated

particles are then launched through the membrane of

the embryos.

Hence, only the highly efficient methods of gene

transfer may be successful in these conditions even if

only random gene integration is needed. The targeted
integration of foreign DNA is a rare event as it is based

on a homologous recombination between the host gene

and the vector. In these situations, even the most effi-

cient classical techniques of gene transfer are unable to

induce a gene targeting at an acceptable rate.

The genetic modifications must then be achieved in

cultured cells, which must have the capacity to partic-

ipate in the development of the embryos and be able to

transmit the genetic modification to progeny. Pluripo-

tent cells (ES cells or iPS) may, in the best cases, par-

ticipate in the generation of chimeric animals in which

a significant proportion of the gametes harbor the

foreign DNA. Particular multipotent cells, the primor-

dial germ cells (EG cells) in birds can participate in the

formation of genetically modified gametes and in the

generation of transgenic animals. The animal cloning

technique is another possibility. The genetic modifica-

tion is then performed in somatic cells that are further

used to generate transgenic clones by nuclear transfer.

These different methods to generate transgenic ani-

mals are schematically represented in Fig. 3.
Mechanisms of Gene Integration

Random Integration The foreign DNA introduced

into the cytoplasm by any method recombines

according to a random process, leading to the forma-

tion of multimers known as concatemers including

gene rearrangement and mutations. The different cop-

ies of the gene are then organized in head to tail or in

tandem. When the foreign DNA is introduced directly

into the nucleus (essentially by microinjection),

a polymerization also occurs but following a process

of homologous recombination generating concatemers

organized essentially in tandemwith limited mutations

and rearrangements. The integration of foreign DNA

fragment into a genome may occur by two different

mechanisms. The most frequent process is considered

as leading to a random integration. Targeted integra-

tion is much less frequent.

In both cases, the foreign DNA is progressively

degraded by the cell. This includes the action of exo-

nucleases, which generate randomly single-stranded

sequences in both ends of the foreign DNA. These

sequences can recognize complementary regions in

the genome, leading to the formation of hybrids. Dur-

ing the cellular DNA replication, these abnormal
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structures are corrected by the repair mechanisms

of the cell. This leads to the elimination of the

foreign DNA or to its integration in the genome [3]

(Fig. 4). This process implementing a heterologous

recombination is considered as random since

the recognition of the host DNA site depends on

the action of the exonucleases. The different lines

of transgenic animals obtained in this way are thus

all different from each other. They contain variable

copy number of the transgene integrated each time

at a different site. The integration of the foreign

gene may damage locally the host DNA. Moreover,

the transgene is then frequently submitted to the
heterologous re

integrated foreign DNA

imperfect sequence
recognition

Transgenics: Alternative Gene Transfer Methods. Figure 4

Mechanism of random DNA integration. The ends of the forei

sequences, which randomly recognize complementary host D

foreign DNA
unpredictable and unknown effects of the transcrip-

tion regulatory elements located in its vicinity.

The regulatory elements of the transgene may

also alter the transcription of the host genes in its

vicinity.

The integration of the foreign DNA by these

methods is thus not controlled but likely not

completely random as it occurs more frequently in

regions containing genes and thus having an open

chromatin structure, favoring the access of the foreign

DNA to the host DNA. The integration site may be

known by sequencing the flanking regions of the

transgene.
identical linear DNA molecules

circularized DNA molecules

DNA molecules randomly linearized

formation of concatemers by
homologous recombination

host
DNAcombination

gn DNA are partially digested generating single-stranded

NA sequences and provoke the integration of the
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A systematic study revealed that transgenic mice

heterozygous for the transgene show rarely abnormal-

ities. On the contrary, the homozygous mice appear

altered in a proportion as high as 3–10%, suggesting

that the uncontrolled integration of the foreign DNA is

often mutagenic [103, 104].

Targeted Integration To avoid the side effects of the

random integration, it is possible to target the integra-

tion of the foreign gene using homologous recombina-

tion. This mechanism is based on the recognition

between a genome sequence and the sequence of the

exogenous DNA. This recognition leads to the forma-

tion of hybrid and finally by the precise replacement of

the endogenous gene by the exogenous DNA (Fig. 5).

Homologous recombination exists in all living organ-

isms. It is implemented to repair mutated genes using

the other allele as amatrix, to redistribute the regions of

homologous chromosomes during the formation of

gametes, and to generate functional antibody genes

from parent genes. Homologous recombination is

routinely used to genetically modify bacteria and

yeast. Homologous recombination is a rare event

corresponding to about 0.1–1% of the heterologous

recombination. It is therefore not implemented directly

in early embryos but in intermediate cells further used

to generate transgenic animals.
ta

replaced

ho

Transgenics: Alternative Gene Transfer Methods. Figure 5

Mechanism of targeted integration. An exogenous DNA havin

may replace the host gene using a homologous recombinatio

by two homologous sequences, the two independent homolo

non-homologous sequence, leading to the knockout of the ta
Homologous recombination allows in practice the

replacement of a given gene by an exogenous DNA

fragment. Several applications of this approach are

possible: (1) the replacement of a gene by a non-

functional DNA sequence, leading to the inactivation

of the targeted gene known as gene knockout (Fig. 5),

(2) the targeting of a foreign gene into a given region of

the genome or the replacement of an allele by another

allele known as knockin.
DNA Microinjection

About 1,000 copies of the isolated foreign gene

contained in 1–2 pl may be injected into one of the

pronuclei of 1-day mammal embryos. This method

implies a superovulation of the females followed by

a mating with a male to obtain an optimum number

of embryos. The resulting one-cell embryos are

collected the next day and microinjected with DNA.

The embryos are then transferred to hormonally

prepared recipient females using surgery operations.

The yield of this method in mice is of 1–3 of transgenics

for 100 microinjected and transferred embryos.

This rate is relatively low, and this is due to

a large extent to the fact that only 50% of the

embryos survive after the microinjection. This is clearly

due to the mutagenic effect of DNA as the survival of
foreign DNA

recognition of homologus sequences

host DNA

host DNA

rgeted gene

 gene

mologous recombination

g a sequence of several kb similar to that of a host gene

n process. If a non-homologous sequence is surrounded

gous recombinations direct the integration of the

rgeted gene
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embryos is high when the buffer without DNA is

injected. In fact, 1,000 copies of the gene correspond

to a very large excess of DNA in the cell, making the

multiple random deleterious integrations and genome

rearrangements depicted above possible. Despite its

drawback and the fact that it is laborious, this tech-

nique is still the most frequently used in mice and

rabbits. The efficiency of DNA microinjection is lower

in all the other mammalian species and very low in

ruminants. This is not due to the difficulty to inject

DNA but to the fact that the mechanism of integration

is for unknown reasons much less efficient in some

species.

The DNAmicroinjection in pronuclei gives birth to

at least 30% of mice mosaic for the transgene. The

transgene is then not present in all the cells of

the transgenic founder. This is due to the fact that the

integration of the foreign DNA occurs sometimes not

in the first cell but later at the two- or four-cell stage.

The transmission of the transgene from these founders

appears not to respect the Mendel law. The transmis-

sion rate is due to the fact that the transgene is not

present in all the gametes. At the next generation, the

proportion of transgenics is Mendelian [24]. About 1%

of transgenic founders do not transmit their transgene

as the mosaicism is very high and the transgene is rare

or non-existent in gametes.

In non-mammalian species, the pronuclei cannot

be visualized as the embryo is embedded in an abun-

dant and opaque vitellus. High amounts of DNA (mil-

lions of copies in a few nanoliters) must then be

injected into the cytoplasm of the one-cell embryos.

This relatively simple technique is efficient in

several fish species [42, 56] but highly inefficient in

chicken, in Xenopus, in some fish, and in insects.

For unknown reasons, the integration of the

foreign DNA thus does not occur in some species.

In lower vertebrates and invertebrates, the embryo

DNA and the foreign DNA are replicated very rapidly.

The foreign DNA is then highly amplified leading to

multiple independent integrations occurring during

the first days of embryo development in the same

animals. The resulting transgenic animals are often

very mosaic making it difficult their use. Several

reproduction cycles allow a segregation of the different

transgenes until the animals contain a single

integration site.
In a C. elegans, direct DNA injection into gonad

syncytium leads to the generation of transgenics with

a good yield [98].

Gene constructs bordered by I-Sce1 sites have been

used to generate transgenic fish. The plasmids were

previously cut by the I-Sce1, and the fraction was

injected without any previous DNApurification. Unex-

pectedly, this protocol markedly increased the yield of

transgenesis. Interestingly, the same observation was

made in Xenopus. The mechanism improving

transgenesis is not known [97]. The I-Sce1 might pro-

tect DNA against degradation, favor DNA transfer to

the nucleus, or directly stimulate the integration

mechanism.

Microinjection is therefore a good technique but

insufficient in some species. Additional methods have

been found and are still under study.

Detection of the transgene and examination of its

integrity can be achieved using Southern blotting or

PCR using multiple primers corresponding to various

regions of the transgene. Zygocity of the transgene may

be evaluated by quantitative PCR [69] or in situ

hybridization.
Use of Transposons

Transposons are short genomic DNA regions, which

are replicated and randomly integrated into the same

genome. The number of a given transposon is thus

increasing until the cell blocks this process to protect

itself from the degradation of its genome. Foreign

genes can be introduced into transposons in vitro.

The recombinant transposons may then be

microinjected into 1-day embryos as it is for DNA.

A transposon contains a gene coding for an integrase

specific of this type of transposon and required for

the integration of the transposon. The integrase gene

is bordered by two inverted terminal repeat regions

(ITR) required for the transposon integration.

The addition of the foreign DNA implies the

elimination of the integrase gene. This makes

space for the foreign DNA, and it also prevents the

recombinant transposon to disseminate in the genome.

To allow the integration of the recombinant transpo-

son, the integrase protein or a gene construction

directing the synthesis of the integrase must be

co-injected with the recombinant transposon (Fig. 6).
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Gene transfer using a transposon. The integrase gene of a transposon is replaced by the gene of interest between the two

ITR (inverted terminal repeats) required with the integrase for an efficient integration. Integrase or a gene coding

for this protein must be injected with the transposon to allow its integration
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The foreign gene thus becomes integrated into the

embryos with a yield of about 1%. Essentially, all the

transgenic insects are generated by using transposons

as vectors [43, 95]. Transposons also proved efficient to

generate transgenic fish, chicken, and mammals [22,

23]. The transposons used for transgenesis are chosen

or engineered to be unable to disseminate in the host

genome under the action of the integrase of endoge-

nous transposons. Transposons are therefore efficient

and safe tools, but they can harbor nomore than 2–3 kb

of foreign DNA.

Transposons are being used with ICSI giving a high

transgenensis rate [64].

Efficient transposons started being used to dissem-

inate in genomes after the addition of the

corresponding integrase into cells. This leads to

multiple random integrations of the transposon pro-

viding researchers with insertional mutants.

A correlation may then be established between

a biological alteration of the animals and the nature

of the gene inactivated by the presence of the transpo-

son within the gene [22].
Use of Lentiviral Vectors

Retroviruses have not the capacity to autoreplicate, and

they must be integrated stably into the genome of the

cells they infected to replicate. This explains why up to

1% of animal genomes contain degenerated retroviral

genes. This property of retroviruses is implemented to

integrate foreign genes in cells, in animals, and in

patient’s somatic cells. For this purpose, the viral

genes are removed from the genome of lentiviruses

(a category of retroviruses) and replaced by the genes

of interest. Viral particles are then prepared and used to

transfer the foreign genes into oocytes or one-cell

embryos (Fig. 7). Retroviral vectors have been studied

and used during the last two decades for gene therapy.

Important improvements of these vectors have mark-

edly enhanced their efficiency. Vectors using ALV

(avian leucosis virus) studied two decades ago proved

poorly efficient to generate transgenic chicken [4, 83].

The lentiviruses have the advantage over the com-

mon retroviruses to be able to infect and transfer their

genes in quiescent as well as in multiplying cells. The
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Gene transfer using lentiviral vectors. The pathogenic genes are removed from the HIV genome and replaced by the gene

of interest. The gene construction is transfected into trans-complementing cells synthesizing the essential HIV proteins

required for the formation of infectious recombinant particles. The particles secreted from the cells in the culture

medium are injected between the zona pellucida and the membrane of the cell embryos or of oocytes or within the fetal

gonad in chicken. The infection is followed by an efficient integration of the gene of interest
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majority of the retrovirus genomes need a cell multi-

plication including a transient degradation of the

nuclear membrane to reach chromatin and integrate

into the cell genome. On the contrary, lentiviral viruses

contain proteins carrying their genome to the

nucleus in quiescent as well as in multiplying cells.

EIAV (equine infectious anemia virus) proved that it

is able to generate transgenic chicken [60]. Presently,

the most frequently used lentiviral vector derives from

the HIV (human immunodeficiency virus) genome.

The natural envelope protein of the HIV, which recog-

nizes specific receptors on the plasma membrane to

induce infection has been replaced by the envelope

of vesicular somatitis virus, which is not a retrovirus.

This envelope recognizes the phospholipids of plasma

membrane, making the infection of essentially all cell

types possible. The particles containing this envelope

are stable, and they can be concentrated and
administered at a high concentration into embryos or

oocytes. For unknown reasons, lentiviral vectors have

to be injected in cow oocytes rather than in one-cell

embryos to transfer their genes.

Safe experimental conditions have been defined to

use the lentiviral vectors. This method proved very

highly efficient in several species including mammals

[74, 78] and birds [11, 52, 86]. Up to 90% of transgenic

animals may be obtained. This results from the fact

that with high viral particle concentration, multiple

independent integrations take place in the embryo

genome. These integrations may occur later than the

first cell stage giving birth to mosaic animals. The

selection of lines harboring a single integration is pref-

erable, but it may take a very long time in farm animals.

Reducing the concentration of viral particles reduces

the yield of transgenics but also the multiple

integrations.
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Trangenes transferred by lentiviral vectors are

reputed not to become silent on the contrary to

transgenes transferred by plasmidic constructions.

This may be due in part to the fact that one or

several integrated copies are active whereas others

have been silenced. Lentiviral proved to be efficient

tools to express transgenes coding for siRNAs [99].

Interestingly, siRNA could induce specific gene knock-

down in rat [19, 35]. This observation is important as

the classical tools to induce gene knockout (ES cells and

cloning) are not available in this species. Lentiviral

harboring foreign genes driven by cell-specific pro-

moters may direct the expression of the transgenes in

the targeted cells specifically [86]. The use of lentiviral

vectors is limited by the fact that they cannot harbor

more than 8 kb of foreign DNA. Special constructions

must also sometimes be prepared to reduce the influ-

ence of the viral enhancers on the transgene promoter.

In mammals, the lentiviral vectors are injected

between the zona pellucida and the cell membrane of

one-cell embryos or oocytes. The efficiency of lentiviral

vectors may be enhanced by injecting envelope-free

constructions into cell cytoplasm [108].

The preparation of lentiviral particles carrying for-

eign genes is routinely achieved by academic and pri-

vate structures at a moderate price. This possibility is

particularly attractive for laboratories, which do not

need a frequent use of this tool.
Use of ICSI

Foreign DNA must not necessarily be introduced into

one-cell embryos. In principle, it can be as well injected

in gametes before fertilization. DNA microinjection

into oocytes proved inefficient, and this approach was

soon abandoned. Using sperm is another possibility

based on the assumption that foreign DNA cannot

integrate into the genome as in this cell DNA is embed-

ded in protamines and not able to replicate. Sperm was

rather postulated to bind DNA in its surface and carry

it into the oocyte during fertilization.

More than a decade ago, it was shown that sperm

incubated in the presence of DNA before being used for

fertilization was able to transfer the foreign gene into

the oocyte and generate transgenic mice. This approach

proved capable of generating transgenic mice, sheep,

chicken, fish, and pigs [45, 109]. However, this method
appeared difficult to use as DNA was frequently

degraded [91]. The seminal plasma contains high

DNAse activity, which degrades the gene and only

rearranged fragments of the foreign genes were gener-

ally found in the transgenic animals. An appropriate

sperm washing is required to prevent DNA degrada-

tion. For no clear reasons, not all the ejaculates can lead

to a success of the method. Transgenic mice and rabbits

were obtained by incubating sperm with DNA in the

presence of DMSO (dimethylsulfoxide) and by using

conventional in vitro fertilization [87].

The method has been greatly improved by using

ICSI (intracytoplasmic Sperm Injection). This tech-

nique, which consists of injecting sperm into the cyto-

plasm of oocytes is currently used for in vitro

fertilization in humans. To transfer genes, sperms

from which plasma membrane has been damaged by

freezing and thawing or with a mild treatment by non-

polar detergents were incubated in the presence of the

gene of interest and further used for fertilization by

ICSI. The ICSI approach started being implemented in

Xenopus a decade ago as all the other methods failed

[59]. This method proved efficient in mice [65, 88] and

pigs [109]. Transposon use and ICSI may be combined

to increase the yield of transgenesis [64, 88].

ICSI is therefore an excellent method to generate

transgenic animals on condition that ICSI is possible in

the considered species. One advantage of ICSI is that

both long and short DNA fragments of DNA may be

used sucessfully. DNA rearrangements may occur dur-

ing ICSI especially when long DNA fragments are used.

Another advantage is that foreign DNA is integrated

mostly at the first cell stage of embryos. This reduces

the number of animals being mosaic for the transgene.
Use of Episomal Vectors

The methods described above to transfer foreign genes

rely on the integration of the DNA into the host

genome. Another theoretical possibility is the use of

episomal vectors capable of autoreplicating in host cells

independently of the genomic DNA and transferred to

daughter cells. Fragments of chromosomes are being

used for particular projects, requiring the transfer of

very long DNA fragments [44]. These chromosomal

vectors are not of an easy use, and they carry

a number of genes in addition to the gene of interest.
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These extra genes may interfere with the transgene or

with the whole organism of the host.

Another possibility consists of using vectors, which

derive from viruses having the capacity to replicate in

animal cells and to be transferred to daughter cells.

Herpes viruses are naturally stably maintained as

autonomous circular minichromosome at a low copy

number in animal cells. Foreign genes can be intro-

duced into Herpes viral vectors and be maintained

during cell division. This kind of vectors is generally

species specific. This greatly reduces their potential use

as well-known Herpes viruses are not available for all

animal species.

Episomal vectors not based on the use of viral

elements are available. Such a vector proved highly

efficient to transfer foreign genes into pig embryo

using ICSI [58]. This vector was maintained without

any selection pressure in the cells of the early develop-

ing embryos but seemingly not later. These vectors are

therefore excellent tools to study transgene effect dur-

ing early embryo development. Hence, until now, only

the integration of foreign DNA into the host genome

makes it possible the generation of stable lines of trans-

genic animals.

A theoretical safety problem raised by the use of

episomal vectors is that it could be transmitted to other

cells mechanically and thus independently of any infec-

tious process. However, this event is expected to occur

very rarely. More likely, non-integrated DNA is more

available to recombine with homologous sequences in

the host genome, leading to mutations, chromosome

rearrangement, or integration.
Use of Intermediate Cells

Use of Pluripotent Cells In some situations, the effi-

ciency of the genetic modification is too low to be

achieved by the methods described above. This is par-

ticularly the case for gene targeting. One possibility to

circumvent this problem is to genetically modify plu-

ripotent cells that are further used to participate in the

development of living organisms. Pluripotent cells have

the capacity to participate in the development of all the

organs including gametes.

Pluripotent cells exist in the early embryos (morula

and blastocysts), and they are known as ES cells

(embryonic stem cells). The pluripotent cells can be
cultured, genetically modified, selected and transferred

into morula or blastocysts. These cells participate in the

development of the embryo to give birth to chimeric

transgenic animals (Fig. 3). This means that the organs

of the animals, including sexual cells, derive from the

genetically modified cells or from the recipient embryo.

A proportion of the offsprings from these chimeric

animals harbor the genetic modification if they derive

from the transplanted cells.

The first ES cells implemented to genetically modify

animals (mice) were used at the end of the 1980s. For

unknown reasons, commonly used ES cell lines have

been established only in two mouse lines and mainly in

the 129/Sv strain. In other lines and species, the ES cells

lose their pluripotency. They can give birth to animals,

which are still chimeric but have no more the capacity

to transmit the genetic modification to their offspring.

In practice, this complicates sometimes the use of the

knockout mice. Indeed, in a number of cases, the gene

knockout should be obtained in a genetic background

very different from that of the 129/Sv strain. Successive

crossings allow the mutation to be transferred in the

strain in which the biological function in question may

be optimally studied.

After sustained efforts for two decades, authentic

rat ES cell lines have been established [7, 2, 49–51]. This

breakthrough relies on the use of small molecules

added into the culture medium. These molecules con-

trol essential genes required for the maintenance of

pluripotency. They replace proteins like LIF, which are

commonly used for mouse ES cells but are not success-

ful in other species.

Recent experiments have shown that the transfer of

three genes, normally expressed in pluripotent cells,

into somatic cells can dedifferentiate these organ cells

into pluripotent cells known as iPS (induced pluripo-

tent cells) and almost similar to ES cells [68, 72, 93,

105]. Interestingly, small molecules can mimic and

replace Kfl4 gene, which is one of the genes required

to transform somatic cells into pluripotent cells [55].

These experiments open avenues for cell therapy and

gene therapy [76]. The approach known as therapeutic

cloning and based on the capacity of cloning (SCNT) to

dedifferentiate somatic cells into totipotent cells fur-

ther differentiated in vitro into pluripotent cells has

become virtually no more strictly necessary. iPS cells

can potentially be obtained in different species by this
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method. Similarly, iPS cells might be implemented for

transgenesis in species in which ES cells are not avail-

able (Fig. 3). Cow and pig iPS cells have been obtained

and are currently under study.
Use of Primordial Germ Cells and Testis Stem Cells

Experiments carried out a few years ago showed that

chicken primordial germ cells (PGC) can be isolated

and cultured in conditions maintaining their

multipotency giving stable cell lines known as EG cells

(embryonic gonad cells). Foreign genes can be trans-

ferred into EG cells, which can be implanted into recip-

ient embryos and participate in gonad development. In

practice, the EG cells, which contain the gene of interest

and a selection gene are cloned, amplified, and injected

into an early embryo in which the majority of the cells

have been destroyed by irradiation. This gives the best

chance to the EG cells to colonize the embryo and to

give birth to transgenic showing a high degree of

chimerism and thus transmitting their transgene

to progeny with a high yield. This approach has

greatly simplified the generation of transgenic chicken

[33, 101].

Testicular cells, which are sperm precursors can

be isolated, cultured, genetically modified, more or

less differentiated in vitro, and transplanted into

recipient testis to give functional sperms that are

able to generate transgenic animals by fertilization.

Alternatively, sperm cell precursors may be geneti-

cally modified in situ using viral vectors [33, 41,

46, 48, 94]. These methods are still under study, and

they are not currently used to generate transgenic

animals.

Use of Cloning

The birth of Dolly, the sheep, demonstrated that the

genome of somatic cells can be reprogrammed after

being introduced into an enucleated oocyte. This gen-

erates a pseudo-embryo capable, with a relatively low

yield, of giving birth to clones of the cell donor. This

technique was initially designed to improve

transgenesis efficiency in farm animals. This approach

is likely to be used to accelerate genetic selection, but its

only real application is presently transgenesis [81, 85].

The principle of this method is described in Fig. 3, and

this topic is the matter of another chapter. Genes are
transferred into somatic cells, which are then used to

generate transgenic clones. This method has become

the most frequently used for big farm animals as it

simplifies the task of experimenters and enhances the

rate of transgenic animals. Recently published impor-

tant data have shown that the cloning technique does

not provoke mutations in the clones [67].
Gene Construction

Random Integration A problem, which has not been

completely solved is the reliability of transgene expres-

sion [36–38]. In the early 1980s, the first experiments to

generate transgenic mice revealed that transgenes were

often not working as expected. In a number of cases, the

expression of the transgenes was very weak and not

strictly specific to the promoter associated with the

foreign gene. In a few cases, it was demonstrated that

the ectopic expression of the transgenes was due to the

presence of genomic enhancers in the vicinity of the

integrated foreign DNA. The frequent transgene silenc-

ing was thought to be induced by the integration of the

foreign genes near genomic silencers. These putative

silencers were rarely identified suggesting that the

ectopic transgene expression and their silencing could

be not symmetrical phenomena. It was also proved that

the level of transgene expression was generally not

a function of the integrated copy number. In a number

of cases, the expression level appeared even lower when

the number of integrated copies was higher. A striking

demonstrationwas given by the experiment inwhich the

human b-globin gene was bordered by two LoxP

sequences and integrated into mouse genome as several

copies in tandem. The transgene remained silent in these

mice but was reactivated in their offspring in which the

copy number was reduced to one by the action of the Cre

recombinase [26].

After about one decade, it appeared that this was

due to chromatin position effects suggesting that the

transgenes were recognized as foreign sequences by

some unknown cellular mechanisms. One of the most

surprising data was that a genomic DNA sequence

containing the whole human b-globin gene including

its promoter region allowing the gene to be expressed as

expected in cultured red blood cells remained silent in

transgenic mice. This discrepancy suggested that the

transgene silencing occurred more in vivo than in
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cultured cells and that this phenomenon could take

place during the early phase of embryo development.

A hypothesis was also that the genomic DNA sequence

contained the whole b-globin gene and some but not

all the transcription regulators. A confrontation of the

very low expression level in patients suffering from

b-thalassemia and the structure of their DNA in the

genomic b-globin gene region revealed that, in some

cases, the gene and its promoter were normal but that

some remote genome regions were missing. This

suggested that these regions could be the putative reg-

ulators missing in transgenic mice. An association of

these regions with the b-globin gene allowed the later

to be highly expressed in transgenic mice. The extensive

study of the b-globin gene locus in several species

revealed that remote regulatory elements are present

on both side of the locus. These elements bind tran-

scription factors specifically present in differentiated

red blood cells, and they form a transcription complex

known as a hub in the vicinity of the promoter through

a looping process (Fig. 8) ([20, 21]). This type of

mechanism seems to be common to many if not all

genes in vertebrates and similarly also in invertebrates.

These observations may explain at least in part why

traditionally constructed transgenes are so often poorly

active and they suggest using long genomic DNA
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Mechanism of action of remote transcription enhancers. The fo
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fragments contained in BAC (bacterial artificial chro-

mosome) vectors to promote transgene expression

[53]. The implementation of the long DNA fragments

may be laborious as they are sensitive to mechanical

degradation [100, 102]. The long DNA fragments can

be transferred using microinjection, ICSI, gene

targeting, or via intermediate cells. The failure of trans-

gene activity is likely due to multiple reasons, which

still complicate the construction of vectors allowing an

efficient and reliable expression of transgenes. The

optimized conditions to use long DNA fragments as

vectors are described in a recent paper [102].

Nucleotidic Composition of the Vectors Integrated

retroviral sequences and transposons are inactivated by

a cytosine methylation of the CpG motifs and the local

formation of condensed chromatin (heterochromatin)

in which histones are deacetylated and methylated in

some sites. Transgenes seem to be inactivated by similar

mechanisms. Many of the vertebrate genes contain

CpG islets in their regulatory regions, which contribute

to their expression. Some of the CpG motifs belong to

the binding site of the transcription factor Sp1, which is

present not only in the promoter region of the gene but

also sometimes in the first introns. An exceedingly large

number CpG motif in vectors induces transgene
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silencing. The replacement of some of the GC-rich

regions by AT-rich regions improves transgene expres-

sion. MARs (matrix-attached region) are frequently

found in the vicinity of genes, and they bind DNA to

the nuclear matrix locally. MARs are generally AT rich,

and they have been added into vectors to tentatively

improve transgene expression. This approach met var-

iable success. The Escherichia coli b-galactosidase gene
is rich in CpG, and it is known to be a potent transgene

silencer. This silencing potency proved to be markedly

reduced as the number of CpG was diminished [17,

34]. The coding sequences of a transgene may thus be

obtained by chemical synthesis to replace a part of the

CpG-rich codons by others without modifying the

sequence of the corresponding protein.

Use of Insulators In order to improve the expression

of transgenes, it is possible to use large genomic DNA

fragments (50–250 kb) expected to contain all the reg-

ulatory elements of the gene of interest [53]. It implies

only the isolation and characterization of BACs (bac-

terial artificial chromosome) from a bank. Linearized

or circular BACs may be used as such if the expression

of the gene(s) they contain is wanted [102]. One draw-

back of using BACs is that they often contain several

genes. The BACs thus transfer all these genes poten-

tially generating unknown and unwanted interactions

with the animals. If needed, these genes may be

inactivated in BACs by performing short deletions,

for example, of the cap region, using homologous

recombination in bacteria.

An attractive approach consists of using BACs as

vectors harboring the foreign genes. The foreign DNA

sequence must be introduced into the BAC using

homologous recombination in bacteria. It is important

to note that the transgenes driven by BACs rarely work

in an ideal fashion, if only this concept has a real

meaning. Long genomic DNA fragments are expected

to suppress the position effects, which is not often fully

the case. Indeed, it is clear that the variegated expres-

sion, which characterizes the conventional transgenes is

less or even much less frequent in animals harboring

BAC vectors. A higher proportion of animals

expressing the transgenes is generally found with BAC

than with plasmid vectors. Yet, the different lines har-

boring BACs vectors usually do not express the

transgenes at an identical level for a given number of
integrated copies. Similarly, it has been rarely reported

that the expression of the transgenes was strictly

a function of the copy number of the integrated

BACs. This means that the BACs provide transgenes

with essential elements for their expression but they

remain often not fully able to suppress the position

effects. This disappointing observation may not

be surprising from a theoretical point of view.

Indeed, a locus has been constructed during evolution

to express in an appropriate manner the genes it con-

tains. This implies that these genes are protected

against deleterious positions effects in their natural

chromatin environment. They have no theoretical rea-

sons to be independent of the position effect in all their

integration sites. Some BACs may contain all the ele-

ments providing transgenes with a complete indepen-

dence of the integration site. If not, a BAC vector may

still contain enough regulatory elements improving

significantly transgene expression to justify its use.

A more sophisticated approach could consist of

using as vectors containing not all the DNA sequence

of BACs but only the major elements involved in the

control of gene and transgene expression. This implies

that these regulatory elements have been identified,

characterized, and introduced into mini-BACs or

even plasmids. An example of this is a major regulatory

region of the genes present in mammalian b-globin
locus, which is located upstream within the locus of

olfactory receptor genes [21]. The study of the remote

genomic regulatory elements is still in infancy. Apart

from the technical difficulty to study them is the fact

that each gene or gene cluster seems to have used

available genomic sequences to design specific mecha-

nisms allowing a satisfactory expression. Some of these

regulatory elements have an unexpected structure.

Examples are SINE B2 and Alu sequences or some

active tRNA genes, which are essential regulators for

neighbor genes [54].

The notion of boundary elements and insulators is

essential to understand how unrelated genes can be

expressed in a specific manner without being under the

dependency of the neighbor gene regulators. This situa-

tion is clearly often not encountered for transgenes

suggesting that the constructs commonly used do not

contains the natural insulators. Insulator activity has

been found in the LCR (locus control region) of the

chicken b-globin locus. This activity was identified in
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a 300 bp fragment, which proved its ability to block in

a specific sense the action of an enhancer when added

between this enhancer and a promoter directing the

expression of a reporter gene. The enhancer blocker was

mediated by the binding of the regulatory protein CTCF

to a specific DNA sequence. The CTCF element has now

been found in the boundary region of several other genes.

This type of elements, known as enhancer-blocking

insulators, cannot be assimilated to silencers as the former

act only when they are located between an enhancer and

a promoter. Moreover, the enhancer-blocking insulators

often show unidirectional action.

This 300-bp region of the chicken b-globin locus

was found later to contain another sequence known as

a chromatin opener. Chromatin openers are regulators

capable of maintaining a local euchromatin configura-

tion favoring the expression of the neighbor gene by

preventing the local formation of condensed chroma-

tin (heterochromatin) [27]. The elements having this

function are known as barrier insulators [27]. The

barrier insulators cannot be assimilated to enhancers

as their effect does not occur during transient foreign

gene expression in transfected cells. The region locus

known as 5’HS4 and containing the 300-bp sequence

can improve the expression of a number of unrelated

transgenes in mammals [29, 92]. However, the potency

of the 5’HS4 element remains generally insufficient to

express transgenes in a fully satisfactory manner.

In the mean time, the presence of AT-rich

MARs within the genomic region required for the

expression of a gene suggested that these sequences

were essential remote regulators. This hypothesis was

not confirmed [90].

Optimization of the Transcribed Region The 50UTR
(untranslated region) must have less GC sequences

stabilizing double-stranded hairpin structures, which

do not favor ribosome migration to the initiation

codon. The AUG initiation codon must preferably be

in the Kozak consensus sequence GCCA/GCCAUGG to

optimize translation initiation. The natural 50UTR of

the gene of interest may contain sequences regulating

translation. It may be then useful not to keep this

region and replace it by a short (not less than 80

nucleotides) AT-rich 50UTR region from gene known

to be efficiently translated in many cell types or in the

targeted cells of the animals. Some mRNAs encode
proteins, which are not naturally secreted. Peptide

signals may be added to their cDNA.

A transgene must contain at least one intron, which

is required to favor the transfer of the mRNA to the

cytoplasm. The first intron of many genes contains

sites, which bind transcription factors and they may

favor transgene expression. The intron excision is

dependent upon several signals comprising consensus

sequences in both splicing sites (CAG GUA/GAGUA/

UGGG in 50 and CAG G. . .GAA/G. . .GAA/G. . .in 30),
namely, a CU-rich region immediately upstream of the

30splicing site and a BPS site (branched point sequence)
U/CNCUGAC at about 30 nucleotides upstream of the

30splicing site and upon splicing enhancers [61]. The

second intron of the rabbit b-globin gene is considered

as efficient to express transgenes in mammals. The

intron(s) must preferably be put before the coding

region. If an intron is added after the translated region,

the 50splicing site must be located not more than 50

nucleotides from the termination codon to avoid the

activation of the NMD (nonsense-mediated decay),

which degrades the mRNA [10].

The cDNA and other regions of the vectors may

preferably be chemically synthesized. This allows

reducing the number of CpG motifs, to choose the

best codons, to eliminate cryptic 30or 50splicing sites

and sequences known to prevent transcription or

translation.

The 30UTR region of a number of mRNA contains

signals for mRNA translation and stability. A number

of mRNAs have an AU-rich region with the AUUUA

motif in their 30UTR. These mRNAs have a short half-

life controlled by the cell cycle (Beelman and Parker

1995). The fortuitous presence of such sequences

must be searched and eliminated to prevent a poor

transgene expression. Some mRNAs contain transla-

tion regulators acting by the binding of proteins favor-

ing the recycling of ribosomes by binding to the

50UTR. CU-rich regions in the 30UTR enhance the

stability of the mRNAs, and they may be added in

the vectors downstream of the cDNAs. Stabilizing

sequence can be taken in the 30UTR of the human or

bovine genes and of the a-globin gene, which also

contain efficient transcription terminators [13].

Some proteins are anchored to the plasma membrane

by a GPI structure (glycophosphatidylinositol).

A protein normally not anchored in this way acquires
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this property by adding in the 30end of the cDNA the

peptide, allowing the addition of GPI. Micro-RNAs

(miRNA), the role of which was recently discovered,

inhibit specifically the translation of an mRNA after

forming a hybrid with its 30UTR. The presence of target
sequence for a miRNA may unduly inhibit the expres-

sion of a transgene. This target sequence should then be

deleted.

Targeted Integration The techniques described

above lead to uncontrolled but not strictly random

gene integration. Foreign DNA is preferentially inte-

grated into gene-rich genome regions, and its location

can be precisely identified. A foreign DNA fragment

can recombine very precisely with a genomic DNA

region containing a similar sequence. This natural

mechanism known as homologous recombination

makes the precise replacement of a gene by another

possible. An active gene may thus be replaced by an

inactive version, leading precisely to an inactivation of

the targeted gene (gene knockout).

The targeted gene may as well be replaced by an

active gene (gene knockin). This technique allows

therefore a better controlled transgenesis reducing pos-

sible damage of the genomic DNA at the integration

site and frequent side effects of the genes located in the

vicinity of the transgene on the expression of the trans-

gene. Twomouse genomic loci are currently being used

as foreign gene knockin. One is the HPRT locus [6] and

the other is Rosa 26 locus [110]. The genes of these loci

are known to be expressed constitutively, and they were

supposed to be bordered by regulators able to drive the

expression of transgenes in a reliable manner. In prac-

tice, a number of transgenes appeared to be expressed

as expected when integrated in these loci. Interestingly,

also the expression of the transgenes added in these loci

remained specific to the promoter linked to the foreign

genes. The two loci thus appear to maintain an open

chromatin configuration, favoring the expression of

the transgenes irrespective of their composition.

Yet, this approach remains limited by the fact that

the homologous recombination required for gene

targeting is a rare event. The targeted integrations by

homologous recombination of a foreign DNA repre-

sent 0.1–1% of the total integrations. The cells in which

targeted integration occurred must be selected and

used to generate a transgenic animal. The formation
of chimeric embryos using pluripotent cells,

multipotent cells, or the cloning technique is presently

required to obtain a targeted integration.

Meganucleases were discovered in yeast about two

decades ago, and it was shown that they participate in

intron generation. These enzymes recognize sites as

long as 18 nucleotides leaving negligible chance to

cleave mammalian genomic DNA. About 80 natural

meganucleases have been identified so far. It was

observed later than one of these meganucleases I-Sce1

induces chromosome recombination in mammalian

cells and this was attributed to the fact that

meganucleases cleave both DNA strands [14]. Such

breaks stimulate DNA repair mechanism. It was also

shown that I-Sce1 amplifies the rate of homologous

recombination [15] and consequently gene replace-

ment in mammalian cells [16]. The DNA sequences

recognized by natural meganucleases must then be

added to the genome of animals either at targeted

sites by homologous recombination or at random

sites. To circumvent this problem, hundreds of

engineered meganucleases each recognizing a specific

genomic DNA sites have been obtained making a local

cleavage of DNA and gene targeting possible [25].

Multiple engineered zinc finger nucleases (ZFN)

have also been obtained. Each of these enzymes has

the capacity to cut one DNA strand at a unique geno-

mic DNA site. Tomimic natural meganucleases and cut

locally both DNA strands, two ZFN each recognizing

a DNA strand at neighbor sites are needed [75].

Engineered meganucleases and engineered zinc finger

nucleases, thus, make it possible gene targeting at mul-

tiple sites of the genome. This method, which is being

developed to improve the efficiency and the precision

of gene therapy for humans can be applied to target the

integration of foreign DNA into experimental animals.

Interestingly, when the recombination vector is not

added with the meganuclease or the ZFN, the genomic

DNA repair takes place spontaneously but often with

alteration of the sequence. This process known as

NHEJ (non-homologous end joining) corresponds

to a knockout (Fig. 9) [84, 106]. This mechanism is

efficient, and it allowed a knockout in one cell fish

and rat embryos after the injection of engineered

meganucleases [28, 107]. This method can be consid-

ered as a transgenesis without transgene. This inclines

to think that gene targeting might be achieved directly



meganulease
or zinc finger endonuclease

double strand cleavage

recombination vector

homologous
recombination

gene targeting
(knockout or knockin)

genomic DNA

genomic DNA

mutation (knockout)

natural DNA repair NHEJ

Transgenics: Alternative Gene Transfer Methods. Figure 9

Engineered meganucleases or ZFN (zinc finger nucleases) induce a targeted local cleavage of both genomic DNA strands.

In the absence of recombination vector, the DNA is repaired leading to frequent local mutations and to a knockout.

In the presence of a recombination vector, the foreign gene is integrated into the targeted site with a high efficiency
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in mammal embryos by injecting an engineered

meganuclease or ZFN with or without a homologous

recombination vector.

In the same line, the bacterial enzyme phiC31,

which is an integrase, recognizes several sites in various

animal genomes and allows the efficient integration of

foreign genes at the targeted sites. Several other recom-

bination systems rely on the use of integrases such

as Cre and Flp, which recognize specific sites of about

30 nucleotides (LoxP and FRT, respectively), which

must be added to the animal genome. In practice,

deletion of the integrated foreign DNA has more

chance to occur than integration. Mutated LoxP and

FRT sequences capable of promoting integration but

not deletion must be used. This approach is known as

RMCE (Recombinase-mediated Cassette Exchange) [1].

These systems are more often used to delete a DNA
region previously bordered by the LoxP or the FRT

sequences.

The Co-expression of Several Cistrons It is some-

times necessary to express two or even three genes in

the same transgenic animals. The co-injection of sev-

eral independent vectors makes the generation of up to

80% of the animals harboring the two or three genes,

which are co-integrated at the same site possible.

An alternative consists of using IRES (internal ribo-

some entry site). Such sequences exist in the 50UTR of

many mRNAs, the translation of which is controlled by

these sequences, which bind specific cellular inducible

proteins. Such sequences may be added between two

cistrons and allow their simultaneous translation from

a single vector. The addition of the IRES 80 nucleotides

after the termination codon of the first cistron may
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contribute to favor the expression of the second cistron

[39]. It should be kept in mind that IRES represents

a family of sequences acting by different mechanisms,

which are only partly known.

Gene Inactivation (Knockdown) with Interfering

RNAs Long double-stranded RNAs are randomly

cut into 19–21 nucleotide fragments known as siRNA

(small interfering RNA) or RNAi. One of the two

strands of the siRNA is kept and targeted to an

mRNA having a complementary sequence. This

induces the degradation of the mRNA or the reversible

inhibition of its translation. In practise, a synthetic

gene containing the targeted 19–21 nucleotide

sequence followed a short random sequence and by

the targeted sequence in the opposite orientation is

linked to a promoter acting with RNA polymerase III

(usually U6 or H1 gene promoters). The RNAs synthe-

sized by such vectors form a 19–21 nucleotide double-

stranded RNA known as shRNAs (short hairpin RNA)

and are processed in cells to generate active siRNAs. An

appropriate expression of siRNA genes in transgenic

animals can be obtained when they are introduced into

lentiviral vectors [99].

The recent discovery of the role of micro-RNAs has

increased the possibility to use interfering RNAs.

Micro-RNAs are encoded by short genes expressed

under the control of RNA polymerase II promoters.

Their primary products are transformed into siRNAs.

Alternatively, the sequence coding for a micro-RNA

and even several micro-RNAs in tandem may be

inserted into introns without any promoter. The pro-

moter of the gene or transgene thus drives transcrip-

tion of the micro-RNA genes and the intron

degradation releases micro-RNA precursors, which

are processed in the nucleus and the cytoplasm, gener-

ating active siRNAs (Ripoll et al. unpublished data).

The mature miRNAs, which are fully complementary

to the targeted mRNA induce degradation of this

mRNA. The miRNAs, which are only partially comple-

mentary to the targeted mRNA and which recognize

a sequence located in the 30UTR (30untranslated
region) of the mRNA inhibit translation of this

mRNAwithout inducing its degradation. The possibil-

ity known as knockdown to generate transgenic ani-

mals expressing siRNAs preventing specifically the

expression of a gene by degrading the corresponding
mRNA or inhibiting its translation has opened avenues

for the control of gene expression in vivo. The applica-

tion of the siRNA approach raises specific problems in

animals. Long double-stranded RNAs induce inter-

ferons and some unspecific immune reactions [89].

On the other hand, siRNAs are not autoamplified in

higher animals and this reduces their potency. Vectors

to express miRNA gene are available, but simple shRNA

genes are not easily expressed in transgenic animals

using conventional vectors. Moreover, siRNAs may

off-target mRNAs and generate deleterious side effects.

Several programs based on empirical data indicate

the putative optimal shRNA sequences that are able to

generate siRNA strands complementary to the mRNAs.

A very important point is to choose a target region of

the mRNA, which is not in double-stranded structure

and thus accessible to the siRNA. Banks of shRNA

genes in lentiviral vectors are available for the mRNAs

of different species. It remains that most of the siRNAs

do not inhibit the targeted gene to more than 70–80%,

which may be insufficient to obtain some relevant

animal models. It is tempting to use vectors expressing

the shRNA genes at a relatively high level. This may not

lead to any significant increase of the inhibition and to

an off-targeting, which may be detrimental or even

lethal for the animals [89]. In fact, it seems that

a well-targeted siRNA can be highly active even at

a low concentration. It appears, therefore, to be of

paramount importance to select the shRNA capable

of inhibiting strongly the targeted mRNA even at

a low concentration in cell systems before generating

transgenic animals [79].

Use of Transdominant Negative Proteins The action

of a gene can be blocked at the protein level by expressing

specific inhibitors such as antibodies recognizing the

protein of interest [66]. Alternatively, transdominant

negative proteins acting as decoys may be used. Trans-

genic mice mimicking type II diabetes were obtained by

overexpressing a mutated insulin receptor still capable

of binding the hormone but not of transducing its

message [9]. Similarly, overexpression of pseudorabies

virus receptor in transgenic mice protects these animals

against Aujeszky disease [70].

Genetic Ablation Destroying specifically given cell

types in animals may reveal their role in organogenesis.



promoter
insulator intron KRAB IRES tet on terminator

KRAB tet on
+ doxycycline

A

RR

I

R
-

I A
R

+-doxycycline

promoter gene of interest promoter gene of interest

no expression high expression

Transgenics: Alternative Gene Transfer Methods. Figure 10

The control of transgene expression may be controlled by an exogenous inducer. In the absence of the inducer

(doxycycline), the transcription enhancer (Tet on) is not bound to DNA and it does not stimulate transcription whereas the

transcription inhibitor (KRAB) is bound to DNA and reduces the background expression of the gene of interest. In the

presence of doxycycline, the reverse is true and the gene of interest is activated
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This can be achieved by expressing genes coding for

toxins. The challenge is then to express quite specifi-

cally the transgenes. Different systems are implemented

for this purpose [12, 82]. They rely on two-step mech-

anisms, which reduce the risk of ectopic expression of

the toxin genes.

Control of Transgenes by Exogenous Inducers All

the vectors described above and used to express

transgenes contain promoters, which are naturally active

in the cells of the transgenic animals. This implies that

the transgenes are regulated by the natural inducers of

the host genes. The induction of a transgene may then

coincide with the unwanted stimulation of a number of

host genes. Artificial promoters containing regulatory

elements from both animal genes and bacterial genes

have been designed. The resulting promoters are active

in animal cells but controlled by substances active in

bacteria but not in animals. The most popular system

is based on the use the bacterial tetracycline repressor

gene. In practise, the transgene becomes reversibly acti-

vated only when tetracycline or doxycycline is adminis-

tered to the animals. Various mutants are available

making it possible either the induction of the transgene

or its inhibition by the addition of the exogenous

inducer. A number of similar systems are available and

currently used in transgenic animals with a good success

[30, 57]. In order to reduce the background expression

of the transgene in the absence of the exogenous

inducers, the alternative expression of a transcription

repressor as KRAB and of an inducer as Tet-on system
may be implemented (Fig. 10). These tools, which

require the transfer of several genes offer virtually the

possibility to express a transgene precisely in a given

cell type and at a given moment.

Gene Deletion Conventional homologous recombi-

nationmakes it possible gene deletion known as knock-

out. Another possibility consists of using the Cre-LoxP

or Flp-FRT systems. A LoxP sequence must first be

added to both ends of the fragment to delete. The

presence of the Cre recombinase will then recombine

the two LoxP sites, leading to a deletion of the DNA

fragment located between the LoxP regions. This makes

it possible the elimination of a selection gene. The

same approach allows the specific and controlled dele-

tion of an inhibitory DNA region, leading to the acti-

vation of the gene located in its vicinity. The Cre

recombinase may be synthesized by the corresponding

gene under the direction of a cell-specific promoter

including promoters under the control of doxycycline.

Another level of control can be obtained by using an

engineered Cre recombinase, which becomes reversibly

active in the presence of an estrogen analogue,

4-hydroxy tamoxifen (Fig. 11) [62]. This offers the

advantage of having the active Cre recombinase

for short periods of time. This prevents the non-

specific action of the Cre recombinase, which can rec-

ognize cryptic sites in the host genome and induce

illegitimate recombination damaging the host DNA.

This tool is appropriate to delete genes for resistance

to antibiotics.
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Figure 11

Activation of Cre recombinase and selectable gene

elimination by 4-hydroxy tamoxifen. The Cre recombinase

gene expression may be under the control of the Tet-on

system itself under the control of a cell-specific promoter.

The fusion protein Cre recombinase–mutated estrogen

receptor is active only in the presence 4-hydroxy

tamoxifen. The elimination of the DNA region bordered

by LoxP sequences is thus sharply controlled. The

selection gene and the Cre recombinase may thus

be eliminated from transgenic animals at any stage of

their life
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Vectors for Gene Trapping The identification of

genes involved in a given biological function is an

essential step to understand the role of the genes par-

ticularly those responsible for human diseases. One

possibility is to use vectors for the trapping of active

genes. One such vector is described in Fig. 12. Other

vectors are shown in the chapter of a book [36]. New

tools make it possible random gene knockout in

genomes by inserting foreign DNA sequences using

transposons [22] or lentiviral vectors. Banks of siRNA

genes in lentiviral vectors can also be used to knock-

down genes. The inhibited genes can thus be identified

and correlations with altered biological functions in the

animals become possible.
Future Directions

During the coming decade, transgenesis in animals is

expected to be as intensively or even more used than

presently. One of the trends is to refine the different

tools for basic research as for the different applications.

The time when transgenic mice were prepared in

a blind manner by microinjecting simple gene con-

structions is getting over. The recent and very signifi-

cant improvement of the gene transfer techniques

should make several animal species less marginal in

the transgenesis field. The number of transgenic

models for basic research is being extended to a larger

number of species, namely to rats, chicken, Xenopus,

and even cow [47, 80, 96]. The sequencing of an

increasing number of genomes, including different

mouse strains and even different individuals, will con-

tribute to extend the use of animal transgenesis.

The proportion of transgenic animals used for basic

research, including the models for the study of human

diseases, is currently very high. This proportion should

change but moderately in favor of applications in the

food domain and also in the pharmaceutical field

including the production of pig cells and organs

for patients and the production of recombinant

pharmaceutical proteins. Indeed, the production of

pig cells and organs is making significant

progress but it remains unpredictable when and if the

transplantation of pig cells and organs will become

a tangible reality as many problems remain to be

solved [73].

The production of pharmaceutical proteins in milk

and egg white has become a realistic approach as the

techniques have reached sufficient maturity even if the

production of each protein is a challenge. Yet, this appli-

cation of transgenesis is coming more slowly than antic-

ipated. For complex reasons not clearly related to the

efficiency of the technique or to biosafety guidelines, the

pharmaceutical companies remain more or less reluc-

tant to start using animals to obtain pharmaceutical

proteins. Companies may consider that their profit is

presently higher with the production of recombinant

proteins in conventional fermentors harboring animal

cell lines, even or because this system generates a short-

age of medicaments for patients. A recent multiauthor

book is a survey of all the aspects of this technique

including the ethical considerations [77].
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Schematic representation of a gene trapping vector. The vector is randomly integrated into the genome of cells that

are able to generate transgenic animals (Fig. 3). The b-geo gene is a fusion of the b-galactosidase gene, giving a blue

color to cells, and neomycin resistance gene, giving a resistance to geneticin. The vector contains also the puromycin

resistance gene, splicing acceptor sites, no promoter, and no transcription terminator. The b-geo selection gene is

expressed only when it was integrated into a functional gene. The inactivated gene may be identified by sequencing the

genomic DNA flanking the integrated vector. A correlation between the inactivated gene and an altered biological

function of the animal may be established
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Whatever happens, the application of transgenic

animals for food production should become a reality

in the coming decade. The increasing knowledge of

alleles in farm animals and of a variety of other possible

transgenes should give more space to the use of

transgenesis to improve animal production. The recent

achievement of the cow genome sequencing will con-

tribute to using cattle alleles more extensively. It

remains that the generation of relevant transgenic

founders and their extensive use in breeding will be

slower than in plants due to the high cost of

transgenesis and the time required for the dissemina-

tion of their genomes in herds. The poor acceptability

of biotechnology particularly in the EU is another

hurdle.

The recent progress of several techniques of gene

transfer are becoming more popular in laboratories

and companies and therefore should be pursued.

DNA microinjection into embryos will still be used in

the species in which it is efficient. Lentiviral vectors are

more and more frequently used, and this trend should

become still stronger as the preparation of efficient and

safe lentiviral particles has become a standard tech-

nique. Other viral vectors could be implemented in

future. One candidate is AAV (adeno-associated

virus). This virus is spontaneously integrated into
cell genomes as lentiviruses. AAV vectors are used

with some success for gene therapy in humans [111].

One of its advantages over lentiviruses is that they can

harbor longer DNA fragments. Viral vectors might

prove attractive for some applications in breeding. It

is indeed conceivable to introduce massively foreign

genes only into somatic cells. Examples are fish or

more generally the animals, which swim or fly and

can disseminate in environment. Growth hormone

genes transferred into a sufficient number of salmon

somatic cells might have the same biological effect on

growth than the corresponding transgene without any

risk of its dissemination in oceans.

More and more transposons are found and

engineered to be able to generate efficiently and in

a safe manner a variety of transgenic animals. One of

the challenges of modern biology is to decipher the

mechanisms involved between given genetic informa-

tion and the expression of a physiological function. The

systematic random integration of transposons and also

of lentiviral vectors into the genome of cells able to

participate in the development of transgenic animals is

expected to generate banks of cells and animals in

which physiological disorders can be connected to the

genes interrupted by the vectors. This approach is

similar to that of generating banks of animals having
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genes inactivated by knockout or knockdown. Several

animal and data banks are available: EMMA in EU,

Jackson Laboratory in USA, IMSR (International

Mouse Strain Resource), ISTT (International Society

for Transgenic Technologies) www.transtechsociety.

org, [40], private companies (namely Charles River)

as well as academic and private structures for the gen-

eration of transgenic mice, rats, and rabbits.

Gene transfer using ICSI has met a great success in

mice and a few other species. It is simpler and more

efficient than conventional DNA injection. A broader

implementation of this technique is presently limited

by the fact that ICSI independently of transgenesis is

still possible in only a small number of species. This

situation is essentially due to the fact that researchers

have not yet acquired this knowledge. The principle of

ICSI is common to all species, but the manipulation of

oocytes and sperm needs specific training. ICSI should

thus be used more intensively in the near future in mice

and extended to other species. The possible combina-

tion of ICSI and transposons as well as of envelope-free

lentiviral particles might contribute to enhance gene

transfer efficiency.

A trend is clearly to perform the genetic modifica-

tions not directly in embryos but rather in intermediate

cells further used to generate transgenic animals. The

long-term success of mouse ES cells to target gene

transfer via the generation of chimeric animals is

expected to be rapidly extended to the use of rat ES

cells and iPS cells in different species, which are able to

generate chimeric animals as ES cells. Progress must be

made before iPS cells are used for transgenesis. This is

being achieved as iPS cells are extensively studied since

they are expected to be a major tool for cell therapy and

gene therapy in humans. The techniques to generate

iPS cells from somatic cells must be adapted to each

species. An important recent progress is the possibility

of dedifferentiating somatic cells no more by transfer-

ring the three identified key genes but by introducing

the corresponding mRNAs, which are unstable by

essence and thus leave no genetic information in the

iPS cells. It is conceivable to transfer the three genes

able to generate iPS cells into embryonic cells to obtain

more easily ES cells. Indeed, cultured ES cells are

known to quickly lose their pluripotency in most

mouse lines and essentially in all other species but

rats. ES cells from a number of species might become
a reality in this way. The preliminary success, which

made it possible the use of small molecules in culture

medium instead of proteins to generate pluripotent

cells from embryos or somatic cells is very encouraging.

It suggests that the generation and the use of pluripo-

tent cells in multiple species might become a relatively

easy task. This would facilitate markedly the genetic

modification of animal genomes. A more speculative

reasoning is to postulate that the complete dedifferen-

tiation of somatic cells into totipotent cells will be

possible some day by the transfer of genes or chemical

inducers, which remain to be found. Cloning and

transgenesis as well as their coupling and related ethical

problems would be considerably simplified.

Cloning by SCNT proved that it is possible to make

the random and targeted gene transfer. The populari-

zation of this technique is likely, but it depends on

improvement of the technique. Indeed, clones are

often if not always epigenetically modified leading to

a limited efficiency, to a reduced welfare of the animals,

and potentially to health problems. Significant

improvement has been achieved in 10 years, and

a better control of cloning should occur in the coming

years.

The construction of vectors making it possible

a reliable and well-controlled expression of the

transgenes will be progressively improved by the

empirical use of BAC containing long genomic DNA

fragments with the majority of the remote transcrip-

tion regulators. The use of long genomic DNA frag-

ments as vectors is expected to become more and more

frequent but to remain empirical for some time. Most

likely, an increasing number of BAC vectors containing

regulatory elements for the expression of transgenes in

the different cells types will become available. Despite

the higher difficulty to manipulate BAC rather than

plasmids constructs, researchers will prefer in

a number of cases to invest a part of their time in the

construction of BAC vectors to tentatively obtain better

transgenic models. Rapid progress is being made on the

description of chromatin structure and activity. Gene

study is more and more performed at the level of

a locus and not only of a given gene. This will provide

researchers with well-identified chromatin regulators,

which will be used to design compact vectors

containing these regulators capable of optimizing

transgene expression.

http://www.transtechsociety.org
http://www.transtechsociety.org
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Gene targeting is essential to obtain relevant trans-

genic models. The demonstration that a local cleavage of

DNA by natural or engineered meganucleases or by

engineered zinc finger nuclease considerably increases

the efficiency of homologous recombination is of major

importance for basic and applied research particularly

for projects involving transgenesis. Gene knockin and

knockout are expected to become much more efficient,

up to the point perhaps to be possible directly in one-

cell embryos and not only via intermediate cells.

The demonstration that DNA cleavage by zinc finger

nuclease in the absence of recombination vectors is

followed by an imperfect DNA repair (NHEJ),

which in a significant proportion of cases leads to

a mutation, thus to a gene knockout. The fact that

gene knockout by NHEJ could be obtained directly in

fish embryos opens new avenues as this protocol does

not require any more the laborious gene knockout by

homologous recombination. Hundreds of engineered

zinc fingers have been designed to recognize specific

sites in different genomes. This number should

increase rapidly in the coming years. A particularly

fascinating point is that NHEJ as well as conventional

knockout and knockin might be applied not only

to genes proper but also to their genomic regulators.

This would allow the study of the regulators of

various loci without implementing the laborious

manipulation of BACs.

The discovery of siRNA has rapidly been followed by

the generation of gene knockdown in plants. The same

did not occur in animals. The use of long double-

stranded RNA induces deleterious side effects in

animals. The availability of lentiviral vector banks har-

boring genes coding for shRNAs makes gene knock-

down easier in animals. The efficiency of this approach

remains limited by the insufficient knowledge on the

mechanisms of RNA interference. Progress has been

made to empirically design siRNA having a high and

specific inhibitory effect on gene expression. An impor-

tant parameter is now taken into consideration. It is

known that the sequence of the siRNA determines the

choice of the strand, which will target the mRNA of

interest and its capacity to inactivate this mRNA. It

now clear that the local structure of the mRNA is essen-

tial to make the access of the siRNA possible. Additional

progress is expected in this field, and it should facilitate

gene knockdown in transgenic animals.
Using constructs in which the transgene is under

the control of exogenous inducers like doxycycline is

a reality. Sophisticated systems reducing the back-

ground expression of the transgene expression in the

absence of the inducers are currently used. The possi-

bility of using these systems to create relevant trans-

genic models is expected to be more and more

frequently used. Improvement of these techniques is

likely by finding additional inducers.

It is essential to be able to knock out genes in

chosen cells and at defined period of the animal life.

This conditional knockout implies the used of the

Cre/LoxP or similar systems. The conditional expres-

sion of the Cre recombinase and its conditional activa-

tion by 4-hydroxy tamoxifen offer a great flexibility.

Improvement of these systems is possible. A more

extensive use of these systems, which give satisfaction

to researchers will be done in the coming years.

Transgenesis techniques are thus making important

progress for the generation of transgenic animals as for

the fine control of transgene expression. The available

tools and those in development are expected to be

adapted to the systematic study of multiple genes

required for the development of integrative biology.
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Genetically modified/transgenic organisms 1666

Genome 1636, 1755

Genome-wide selection 740

Genome-wide selection or genomic selection (GS)

501

Genomic selection 58

Genomics-assisted breeding (GAB) 501

Genomics 346, 1636

Genotype 280, 1636

Genotype � environment interaction 972

Genotype by environment interaction 117

Genotypes 89

Geodesic 223

Germ cell 1767

Germ cells 1717

Germ line chimera 236

Germplasm 1636

Glycanase 1742

Glycoalkaloid toxins 1636

Glycomacropeptide 1755

Glycosylation 1343

Golden rice 1636

Grain development 972

Grain growth 972

Grain quality 972

Graminicide 1545

Habitat 18

Hagberg falling number (HFN) 1096

Halophyte 1111

Haploid 1067, 1636

Haplotype 501, 1158

Harm 1698



1833Glossary Terms
Harvest index 615, 699, 1545, 1557

Harvest index (HI) 638

Hazard 1636, 1698

Hazard characterization 1636

Hazard identification 1636

HDL 1405

Heat resistance 1557

Heat tolerance 1557

Helper plasmid 558

Hemizygous 1767

Herbaceous 18, 250

Herbicide hypersensitivity 1545

Herbicide resistance 1545

Herbicide tolerance 871

Herbicide-tolerant transgenic crops 1613

Herbivore 18

Hereditary 1636

Heritability (h2) 401

Heritability (narrow sense) 58

Heritability 740, 1158, 1369, 1477

Heteromorphic life histories 1405

Heterosis 127

Heterozygote 1636

Heterozygous 1767, 1789

Homing endonuclease 558

Homologous 1636

Homologous recombination 558, 1636,

1755, 1767

Homoplasmy 1358

Homozygote 1636

Homozygous 1767, 1789

Horizontal gene transfer 1637

Hormone 1636

Host 18, 1637

Hybrid 1637, 1799

Hybridization 1637

ICSI 1717

Identity preservation 1637

Illegitimate recombination 558

Immunoassay 1637

Immunogen 1637

Immunoglobulin (Ig) 1343

Immunostimulants 1121

Impact on beneficial insects 1613

IMTA 1111, 1405

In vitro 1637, 1755

In vivo 1637
Inbred 280, 1637

Inbreeding coefficient (F) 401

Inbreeding coefficients 89

Index selection 1369

Indicator trait 740

Indirect effects (or impacts) 1698

Inducer 1637

Industrial enzymes 1308

Infinitesimal genetic model 58, 89

Infinitesimal model 127

Information system (IS) 1201

Insect orders 808

Insect resistance 871

Insect resistance crops 1613

Inserted DNA 1637

In planta transformation 558

Integrated breeding platform (IBP) 1201

Integrated coastal zone management (ICZM) 1436

Integrated Coastal Zone Management (ICZM) 152,

449

Integrated multi-trophic aquaculture (IMTA) 184,

417, 1529

Integrated pest management 19

Integrated pest management (IPM) 1003

Integration 559

Intercepted photosynthetic active radiation (IPAR)

638

Intercropping 19

Introgressed 1637

Introgression 280, 1698

Introgression library lines (ILLs) 1158

Inulins 1637

Invertase activity 1637

Inverted T-DNA repeat 1570

Ionic stress 986

iPS cells 1717

Irrigation return flows 1035

Isoflavones 1637

Isomorphic life histories 1405

IVF 1717

Karyoplast 1067

Knock in 1637

Knock out 1637

Knockdown 747, 1755, 1799

Knockin 1755, 1789, 1799

Knockout 1755, 1767, 1789, 1799

Knockout/knockin 747



1834 Glossary Terms
Land-based and offshore mariculture systems 1111

Lateral roots 1390

LDL 1405

Leaching requirements 1035

Leaf area index (LAI) 638

Legume 19

Lentiviral vector 1799

Lentiviruses 1767

Life cycle assessment (LCA) 1050

Lignocellulose 250

Linkage 1637

Linkage disequilibrium 58, 127

Linkage disequilibrium (LD) 501, 1158

Linkage drag 1158

Livestock 1789

Livestock animal 1358

Living modified organism 1666

Living modified organism (LMO) 467

Locus 280, 1240

Locus (Plural loci) 1637

Lodging 1096

Lodging-proof ideotype 1096

Logarithm of the odds ratio (LOD) 1158

Macroalgae 1405

Macronutrient 280, 1637

Macronutrients 789

Malnutrition 280

Mariculture 152, 1405

Marine 1139

Marine fisheries enhancement 1139

Marine protected areas 1121

Marker 667, 1637

Marker assisted selection or marker aided selection

(MAS) 1637

Marker-assisted selection 127, 1767

Marker-assisted selection (MAS) 501

Markers 41

Mass selection 1369

Mass spectrometry 1637

Mean residence time 31

Medicinal plants 1182

Megagram (Mg) 250

Meganuclease 1799

Meiosis 1067

Mendelian sampling 740

Messenger RNA (mRNA) 1638

MET 846
Metabolic engineering 1182

Metabolic heat and water 1369

Metabolism 1638

Metabolite 1638

Metabolomics 1638

Metanalysis 1158

Metaphase 1240

Metaphase II (MII) 1067

Metapopulation 1003

Microarray 1638

Microclimate 19

Micronutrient 280, 1638

Micronutrients 789

Microsatellite 1256

Mineral 280

Mini-chromosome 1638

Minichromosome 559

Minimal cassette 559

Mixed model equations 89, 127

Mixed models 58

Model 449, 1459

Modeling framework 417

Modern biotechnology 468, 1666

Molecular breeding (MB) 1201

Molecular breeding platform (MBP) 1201

Molecular breeding value 328

Molecular farming (also pharming) 1343

Molecular markers 699

Molecular pharming 1358

Monoclonal antibody 1343

Morgan 127

Mosaicism 1717

Motivation 1768

mRNA 1638

Multigene transfer 559

Multigenic 1638

Multi-trophic relationships 19

Mutagenesis 808

Mutant 1638

Mutation 667, 1638, 1789

Mutation Breeding 1638

Mycorrhizae 19

N dilution 638

Narrow genetic base 501

Near isogenic lines (NILs) 1159

Necking 1096

Nested systems of governance 206
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Next-generation sequencing (NGS) technologies 502

Niche 1366

NIL 667

NIMBYism 1121

Nitrogen absorption efficiency (NAE) 638

Nitrogen conversion efficiency (NCE) 638

Nitrogen fixation 1638

Nitrogen nutrition index (NNI) 638

Nitrogen use efficiency (NUE) 638

No tillage agriculture 871

Nonpecuniary benefit 871

Novel mechanisms for insect resistance 1613

Novel trait 1698

Nucleic acid 1638

Nucleotides 1638

Nucleus 1638

Nutraceutical 1638

Nutritionally improved 1638

Ocean ranching 1529

Offshore aquaculture 152

Offshore co-management 152

Offshore wind farms 152

Oilseeds 972

Oligomerization 808

Oligotrophic 1121

Oomycetes 533

Open ocean aquaculture 152, 223

Open ocean farming 1229

Open-ocean mariculture 761

Operational crop management 1459

Operon 1638

ORF 667

Organic matter 19

Organism 1667

Organoleptic 1638

Osmotic stress 986

Osmotic tolerance 986

Outbreeding depression 1139

Ovarian follicle 1789

Ovulation 1789

PAR 591

Parasite 19

Parasitism 19

Parasitoid 19

Parthenote 1067

Participation 206

Particle bombardment 559
Patchiness 19

Patchy landscape 19

Pathogen 1594, 1639

Pathogen/pathogenic 1755

Pathogenicity 1594

Pathogenicity factors 1594

PCR 667

Pelagic 449

Peptide 1639

Perennial 250

Performance standards 1436

Pesticide 1639

Pest 1003

Pharmacognosy 1308

Phenology 514

Phenome 1

Phenotype 1, 19, 280, 346, 1477, 1639

Phenotype/phenotypic 1755, 1789

Phenotypes 89

Phenotypic selection 1159

Phenotyping 1, 1296

Phenylketonuria 1755

Phenylpropanoids 1639

Pheromones 1003

Photoassimilates 615, 972

Photoperiod sensitivity 514

Photosynthesis 1639

Photosynthetic active radiation (PAR) 638

Phyllochron 514

Phytase 1742

Phytate (phytic acid) 280, 1639

Phytic Acid 1742

Phytoalexin 533

Phytochemicals 1639

Phytomer 514

Phytoplankton 1366

Placing on the market 1667

Plankton 1366

Plant breeding 1201

Plant cell culture 1182

Plant growth regulators – (PGRs) 1096

Plant molecular pharming 1308

Plant productivity 1

Plant stress 972

Plant-based expression 1358

Plantibodies 1358

Plasmid 1639



1836 Glossary Terms
Plasticity 117, 1639

Plastid 1343, 1639

Pleiotropic 1639

Pleiotropic effects 1369, 1755

Pleiotropy 1159

Pluripotent 1240

Pluripotent cell 1799

Point mutation 1789

Policulture (also intercrop) 1513

Polyclonal 1639

Polyculture 19, 174, 1111, 1529

Polygenes 502

Polymer 1639

Polypeptide 1639

Polyploid 667

Polysaccharides 1405

Population genetics 58

Position effect 1570

Positional cloning 667, 1159

Posttranscriptional gene silencing (PTGS) 1570

Posttranscriptional modification 1639

Posttranslational modification 1343

Potential yield 699, 1513

Potential yield water limited 699

Prebiotics 1121

Precautionary principle 207

Precision agriculture 1003

Predation 19

Predator 19

Preharvest sprouting 1425

Preimplantation embryo 1717

Primary breeders 1369

Primary production 19

Primary roots 1390

Primordial germ cells 236

Prion 1755

Probiont 1121

Production trait 1789

Production traits 1369

Productivity 19

Profiling 1639

Promoter 280, 559, 1639, 1755, 1789

Promoter trap 1240

Pronuclei 1240

Pronucleus 1768

Protein 1639

Proteolysis 808
Proteomics 1640

Protista 1121

Protoplast 1640

Protoplast fusion 1640

Pseudofeces 1229

QTL 846

QTLxE 846

Quality protein maize (QPM) 280

Quantitative genetics 58

Quantitative trait loci (QTL) 747

Quantitative trait loci (QTLs) 502

Quantitative trait loci 1640

Quantitative trait locus (QTL) 1, 41, 127, 1201

Quantitative trait locus 667, 1159

Radiation use efficiency 699

Radiation use efficiency (RUE) 638

RAS 1111

Reaction norms 117

Recombinant DNA 1640

Recombinant inbred lines 1159

Recombinant protein 1768

Recombinant proteins 236

Recombinase 1718

Recruitment 1139

Rectangularity 1513

Regeneration 1640

Regulatory gene 1640

Regulatory sequence 1640

Regulon biotechnology 1

Reintroduction 1139

Reliability 740

Renewable resources 250

Replication 1640

Reporter gene 559

Reproductive performance 1789

Reproductive/breeding efficiency 1789

Reprogramming 1240

Research models 417

Resilience 174

Resistance 1594

Resource complementarity 1513

Response to selection 41, 1477

Restocking 1139

Retrovirus 236

Retroviruses 1718

Reverse genetics 667, 1159

RFLP 667



1837Glossary Terms
Rhizobium 1640

Rhizosphere 1390

Ribonucleic acid (RNA) 1640

Ribosome 1640

Ribozyme 1640

Riding horse 401

Risk 1640, 1698

Risk analysis 1640

Risk assessment 1613, 1640, 1667

Risk characterization 1640

Risk communication 1640

Risk management 1640

RNA interference 1755

RNA interference (RNAi) 747

RNAi 1640

Root architecture 1390

Root cap 1390

Root distribution 1390

Root hair 1390

Root lodging 1096

Root morphology 1390

ROS 1425

RuBPc-o 638

RUE 591

SAFOTEST 1641

Saline soil 986

Salt tolerant plant 986

Saprophyte 533

Scale-up 1641

SCNT 1717

Screenable marker 559

Screening models 417

Sea ranching 1139

Seasonal reproduction 1789

Sea-vegetables 1406

Seaweed 1406

Second crop soybeans 871

Secondary effect 1369

Secondary metabolites 1182, 1641

Secondary roots 1390

Seed bank 19

Selectable marker 559, 1641

Selection 346, 401, 1477

Selection intensity (i) 401

Selective breeding 986, 1641

Selective medium 1641

Selectivity 1545
Sequence homology 1641

Sera-binding tests 1641

Seston 1229

Shattering 1545

Shifting agriculture 19

Shikimate pathway 1641

Shoot apex 514

Signal sequence 1641

Signal transduction 1641

Simulation 1459

Single nucleotide polymorphism 1790

Single nucleotide polymorphism (SNP) 127, 747

Single-copy transformant 1570

siRNA 1718, 1799

Site selection 1229

Site-specific recombination 1641

Sludge 1111

Small interfering RNA (siRNA) 1641

SNP (single nucleotide polymorphism) 1256

Social interactions 1477

Soil microbial processes 789

Soil quality 31

Soil water balance 1035

Somaclonal selection 1641

Somatic cell 1240

Somatic cell count 1755

Somatic cell nuclear transfer (SCNT) 747

Somatic nuclear cell transfer 1768

Source–sink balance 972

Southern blot (DNA blot) 559

Spatial arrangement 1513

Species richness 19

Specific and wide adaptation 846

Stable transformation 559

Stakeholders 79

Stem failure moment 1096

Stem lodging 1096

Stereotypy 1256

Stewardship 174, 206

Stilbenes 1641

Stock enhancement 1139

Strategic crop management 1459

Stratification thermal time index 1425

Structural gene 1642

STS marker 667

Subjective experience 1768

Submerged longline 1229



1838 Glossary Terms
Substantial equivalence 1642

Substrate 1642

Subtropical zones 1557

Successional stages 19

Superbinary vector 559

Supervirulent 559

Supplementation 1139

Surface longline 1229

Suspension culture 1229, 1343

Sustainability 346, 761, 1308, 1529, 1613

Sustainable 250

Sustainable agriculture 502

Sustainable development 207, 502

Synteny 1159, 1642

System 1459

System boundary 1050

Systemic acquired resistance (SAR) 1594

Systemic herbicide 1545

Systems biology 1642

Tactical crop management 1459

Tannins 1642

Taproot 1390

Taproot system 1390

Target site 1545

T-DNA 559, 1343, 1642

Technical efficiency 699

Temperate zones 1557

Terminator 559

Tetraploid 1067

Thermal time 514

Ti Plasmid 1642

Timeform handicap ratings 401

Tissue culture 1642

Tissue tolerance 986

Topology 1390

Traditional breeding 1642

Trait 1, 1296

Transactivation domain 559

Transcription 1240, 1642

Transcription activator–like effector nucleases

(TALENs) 1642

Transcriptional gene silencing (TGS) 1570

Transcriptome 1642

Transdisciplinary 207

Transfection 559, 1240

Transfer DNA (T-DNA) 1570

Transformant 559

Transformation 559, 1343, 1643
Transgene 280, 1182, 1343, 1642, 1698, 1755,

1790

Transgene expression variability 1570

Transgenesis 1799

Transgenic 559, 808, 1755, 1790

Transgenic bird 236

Transgenic bird lines 236

Transgenic organism 1643

Transgenic plant 280, 1570, 1594, 1642

Transgenic plants 1308, 1358

Transient expression 559, 1344, 1358

Translation 1643

Transmissible spongiform encephalopathy 1643

Transplastomic 559

Transplastomic plants 1358

Transposon 668, 1545, 1643, 1717

Tropical zones 1557

Trotter 401

Trypsin inhibitors 1643

Undifferentiated 1240

Unintended effect 1643

Unsaturated (saturated) fatty acids 1755

Vaccine 1344

Variety 1643

Vernalization sensitivity 514

vir Gene 559

Viral vector 1344, 1768

Virtual technology for aquaculture 417

Virulence 533, 1643

Virus 1594, 1643

Vitamin 280

Volunteer weed 1545

Water use efficiency 250

Water use efficiency (WUE) 1035

Watershed 174

Water-use efficiency (WUE) 615

Whey 1755

Wildtype 1643

Yield gap 699

Zinc finger 559

Zinc finger nuclease 1717

Zinc finger nuclease (ZFN) 1799

Zinc-finger nucleases 1344

Zinc finger nucleases (ZFNs) 1790

Zoonotic diseases 1358

Zoonotic infection 747

Zooplankton 1366

Zygote 1067, 1240



Index
A
abiotic elicitor 1190

abiotic stress 1, 690, 1392, 1649, 1651

abscisic acid (ABA) 6, 1395, 1651

– biosynthesis 1429

– in dormancy maintenance 1429

– embryonic content 1429

Acari 1012

Acetobacter diazotrophicus 255

acetosyringone 563–564

acidic polymerase 754

acidification 190

acoustic Doppler current profilers

(ADCP) 1232

Actinidia 314

acute respiratory syndrome (SARS) 1763

acylalanine fungicides 542

additive genetic variance 129

additive main effects and multiplicative

interaction (AMMI) model 858

adeno-associated virus (AAV) 1729, 1821

adenosine triphosphate (ATP) 286

ADP-glucose

– pyrophosphorylase 687

– synthetase 687

advanced backcross QTL (AB-QTL)

506, 1173

advanced breeding line 1298

advanced informed agreement (AIA)

procedure 486, 1670

aerobic oxygen concentration 423

aggregate breeding value 67

agribiotechnology 932

agribusiness 725

agriculture/agricultural 218–219,

1425, 1613

– benefits 725

– biotechnology 926, 949, 1645

– ecosystems 1005

– entomology 1012

– environmental impacts 724

– genetic improvement 73

– impact on biodiversity 1624

– innovation 917

– insect pests 1004, 1006

– irrigation 664

– land in South Africa 380

– land use, planning 1470
– maximum residue limit (MRL)

regulation 1127

– nutrients 724

– population genetic improvement 1478

– practices 720

– footprint 724

– monoculture 727

– production 19, 1459–1460

– agro-technical possibilities 1460

– decision making 1460

– socio-economic conditions 1460

– system 22

– productivity 1004

– reduced-till 1646

– research 371, 736, 936

– residues 273

– science 502, 732

– soils 31

– sustainability 502, 720, 1013

Agrobacterium 564, 568, 576, 581, 1186, 1328

– Agrobacterium-mediated

transformation 562

– Agrobacterium tumefaciens 1344, 1571

agro-biotechnology

agrochemicals 1594

agroecology 19, 208, 665

agroecosystem 20, 22, 527, 664, 721, 725,

1005–1006

– sequestration of CO2 32

– strategic management 1460

– time-specific management 731

agro-food biotechnology 1667–1668

agroforestry 20

agro-infection 1360

agro-infiltration 1362

agronomic interactions with CO2

sequestration 31

agronomic technique 707, 713

agronomic trait 1649

agronomy 713

agrosystem 1023

air temperature 1557–1558

Albizia 271

Alexandrium 1232

algae/algal 164, 175, 1126

alien gene 918

alkaline phosphatase 812

alkaloid 1184
allelochemical 728, 1551

alleviating poverty 716

alternative oxidase (AOX) 4

aluminum Tolerance 691

amaranth 298, 617

Amax 606

amino acid 285, 287, 298, 1745

aminobenzoate (PABA) 315

ß-aminobutyric acid (BABA) 550

aminopeptidase N 812, 814

ammonia 803

– Haber-Bosch process 790

– volatilization 793, 797

ammonium 792, 802

amplified fragment length polymorphism

(AFLP) 1204

amylase inhibitors 826–827

amylase promoters 571

amylopectin 977

amylose 977

Anagros epos 26

anchor marker 1165

anchovies 782–783

animal

– additive genetic effects 109, 112

– agriculture 389

– aquaculture 1419

– base population 93

– biodiversity 19, 355

– biotechnology 1768, 1773

– breeding 38, 46–51, 127–128,

401, 1369–1370, 1485–1486,

1494–1501, 1715

– accounting for variation in group
size 1504

– additive genetic variance 1480

– artificial insemination 41

– artificial selection 1508

– associative common-litter

effects 1505

– associative-effect models 1508

– associative heritability 1500

– Bayesian techniques 50, 89

– behavioral traits 1492

– best linear unbiased prediction

(BLUP) 43, 89, 128, 1494

– biometrical methods of

selection 1370
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– breeding schemes 1477

– categorical data 111

– data recording 1274

– degree of dilution 1504

– deoxyribonucleic acid (DNA)-level

diagnostic procedures 1370

– developing countries 40

– dominance 59

– economic indexes 111

– epistasis 59

– estimation of genetic

parameters 1499

– expected progeny differences

(EPD) 71

– foundations 58

– frozen semen 41

– genetic drift 83

– genetic improvement 83, 1477

– genetic progress 413

– genetics 38, 41

– genetic trends 94

– genetic variance 1489

– genomics 746

– Griffing’s associative effects

1495, 1501

– group heritability 1489

– group selection 1283,

1488–1489, 1499

– hard-to-measure traits 1281

– heritable competition 1483

– heritable effects 1480

– heritable Variance 1483

– identifiability of the associative

genetic variance 1505

– individual selection 1486

– industry 149

– infinitesimal model 50, 90, 128

– linear statistical model 91

– long-term challenges 79

– major genes 128

– marker-assisted selection 748

– mass selection 1486

– maternal genetic effects 1498, 1501

– maternally affected traits 1497

– mating 59

– methods 41, 47

– methods of estimation 94

– mixed model equations (MME)

50, 94

– mixed models 50

– modeling 89

– molecular genetics 51

– Monte Carlo Markov chains 43

– multilevel selection 1489

– multiple traits 1477
– neuroendocrinology 1279

– non-genetic associative effects

1503, 1505

– non-heritable genetic effects 1480

– nucleus-multiplier scheme 48

– objective 83

– optimum designs 1506

– optimum index selection 1490

– phenotype 1489

– phenotype-driven 748

– phenotypic value 1492

– polymorphic markers 1370

– predicted transmitting abilities

(PTA) 71

– prediction accuracy 63

– prediction reliability 63

– pseudo-BLUP selection index 1496

– quantitative genetics 58, 1480

– quantitative trait loci (QTLs) 748

– quantomics approach 1282

– random effects 69

– reliabilities 94

– reproductive technology 1274

– residual or restricted maximum

likelihood (REML) 43

– response to selection 1485

– schemes 81

– selection 59, 81, 83

– selection criterion 1485

– single record per animal 95

– social behavior traits 1283

– social interactions 1492

– socially affected traits 1477, 1501

– social model 1480

– social selection experiments 1498

– square root of heritability 1492

– stakeholders 81

– standard errors (SE) of estimated

parameters 1506

– statistical methods 49, 1499

– statistical power 1506

– sustainability 41, 43, 87, 1256

– sustainable systems 46

– technology 384, 1266

– theoretical developments 59

– traditional BLUP model 1495

– traits 89

– transgenesis 51

– domestication 21

– genetic resources 79, 367, 376, 1258

– genetic value 127

– genotyped 74, 140, 145

– identification 742

– improved feeding and management 79

– integrity 1782
– missing parents 93

– models (AM) 71–73, 90, 402

– assumptions 92

– binomial traits 113

– count data 115

– culling 108

– extensions and variations 72

– genetic relationships 92

– heterogeneous variances 114

– hierarchical models 115

– inbreeding coefficients 92

– infinitely dimensional trait 101

– Legendre polynomials 102–103

– limitations 92

– low heritability traits 108

– maternal effects 100

– model comparisons 115

– models for survival data 113

– multiple trait models 108

– nternational comparisons 115

– plotting curves 108

– proportional hazard model

(PHM) 114

– random regression models

101–103, 108

– reduced animal model 73

– regression functions 102

– repeated records 97

– robust estimation 114

– scaling time variables 102

– sire model 73

– survival analyses 114

– threshold model 112

– traits 109

– Weibull baseline hazard

function 114

– molecular genetics 127

– most probable producing ability 99

– pedigree 93

– permanent environmental effects 99

– pests 1006

– product 348, 1284

– production 79, 127, 346, 1743

– genomic selection 367

– heat stress 364

– intensification 1274

– nfinitesimal model 148

– water requirements 364

– purchasing 86

– pure lines 44

– ranking 107

– records

– analysis 384

– data capturing 384

– dissemination 384
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– repeated records 98

– residual error effect 112

– resources 352, 374

– welfare 86, 390, 1273, 1285–1286, 1715,

1780–1781

animal biotechnology 1768

animals 44

ANOVA models 856, 859

antagonistic microorganism 544

anthracnose 259

anthranilate 300

anthropocene 220

Antibiosis 1017

antibody production 1359

antifreeze protein genes 1700

antimicrobial peptide (AMP) 750

antimicrobial protein 1757

antioxidant 220

antithrombin 237

Aphis maidis 256

aquaculture 152, 201–202, 206–210, 375,

417–418, 429–430, 449, 762, 1059–1063,

1366–1367, 1699

– agency 212

– alternative farming methods 1056

– aquaculture-derived food

products 1442

– Aquapod systems 223

– biomass 184

– carrying capacity 418, 437

– certification schemes 1445

– communities 175

– competition for feed 1509

– concerns 765

– culture of shellfish 1436

– development 197, 202, 215, 1051

– disease 421, 442

– diversification 188

– ecological 174

– ecosystem 174, 176, 440, 1253

– and the environment 1051

– European 168

– FAO ecological approach 176

– farm 177, 185, 198

– farming technologies 1051

– feed conversion ratios (FCR) 1056

– feeds 779

– improved governance 212

– industrial 179

– industry 442

– integrated multi-trophic (IMTA) 184

– life cycle assessment (LCA) 1054–1056

– allocation 1054
– in food production 1055

– impact assessment 1055
– impact categories 1055

– system boundaries 1054

– macroeconomic factors 1, 252

– management 197, 210, 461, 1063

– maximum residue limit (MRL)

regulation 1127

– in the Mediterranean 1121

– monoculture 185

– nearshore 201, 223

– nutrient extractive 199

– offshore 155

– open ocean 155

– polyculture 1252

– for the Poor 219

– production 1050, 1129, 1529

– of finfish and shellfish 1436

– of mussels 1229, 1237

– systems 212

– public perception 1123

– real-time applications 444

– reduction of variability 1509

– regulations 459

– research models 430

– resilience capacity 176

– restoration of ecosystems 217

– rich internet applications (RIA) 444

– scale 177

– science 218

– screening models 430

– service industries 180

– social acceptance 433, 1124

– social ecology 179, 215

– social equity 1123

– solar energy inputs 1060
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– offshore farm site 763

– pest management strategy 770

– recreational use impacts 776

– shark management plan 773

– viewplane aesthetics 777

– water quality 767

– wildlife interactions 772

Kosambi mapping function 133

Kyoto protocol 155

L
lactation 383

lactoferrin 1777, 1804

lactose 1758
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lacZ gene 563

Laminaria 1417

land-based culture 425

land use planning and analysis system 1470

large offspring syndrome (LOS) 1073, 1721

LASSO methodology 75

late blight 552, 679

leaf

– area index (LAI) 644, 1515

– area ratio (LAR) 645, 647, 649

– color chart (LCC) 647

– elongation rate (LER) 649

– nitrogen 608

– photosynthesis 608, 649

– photosynthetic capacity 602, 606

leaf-electrolyte-leakage 1563, 1565

lean tissue growth rate (LTGR) 1270

LEA-type protein 5

lectin

– insecticidal activity 828

– toxicity 828–829

Legendre polynomial 123

Leghorn hen 44

legume lectin 826

LemnaTec 10

lentiviral vector 241, 1808, 1823

lentiviruses 1728

lepidoptera 811

lepidopteran 825, 828, 830, 833

lettuce 314

Leucena 271

life cycle

– assessment (LCA)

– aquaculture production systems
1050

– history 1052

– software tools 1052

– impact assessment (LCIA) 1053

– inventory 1053

light

– capture 640

– harvesting 599–600, 640

lignin 1657

lignocellulose/lignocellulosic 254, 1332

limonium 602

linalool 831

linkage

– disequilibrium (LD) 135, 142–143, 1262

– drag 1161

lipid

– metabolism 6

– transfer proteins (LTPs) 1597

liquid 792

livestock development

– biodiversity 378
– breed 1257, 1262

– improvement 1266

– maintenance 1267

– breeding 369, 372, 385

– development

– objectives (LDOs) 80

– strategies (LDS) 80

– distribution 352

– domestication 352

– with enhanced health

characteristics 1761

– environmental footprint 1751

– excreta 1269

– fertility 1793–1794

– genetic improvement 387, 1477, 1479,

1482, 1756

– genetic resource management 1262

– genome 1730

– for human food production 1756

– industries 1790

– infectious diseases 747

– for meat production 360

– poor management 1791

– production 362–363

– productivity 360

– products for ensuring food security 356

– reproduction 385

– robustness 1274

– somatic cell nuclear transfer 1067

– species 1285

– survivability 385

living modified organism (LMO) 468

local breed 46

local meat production 349

lodging

– anchorage failure moment 1100

– base bending moment 1099

– crop management effects 1105

– mechanisms 1098

– models 1099

– plant breeding 1105

– plant growth regulators 1104

– resistance 1096, 1106

– risk 1101, 1104, 1107

– stem failure moment 1101

logarithm of the Odds ratio 1162

low-carbon 735

low-density lipoprotein (LDL) 289

low-input farming 25

loxP sequences 1581

luciferase (LUC) 573

luteinizing hormone 1071

lysine 297–298

lysostaphin 750, 1761

lyzozyme 1757
M
macroalgae 159, 194, 1114, 1406

macroalgal culture 786

macro-environmental sensitivity 124

macromineral 286

macronutrient 281–282, 295

– deficiencies 287

– disorders 287

– in fertilizer 790

macroparasite 164

mad cow disease 1762

Maedi-visna virus 751

magnetic resonance imaging 10

maize 258, 902, 1328

– allele 681

– domestication 681

– herbicide-tolerant 882

– inbred 681

– insect-resistant 890

– lysine content 685

– transgenic avidin-expressing 834

– waxy locus 686

major gene 130

malnutrition 281, 287, 733

– agronomic approaches 294

– biofortification 294, 946

– emergency measures 291

– fortification programs 292

– long-term measures 292, 294

– supplementation programs 291

mammal/mammalian 352

Mangrove ecosystem 210

mannopine synthase promoter

(pMAS) 1576

maple syrup urine disease

(MSUD) 288

MapQTL 1206

Marek’s disease 238

mariculture 167, 169, 200, 210, 1111, 1122,

1142, 1445

marine

– agronomy 187, 199, 217, 1411

– aquaculture 154, 166, 223, 1230

– biology 199

– cage culture 1366

– finfish 1151

– fish 1113

– fisheries 1139–1140, 1252

– fisheries enhancement 1139–1141, 1252

– active adaptive management 1152
– effectiveness of stocking 1151

– legacy from the past 1147

– responsible approach 1144

– technological and tactical

constraints 1143
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– photosynthesis 194

– protected areas (MPA) 166, 202

– scientific and strategic

development 1141

– spatial planning (MPS) 202

– species hatchery 1542

– systems 433

– vegetable 1417

– vegetation 194

marine mammal monitoring plan

(MMMP) 776

marine protected areas (MPA) 1122

mariner transposon 242

marker-assisted

– backcross (MABC) 504, 1168, 1203

– breeding (MAB) 1159, 1166–1167

– recurrent selection (MARS) 504, 506,

1167, 1170

– selection (MAS) 504, 1161, 1167, 1170,

1203, 1771

marker gene 571–573

– negative selectable 573

– screenable 573

marker haplotypes 1164

Markov Chain Monte Carlo (MCMC) 50

– algorithms 1205

– method 76

mass phenotyping 1297

mastitis 363, 743, 750–751, 1761

maternal

– genetic effects 1479, 1497

– genetic model 101

– heterosis 339

– to zygotic transition (MZT) 1068

matrix attachment regions (MARs) 1577

maturation promoting factor (MPF) 1079,

1081, 1086

meat 1756

– consumption 358, 362

– with enhanced nutritional

qualities 1759

medicinal plant 1182–1183

– controlling the expression of

transgenes 1192

– genetic engineering 1193

– metabolic pathways 1193

Mediterranean aquaculture

1121–1134, 1253

– benthic impacts 1124

– disease outbreaks 1127

– ecosystem effects 1130

– escapes 1128

– fish farming 1125

– herbivorous fish 1133

– history 1122
– indicators for sustainability 1134

– integrated aquaculture 1133

– introduced exotic species 1129

– market 1130

– parasites 1132

– policy issues 1132

– seagrasses 1131

– sustainability 1123

– use of probiotics 1128

– water quality 1126

– zoning 1132

Mediterranean mussels 1234

Mediterranean Sea environment 1122

meganucleases 919, 1816

Mehler-peroxidase reaction 621

meiosis 1082, 1163

Meishan pig 377

menaquinone 289

Mendel/Mendelian

– defects 148

– laws 42, 1800, 1807

– resistance 1169

– sampling effect 332

– sampling variance 61

menhaden 782

Merino sheep 363

meristem activity 644

mesenchymal stem cell (MSC) 1246

mesophyll 600, 620

metabolic

– diseases 1373

– engineering 1194

– syndrome 1373

metabolome 1174

metabolomics 917, 1194–1195

metapopulation 1012

methane 725

methanogenesis 33

methemoglobinemia 803

methionine 1746

methoxyfenozide 571

Michaelis–Menten formula 645

microalgae 194, 200, 203, 1111, 1114

microbial 1745

microenvironmental

– effect 119

– sensitivity 124

microhomology 576

microirrigation 1044

microminerals 291

micronutrient 282, 286, 294, 795

microparasite 164

micro-RNAs 1816

microsatellite 134, 140, 147

microspore 623
microsporidial gill disease of salmon

(MGDS) 190

milk 1756–1757, 1791

– composition 1757

– consumption 361

– with enhanced nutritional

qualities 1757

– goats 360

– marketing systems 741

– powder

– consumption 362
– production 361

– production 741

– traits 743

– productivity 1791

– yield 741

mineral

– bioavailability 320

– density in cereal grains 319

– storage in sink tissues 319

– transport 316

– uptake 316

minichromosome 560

Miscanthus 260–261, 263, 274, 607

missense mutation 142

mite 1013

mitochondrion 1086

mitotic cell cycle 1082

mixed crops 1522

modeling in animal breeding 90

moderate resolution imaging

spectroradiometer (MODIS) 1232

modern breeding method 950

molasses 256

molecular biology 503, 1217, 1778

molecular breeding (MB) 659, 938

– hubs 1218

– platforms (MBP) 661, 1201–1202, 1204

– communities of practice 1222
– data management 1221

– demand-driven 1221

– human capacity 1220

– impact on crop breeding 1222

– markers services 1220

– potential 1218

– potential economic impact 1222

– precise phenotyping 1220

– scope 1218

– sustainability 1221

– technology-push 1221

– utilization 1219

lar genetics 1202, 1262, 1595
molecu

molecular ideotype 1166

molecular marker (MM) 73, 503, 661, 1205

molecular pharming 1358
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molluscan

– mariculture

– best management practices
(BMPs) 1442

– certification standards 1442

– integrated multi-trophic

aquaculture (IMTA) 1442

– regulatory standards 1442

– shellfish 1438

mollusk culture 1230

Moloney murine leukemia virus

(MMLV) 240

monk seal 774

monocot 567, 571

monocotyledon 1393

monoculture 23, 188, 728,

1113, 1522

monoculture systems 1112

monosaccharide 282

monounsaturated fatty acid 977

Monsi–Saeki equation 596

mooring 228, 234

Morex allele 855

Morgan 132

moss bioreactor 1362

mouse epiblast stem cells 1723

movement 680

mulch farming 32

mulching 536

multi-environment trials (METs) 847

multi-gene expression 1750

multi-gene traits 1743

multiparent advanced generation intercross

(MAGIC) 850

multiple

– cropping 720

– gene transfer (MGT) 568

– T-DNA repeats 1580

– trait index 1172

multiple-use marine area 158

multipotent mesenchymal stem cells

(MSCs) 1247

multi-species pond cultivation 1406

multi-trophic aquaculture 1444

murine hepatitis virus 752, 1762

murine Mx1 gene 750

mussels 161–162, 164, 190, 456

– cultivation 1234

– culture 1229

– droppers 1233

– filter-feeding 193

– ropes 1233

– species 1234

mutagenesis breeding 913

mutant allele 687
mutation 54

– causative 142

– underlying QTL 142

mycobiota 535

mycorrhizae 264

mycotoxin 1605, 1647

myostatin 142, 1760, 1795

N
N-acetylhexosaminidase 830

National Cattle Evaluation (NCE)

331, 343

National Pollutant Discharge Elimination

System (NPDES) 425

natural ecosystem 175

natural genetic engineering 938

Natural Mutation 938

natural sandwich material (LNS) 262

nature domestication 723–724

near isogenic line (NIL) 1165

nearshore marine 1230

Nellore breed 365

nematicide 541

nematocyst 1015

Neobenedenia sp. 771

neomycin phosphotransferase 572

nerolidol 831

nested association mapping (NAM)

850, 1175

net pen culture 231

net primary productivity (NPP) 31

neurodegenerative prion disease 1762

Newcastle disease virus (NDV) 238, 1360

new climate proof crops 616

new drug entity (NDE) 1183

next-generation sequencing (NGS)

technology 1161, 1192

Niacin 288

Nicotiana 1603

Nicotiana tabacum 1570

nicotinamide adenine dinucleotide

(NAD) 288

Nipponbare protein 676

nitrapyrin 793

nitrate 790, 801, 803

nitrification 793, 802

nitrogen 193, 608, 665, 725–726, 980–982,

1272–1273, 1519

– absorption efficiency (NAE) 651, 654

– availability 617, 641, 653, 981–982

– concentration 640

– conversion efficiency 652, 654

– critical plant concentration 642

– crop responses 638

– deficiency 647–650
– effects on harvest index and

components of grain yield 650

– effects on leaf and canopy

photosynthesis 649

– demand 640, 642

– dilution effect 645, 647

– distribution 653

– emission 1273

– fertilization 981

– fertilizer 536, 592, 639–640, 653, 790,

797, 981, 1468, 1650

– harvested index (NHI) 653

– nutrition index (NNI) 639, 645

– oxide (NOx) 725

– in plants 640

– in soils 639

– supply conditions 654

– taxation 1272

– uptake 644, 653

– use efficiency 651, 654, 797

nitrogen emission 1273

nitrophosphate 726

nonadditive genetic deviation 61

non-enzyme protein 1316

nonfood aquaculture 217

non-Hodgkin’s lymphoma (NHL) 1351

non-homologous end joining (NHEJ)

pathway 1724

non-pharmaceutical proteins 1363

non-photosynthetic sinks 604

nonrenewable 190

non-target arthropod 1618

nopaline 1576

nopaline synthase gene (pNOS) 1571

normalized difference vegetation index

(NDVI) 594

no-tillage 252, 727

novel food regulation 1673, 1675

novel gene products 1748

novel traits 941

nuclear donor cell 1083

nuclear envelope breakdown (NEBD) 1082

nuclear maturation 1080

nuclear reprogramming 1075–1076,

1087, 1089

nuclear transfer (NT) 1067–1069,

1071–1073, 1240–1245, 1722

– basics 1244

– cell-cycle coordination 1082

– cell-mediated transgenesis 1243

– cloning animals 1241

– with differentiated cells 1245

– direct transgenesis 1243

– efficiency 1249

– embryo development 1068
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– enucleation methods 1072

– experiments 1241

– gene targeting 1245

– in mammals 1069

– maturation-promoting factor

(MPF) 1244

– microinjection 1242

– micromanipulator 1071, 1244

– production of transgenic animals 1241

– from somatic cells 1243–1244

– techniques 1071

nuclear transformation 575

nuclear transgene 575

nuclear transgenic plants 1346

nucleic acid 1350

nucleoprotein (NP) 754

Nud gene 684

nuisance effect 69

null allele 525

nutrient 281

– bioavailability 294

– deficiencies 287

– facultative 287

– law of the minimum 796

– movement 803

– phloem-delivered 976

– in plant tissue 794

– recovery 198

– from the soil 789

– trading credits (NTC) 192, 1413

– transfer 802–803

nutrition 1654, 1792

O
oarweed 159

ocean/oceanic

– ecosystems 784

– farming 1252

– farm technologies (OFT) 227, 229

– mankind’s global footprint 780

– sustainable aquaculture 1252

oceanographic 433

ocean-ranching 1537

octopine 1576

off-bottom offshore cultivation 158

offshore

– aquaculture 155, 201

– biological studies 163
– feasibility study 169

– one-step cultivation 163

– physical and technical studies 164

– collector 162

– co-management 168

– farming 164, 763, 1230, 1235

– macroalgae growout 1234
– oil platform 1235

– ring 162

– wind energy 1254

– wind farm 154, 162, 1235

offshore aquaculture 200, 1254

oil grain quality 972

oilseed 973, 977, 979

oleic acid 978

oleosome 977

oligomerization 814

oligonucleotide-mediated mutagenesis 1672

olive fruit 626

omega–3 oils 782

omics platforms 11

oncogenes 563

oogenesis 1079

ooplasmic reprogramming factor 1081

opaque2 corn mutant 297

open net-cage aquaculture 1532

open ocean

– aquaculture 223, 230

– farming sites 1235

– characterization 1231
– selection 1231

– mariculture 761–762, 771, 783

– mussel farming

– environmental considerations 1235

– methods 1232

– multiuse facilities 1235

– technologies 1232

– waters 1230

open ocean mussel farming 1236

open-pollinated crops 1329, 1624

open reading frame (ORF) 676,

680–681, 1734

open water

– cultivation 424, 1406

– fish farm 189

operational farm management 1471

operational nutrient management

system 1471

opium alkaloid morphine 1184

oral vaccine 1350

ordinary polynomials 123

organic

– crops 808, 1659, 1660

– farming 801

organogenesis 581

organophosphate 543

oryzacystatin 826

osmoprotectant 5

osmotic

– adjustment (OA) 617

– stress 5, 987, 988

– tolerance 989
Osmyb4 gene 628

outbreeding 61

ovary development 623

overfertilization 793, 798

ovine lentivirus 751

ovum 1068

oxalate 1599

oxanthiins 543

oxidation/oxidative

– enzymes 829

– stress 4

oyster 159, 163, 459, 1235

P
paclitaxel 1186

palmitic acid 977, 1409

palnt breeding meganucleases 919

Panicum virgatum 263

pantothenate 316

papaya

– ringspot-resistant 902

– ringspot virus (PRSV) 540

parasite 190

parasitoid 1019

partial root-zone drying (PRD)

technique 1395

particulate 1406

partitioned aquaculture system 186

paternal heterosis 339

pathogenesis-related proteins 1596

pathogen-inducible promoters 1607

peak 804

pedigree-based marker-assisted selection

system (PBMASS) 1208

perennial 261

pericentriolar material

(PCM) 1085

permanent environmental effect 97

peroxidase activity 829

peroxisome 1331

pest

– control 1005–1006, 1016, 1028

– crop resistance 1016

– density 1010

– herbivore 26

– insects 820

– invasion 1006

– numbers 1008

– populations 1018

– taxonomic adscription 1012

pesticide 535, 544, 552, 720, 724, 729, 1013,

1023, 1659

– pesticide registration 485

– problems associated 1015

– resistance 1016
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pharmaceutical 1316

– for animal health 1363

– industry 1182

– plant-derived 1351

– proteins 1334, 1344, 1358

pharma crops 1329

phaseolotoxin 1601

phaseolus a–amylase inhibitor

gene 827

phenodyn 10

phenological scale 518

phenology 515, 518–519

– developmental response to

temperature 519

– sub-models 527

phenopsis 10

phenotype/phenotypic 90, 140, 386

– interaction term model 120

– multiple-trait model 121

– plasticity 117, 119

– reaction norm model 121

– selection 61, 1202

phenotyping 9–10, 664, 1170, 1204

– platforms 10

– techniques 864

phenylketonuria (PKU) 287, 1758

phenylpropanoid 1184

pheromone 1026

phosphate 1189

phosphoenolpyruvate carboxylase

promoter 818

phospholipase D1 gene 624

phospholipid 220, 285

phosphorus 1744

– fertilization 537

– loading model 418

– phosphorus 798

photoassimilate 621, 974

photochemistry 621

photography 594

photomorphogenesis 309

photooxidative stress 603

photoperiod 519, 530

– insensitivity 524–525

– responsive gene 852

– sensitivity 524

photoprotection 603, 626

photorespiration 600–601, 609, 621

Photorhabdus luminescens 832

Photosynthate 601

photosynthesis/photosynthetic(ally) 31, 200,

519, 593, 597, 599, 619, 640, 644, 648,

664, 1558

– active radiation (PAR) 591

– activity 10
– canopy 603

– radiation (PAR) 648

phycocolloid 1407

phyllochron 515, 517–518, 523

phylloquinone 289

phyllosecretion technology 1330

phylogenetic 1259

physiological

– breeding 1303

– traits 851

physiology 865

phytase 1647, 1700, 1745, 1747

phytate 320, 1652

phytoalexins 1598, 1605

phytoene 321

– desaturase 301

– synthase 301

phytohormone 563, 1189

phytomer 515, 529

phytopathogen 26

Phytophthora infestans 533

phytoplankton 424, 453, 1367

– as biofilter 1113

– net primary production (NPP) 427

phytosiderophore 317–318

pig 1278–1280

– breeding 368, 1256, 1261–1262

– advanced feeding strategies 1270
– artificial selection 1285

– balanced feeding 1269

– breeding goals 1287

– co-ancestry management 1267

– commercial product

evaluation 1264

– deprivation 1278

– ethical aspects 1284

– expected conserved diversity 1266

– genetic improvement 1266, 1275

– group selection 1284

– inbreeding 1267

– indiscriminate crossbreeding 1268

– integrity 1286

– marginal diversity 1266

– mate selection 1267

– pollution 1269

– population size 1262

– production traits 1265

– reduction of nitrogen emission

1269, 1272

– relative utility 1264

– robustness traits 1264

– selection for robustness traits 1274

– cells 1800, 1820

– coping strategy 1280

– dominance aggression 1282
– effects of chronic stress 1280

– environmental sensitivity 1276

– fibroblasts 1732

– harmful social behavior 1282

– instinctive behavior patterns 1278

– pig production 390, 1772

piglet castration 1282

piscicide 189

placentomegaly 1074

plankton 454

plant 1192–1193

– architecture 681

– available water-holding capacity

(PAWC) 1463

– biomass 250

– biotechnology 1030, 1205, 1578

– breeders 703

– breeding 295, 502, 509, 654, 913

– alien gene transfer 918
– under a changing climate 1296

– in a changing environment 1297

– climate change 1296

– cyberinfrastructure 1208

– data management 1208

– eco-tilling 918

– improved crop varieties 1304

– new biotechnology approaches 917

– synthetic biology 919

– tilling 918

– tools 1645

– transformation 919

– canopy 592

– carbon source 1189

– cells 1344

– applications 1186

– cultures 1185, 1189

– cloning 669

– C3 plants 600

– C4 plants 600

– defense 830

– density 1521

– development 514, 540

– developmental stages 518

– disease 533, 665, 1595, 1605

– biological control 544

– crop-rotation effects 729

– disease resistance 678

– integrated control 551

– soil amendments 536

– sowing practices 536

– dry matter 1515

– elevated atmospheric carbon dioxide

concentration effects 1560

– fertilization 44

– genetic engineering 1192
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– genome 659, 669, 1571

– genomics 1159, 1195

– glycosylation 1334

– growth 987

– growth–promoting rhizobacteria

(PGPR) 548

– hairy root 1185–1186

– improvement 1

– insect-resistant 835

– investment 1394

– ionic stress 988

– ionic tolerance 990

– material 561

– metabolic engineering 1190

– minichromosomes 582

– molecular biology 736, 1185

– molecular pharming 661

– pharmaceuticals for human

health 1343

– veterinary applications 1358

– naming plant parts 515

– nonhost resistance 539

– osmotic tolerance 989

– pathogenic bacteria 1600

– pesticide 484

– for pharmacognosy 1308

– phases 518

– phenomics 9, 610

– phenotyping 661

– promoters 571

– protein supplements 1745

– rectangularity 1521

– research 9

– roots 1392

– salinity tolerance 989

– salt stress 995

– secondary metabolism 1183, 1185

– selection 1188

– self-fertilization 44

– spatial arrangement 1513, 1519

– species for transformation 1328

– systematic phenotyping 9

– transformation 560–561, 660, 1316,

1344, 1595

– binary vectors 567

– promoters 570

– vectors 566

– transgene expression 1570

– tumor 561

– types of resistance 539

– virus infection 540

– waste 1335

plant-based expression systems 1359

plant biodiversity 19

plant breeding 919
plant domestication 21

plant-made pharmaceuticals 1351

plant-produced biologics 1314

plantregulators (PGRs) 1097

plasticity 118, 121

plastid transformation 581, 819, 1347

plastochron 515, 517–518

pleiotropy 147

plowed soil 24

plum pox virus (PPV) 1604

pluripotent cell 1811

pluripotent gene 1077

poison 115, 133

pollen

– development 623

– drift 1624

– fertility 623

– sterility 1301

pollinator 26, 1618

pollock fishery 781

pollution

– biological 176

– pigs 39

PolScope 1072

polyA trap selection 1246

polyculture 187–188, 1366–1368,

1444–1445, 1522

– cover crop 21

– successes 1367

– systems 786, 1112

polygalacturonase inhibiting protein

(PGIP) 1599

polygene 1162

polyketide 1184

polymorphic molecular markers 1202

polymorphism information content

(PIC) 133

polyphenol oxidase (PPO) 829

polypropylene 164

polysaccharide 282, 1409, 1419

polyunsaturated fatty acid (PUFA) 286,

300, 978

pond aquaculture management and

development (POND) model 425

poplar 266, 268, 275

population-level genetic resource

management 1266

Populus 266

porcine endogenous retrovirus (PERV) 1735

porcine insulin 1311

pork 356

Porphyra 1409–1410

– aquaculture 1412

– genome 1410

positive breeding values 1483
post-anthesis water stress 625

posttranscriptional gene silencing (PTGS)

1346, 1572, 1657

posttranscriptional regulation 7

potassium 537, 798

potatoe 903

potential yield (PY) 699–700, 715

– lifting 710

– water-limited 700

poultry 86, 368

– breeding 80, 375, 1257, 1369

– genetics 53

– meat production 356, 1370

– production 238

poultry breeding 1257

poverty 176, 219, 281, 347

precision

– agriculture 799, 1009

– irrigation 1043

predator 1019

predator–prey interactions 1025

pregermination 1431

preharvest sprouting (PHS) 1430

premature chromosome condensation

(PCC) 1082

primordial germ cell 243, 245, 1812

prion disease 752

private allele 1259

probenazole 550

product 1743

production-carrying capacity 452–454, 460

progeny 97

– test 53

– testing 52, 130, 744

program crops 722

prolactin receptor (PPLR) 1795

promoter

– methylation 580

– trap 1246

pronuclear microinjection 1724,

1726, 1772

proteasome inhibitor 1729

protectant

– fungicides 541

– plant-incorporated 485

protegin–1 (PG–1) 751

protein 218, 285

– biopharmaceutical 237

– carbohydrate-binding 828

– inhibitors 826

– production 1334

– proteinase inhibitors (PIs) 824

– quality 979

– synthesis 980

proteolysis 811
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proteome 1174

proteomics 917

protoporphyrinogen oxidase 1550

protoxin activation 811
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