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Chapter 1

Fossil Energy, Introduction

Ripudaman Malhotra

To many in the sustainability community, fossil energy is an anathema. Continued

use of fossil resources – oil, coal, and natural gas – poses threats to the environment

through the emission of pollutants and greenhouse gases. The fact that they are

a limited or exhaustible resource means that in the future we could either run out of

them or their extraction will get progressively harder to a point that it takes more

energy to extract them than would be derived from their use. Using fossil energy is

clearly not sustainable, and the world has to look to renewable resources for long-

term survival.

This is an encyclopedia about the science and technology of sustainability. The

word, sustainability shares its root with sustenance. Any discussion of

sustainability must therefore include discussions of sustenance, and in the context

of modern society, sustenance stems from the use of energy. We derive energy from

a number of different sources. Annual global consumption of energy is currently on

the order of 500 exajoules (EJ), about 85% of which comes from fossil resources.

From 500 EJ/year, the global energy demand is expected to rise to somewhere

between 1,000 and 1,500 EJ/year by the middle of this century. The drivers for this

increased demand are already in place. Large segments of China, India, and Brazil

are poised to increase their standard of living – and the concomitant energy demand

– substantially. If the average energy consumption in the Asia-Pacific region were

to reach the current global average, which is about half of what is consumed in

Europe and Japan, the demand would increase by an amount equal to the total

energy consumption in the North America region. The challenge of achieving

a sustainable future is in being able to balance the energy requirements for the
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billions of people so they can lead healthy and productive lives against the need

to preserve the environment by not running into its limits in its ability to

supply the resources or act as a sink for the waste [1]. The entries in this section

examine the current status, assess the resource potential of the various fossil fuels,

examine the technologies for using them, and review the environmental impact of

their use.

Petroleum and natural gas have similar origin and often occur together in

geologic formations, and their global distribution and production is discussed

together in the entry by McCabe (▸Oil and Natural Gas: Global Resources). This

entry makes clear the distinction between reserves and resources. Reserves repre-

sent only that fraction of the resource base that can be economically recovered

using current technology. These are not fixed quantities as both technology and

economics change over time. Global annual production (and consumption) of oil in

2010 was 31 billion barrels and of natural gas was around 120 trillion cubic feet. In

energy units, they correspond to 180 EJ of oil and 120 EJ of natural gas [2]. The

current reserves are estimated at 1,236 billion barrels of conventional oil (7,500 EJ)

and 6,545 tcf of natural gas (6,500 EJ). The current reserves to production ratio

(R/P) is about 40 for oil and about 55 for natural gas. The R/P ratio has often been

mistakenly taken as the time to exhaustion, but new discoveries as well as advances

in technology add to the reserves. In the case of oil, for example, the R/P ratio has

stayed around 40–50 years for more than 60 years even with the steadily increasing

oil consumption. In addition, there are also unconventional accumulations of these

hydrocarbon resources and extracting them requires development of new

technologies. In the case of oil, the unconventional resources are oil sands, oil

shale, and heavy oil. Unconventional resources of natural gas are coal bed methane,

tight gas, shale gas, and gas hydrates. These unconventional resources are vast and

have the potential of more than doubling our resource endowment.

Exploration and production of oil from sedimentary deposits and oil sands is the

subject of an entry by Speight (Petroleum and Oil Sands Exploration and Produc-

tion). The processes for recovering oil could be a simple matter of drilling into the

formation with the oil flowing to the surface under its own pressure, or it may

require injection of gases, fluids, and surfactants to coax it to flow. In extreme cases,

it may even require underground combustion of a portion of the resource to release

the oil. Speight describes the chemical and physical factors that govern the flow of

oil and the technology options currently available. In a different entry, Speight

(▸Petroleum Refining and Environmental Control and Environmental Effects)

provides and account of the different processes such as distillation, catalytic cracking,

hydrotreating, reforming, and deasphalting used in the refining of crude oil. This entry

also deals with environmental effects of the gaseous, liquid, and solid effluents from

these processes. Production of oil from shale is principally achieved by retorting of

shale, or other thermal processes including in situ pyrolysis. Oja and Suuberg

(Oil Shale Processing, Chemistry and Technology) detail the chemistry and technol-

ogy of these processes in the entry.

Gas hydrates represent a particularly noteworthy resource and are reviewed in the

entry by Patil (Alaska Gas Hydrate Research and Field Studies). They are naturally
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occurring ice-like substances in which methane or other light gases are trapped in the

cage structures formed bywatermolecules. They are stable under certain conditions of

temperature and pressure, and can be found at many places around the world at depths

of several hundred meters below the seabed and in the permafrost in the polar region.

Global estimates of gas hydrates are on the order of 500,000 tcf, about a hundred times

the proved reserves of natural gas. Apart from being a potentially very important

source for energy in the future, the gas hydrates are also important from the perspective

of climate change. A general warming could release substantial amounts of methane,

which – being a potent greenhouse gas – would reinforce any global warming.

Oil remains the prized fuel. It has a high energy density and as a liquid it is well

suited for transportation. The transportation sector relies on oil for over 90% of its

energy needs (the remainder being mostly furnished by coal – via electricity) [3].

Given the importance of liquid fuels, there is considerable interest in converting

coal and natural gas, the other hydrocarbon resources, into oil. In a pair of entries,

Araso and Smith (Gas to Liquid Technologies and Coal to Liquids Technologies)

provide an overview of the various processes for converting natural gas and coal to

liquids. These reviews cover the basic chemistry and catalytic technologies behind

the different approaches. The entry on Gas to Liquid Technologies deals with steam

reforming of methane, autothermal reforming, and partial oxidation approaches for

producing syngas, including strategies for managing the heat and mass transfer

through the use of different reactor technologies. The entry next covers the

conversion of syngas into liquids by Fischer-Tropsch (FT) synthesis. The entry

on Coal to Liquids Technologies reviews the different approaches like pyrolysis,

direct liquefaction, coprocessing with petroleum, and indirect liquefaction that first

converts coal into syngas and then uses FT or other conversion processes to make

liquid fuels.

The internal combustion engines that power these vehicles covert only about

20–30% of the energy in the fuel to motive power. Increasing the efficiency of the

engines used in transportation represents a significant opportunity to reduce future

demand for oil, as well as reduce the carbon footprint of the cars, trucks, and planes.

Jacobs (Internal Combustion Engines, Developments in) provides a detailed

account of the thermodynamics of the different kinds of engines and of the various

technologies under development for improving the efficiency of the internal com-

bustion engines. These include strategies such as engine downsizing,

turbocharging, better controls, variable geometry engines, variable valve timing,

homogeneous charge compression engines, and waste heat recovery.

Höök (Coal and Peat: Global Resources and Future Supply) reviews the global

coal and peat resources, which are substantially larger than conventional oil and gas

resources. Peat and coal are also distributed more evenly around the globe. The

proved reserves of coal are estimated at between 800 billion and a trillion metric

tons, representing roughly 20,000 EJ. Most coal is derived from trees and ferns

that grew some 250–300 million years ago during the carboniferous period. Aerobic

bacteria generally decompose most plant matter into CO2, but when a tree fell into

a swamp and was buried with limited exposure to oxygen, it could be partially

preserved. That phenomenon occurs even today and is evidenced in the formation
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of peat (very young coal) in bogs. Unlike coal, peat has a low calorific content and

its commercial use as an energy resource is limited. However, peat is important

from global carbon cycle. Peat bogs store vast amounts of carbon, but the product

of anaerobic decomposition, methane, contributes to greenhouse gases in the

atmosphere such that under steady state conditions they comprise only a slight

sink of carbon. The situation changes with fires as peat bogs become major source

of carbon in the atmosphere. Human activities, such as drainage of the area for

agriculture, exacerbate the situation, as more peat gets exposed and the swamp is

not wet-enough to squelch the fire. Estimates of the amounts of carbon released

from peat are on the order of several billion tons, the same order of magnitude as

from fuels used in transportation or power production.

As coal resources are vast, they are likely to continue to contribute substantially to

global energy mix. However, their use also presents a number of challenges, begin-

ning with mining, and through coal preparation and use. Mining operations result in

excavation of billions of tons of earth, and depending on the nature of the waste rock

and how it is handled it can lead to contamination of air, water, and soils systems.

The wide-ranging nature of environmental impact necessitates a commensurately

broad portfolio of technologies for the remediation, restoration and reclamation.

Chattopadhyay and Chattopadhyay (Mining Industries and Their Sustainable

Management) provide an overview of the environmental impact of coal mining,

and mining processes in general, as well as review the range of the chemical and

biochemical strategies to mitigate the impact.

The run-of-mine coal is often laden with noncombustible minerals such as shale

and clays that reduce its heating value. Cleaning and washing of coals removes

many of these impurities and upgrades the coal into a marketable resource, improve

the performance of power plants, and also reduce potential of harmful emissions

and dust. Luttrell and Honaker (Coal Preparation) review these cleaning and

preparation operations, and point out the importance of cheap preparation in

extending the resource base.

Electricity is one of the most useful forms of energy; its importance to the way

we live cannot be over emphasized. It can be used to perform all kinds of useful

functions and services that people desire, and at the point of use it produces no

pollution. Electricity is a secondary source of energy, as it must be produced from

primary sources such as coal, natural gas, oil, nuclear, hydro and, of late, increas-

ingly from wind and solar. In 2010, the global production of energy was 21,325

trillion kWh, which is equivalent to 77 EJ. However, since 68% of electricity is

derived from burning fossil fuels at an average efficiency of 38%, the total primary

energy the world consumed as electricity amounts to 135 EJ, or roughly 27% of the

total energy consumed. Electricity demand in the world is projected to rise at a rate

greater than for total energy, and meeting that need for additional sources for

producing electricity is critical human welfare.

Several entries in this section are devoted to the production of electrical power.

As the fuel with the lowest levelized cost of electricity, coal remains the dominant

fuel for producing electricity, and furnishes over half of the electricity. It results

in the emission of about 900 g CO2 per kWh, highest of any fossil resource.
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The development of coal power in future is going to be constrained by the concerns

of CO2 emissions, and Beer (CO2 Reduction and Coal-Based Electricity Generation)

discusses the different technology options for increasing the efficiency of coal-fired

power plants and reducing the CO2 emissions. Ultra supercritical steam cycles

and combined heat and power applications are relatively straightforward to apply,

and have the potential to reduce the largest tonnage of emissions.

Of course, there are other pollutants also that are emitted when coal is used

for power productions. Chief among them are oxides of sulfur and nitrogen and

toxic metals such as mercury, selenium, and arsenic, as well as carcinogenic PAH-

containing soot aerosols. Moyeda (Pulverized Coal-Fired Boilers and Pollution

Control) reviews the technologies for scrubbing the stack gas emissions. The

deployment of scrubbers for the nitrogen and sulfur oxides following the Clean

Air and Water Act in the 1980s greatly improved the quality of air and water

systems.

Natural gas is the other major fuel for producing electric power. When used in

a gas-fired combined-cycle mode, it produces only 380 g CO2/kWh. Smith and

Gülen (Natural Gas Power) review the technology for power generation from

natural gas. They discuss the different sources of natural gas, provide a brief history

followed by detailed thermodynamics of gas turbines, and modern power plants

designs that incorporate combined cycle for maximum overall efficiency. They also

review emissions from NGCC plants, notably NOx, and strategies for minimizing

them. The entry concludes with a discussion of power plant economics.

Carbon capture and sequestration (CCS) as a strategy for stabilizing atmospheric

CO2 levels is receiving considerable attention. Friedman (CO2 Capture and Seques-

tration) provides an overview of the state of technology and the different

embodiments of CCS. These cover various strategies for first capturing the CO2,

which may be performed pre- or post-combustion, or from the atmosphere. He

discusses the energy requirements under these different scenarios. The entry also

reviews the geochemistry of various options for sequestering the captured CO2,

either in deep saline aquifers or in other geological formations.
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Chapter 2

Oil and Natural Gas: Global Resources

Peter J. McCabe

Glossary

Coal bed methane

(CBM)

Natural gas (methane) that can be extracted from coal beds.

Synonymous with coal bed gas and coal seam gas (CSG).

Conventional oil

and gas

Oil and natural gas that occur in the subsurface and that can be

produced using conventional methods of well drilling.

Gas hydrates Accumulations of natural gas that are trapped in ice-like

crystalline solids consisting of gas molecules surrounded by

cages of water molecules. Hydrates are stable at certain

temperatures and pressures within some sea-floor sediments

and within permafrost in polar regions. Synonymous with gas

clathrates.

Oil sands Sandstones that are naturally impregnated with bitumen,

a highly viscous form of petroleum. Synonymous with bitu-

minous sands and tar sands.

Oil shale A rock that contains significant amounts of solid organic

chemical compounds (kerogen) that can generate oil when

heated.

Reserves The discovered, but not yet produced, amounts of oil or gas

that could be extracted profitably with existing technology

under present economic conditions.

Resources The amounts of oil and gas that have been discovered plus the

estimated amount that remains to be discovered.
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Shale gas Natural gas that is produced from shale.

Tight gas Natural gas that is extracted from rocks with very low porosity

and permeability and which is, therefore, relatively difficult to

produce.

Unconventional

oil and gas

Oil and natural gas accumulations that require extraction

techniques that allow easier flow of oil and gas to a well

(for example, hydraulic fracturing to open pathways or in

situ heating to reduce viscosity) or by processing after mining.

Definition of the Subject

Crude oil and natural gas (mostly methane but including some longer-chain

hydrocarbons) have been used by humans for thousands of years for a variety of

purposes including lighting, heating, andmedicinal uses. However, use was limited by

access to natural seeps of oil and gas and the available technologies to extract and store

the products. The earliest known oil wells were drilled in China in the fourth century

using bamboo. It was not, however, until the mid-nineteenth century that large-scale

production began, when metal piping allowed deeper drilling into hard rock. Early

commercial production began in Poland and Romania and this was followed rapidly

by drilling successes in the Russian Empire, in what is now Azerbaijan, and in the

United States. Development of the process of fractional distillation at this time fuelled

the demand for crude oil, which could now be economically refined into kerosene for

use in oil lamps. The development of the internal combustion engine also created

a demand for oil and this greatly expandedwith Karl Benz’s invention of the gasoline-

powered automobile, patented in 1886. The transport sector became the dominant user

of oil and currently accounts for 61.4% of oil consumption [1]. Other major uses

include lubrication, chemical feedstock, and domestic heating. Production has risen

dramatically over the last century (Fig. 2.1) and production of crude oil today is

approximately 73 million barrels per day (a “barrel” is 42 US gallons).

The United States dominated world oil production for the first half of the

twentieth century, accounting for over 50% of the world’s annual production

until 1960. After World War II demand for oil increased at a rapid rate and

production increased fivefold between 1950 and 1972. As the world economy

rapidly grew, international trade in oil was facilitated by the development of

supertankers. The dominance of the United States decreased as several other

regions increased their share of production, particularly the Middle East and the

Soviet Union. The Organization of the Petroleum Exporting Countries (OPEC) was

formed in 1960 and by 1972 was responsible for over 50% of the world’s

oil production. The cartel restricted the supply of oil during the 1970s, resulting

in a fivefold increase in prices. The resulting fall in demand and oversupply led to
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a price collapse in the early 1980s. OPEC has subsequently never exceeded 42% of

world production [2] but the rapid economic expansion of many countries in the

first decade of the twenty-first century resulted in relatively high prices again as

demand increased substantially. Today 60% of the world’s oil production is from

six countries, of which five belong to OPEC (Table 2.1).

Although natural gas had long been used in limited amounts for illumination,

much of the natural gas that was originally discovered in association with oil

was vented or flared because there was no way of commercializing the gas. Reliable

pipelines to transport gas were not developed until after World War II. Natural gas

is now used primarily for electrical generation in power plants, domestic heating,

manufacturing fertilizers, and for other industrial purposes. World production of
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Fig. 2.1 World production of crude oil and natural gas since World War II expressed in units of

energy for comparative purposes. Based on EIA data [2]

Table 2.1 Major producers of crude oil. From [1]

Country % of world total

Russia 12.9

Saudi Arabia 11.8

USA 8.3

Iran 5.4

China 5.0

Canada 4.0

Mexico 3.8

Venezuela 3.3

Kuwait 3.2

U.A.E. 3.1

Rest of world 39.2

2 Oil and Natural Gas: Global Resources 9



natural gas grew steadily in the 30 years after World War II, though at a slower rate

than oil production. Production was dominated by the United States, which pro-

duced over 50% of the world’s annual production until 1973. Since the early 1970s

world gas production has risen at a similar rate to oil production (Fig. 2.1). While

the market for natural gas was once limited to the reach of pipelines, natural gas can

now be transported globally using liquefied natural gas (LNG) tankers. This

requires removal of impurities and cooling of the gas to approximately �160�C.
LNG now accounts for 6% of the global market. Today ten countries produce 65%

of the world’s natural gas (Table 2.2).

Together oil and natural gas currently comprise 54.3% of the world’s total

annual consumption of energy and, as such, are a major foundation of the global

economy. In particular, the transportation of food, raw materials, and goods to

market, as well as public and private transport systems, are all heavily dependent on

oil and natural gas: they fuel over 96% of the transport sector. On the negative side

they are a major source of CO2 emissions, though cleaner than coal per unit of

power generated. The successful development of cleaner and economically viable

alternative fuels is essential in the long run but the world’s economy today is

heavily dependent on the supply of oil and natural gas. This raises the question as

to how much oil and natural gas remain in the ground. How long will oil and gas

resources be available for mankind?

Introduction

Predictions of future shortages of oil began shortly after commercial production

started in the late nineteenth century. In the first half of the twentieth century,

there was national concern about imminent and irreversible shortages of oil on at

least six occasions [3]. In the 1950s M. King Hubbert, a geophysicist at Shell

Development Company in Houston, developed a model of a cycle of production of

Table 2.2 Major producers of natural gas. From [1]

Country % of world total

USA 19.2

Russia 19.0

Canada 5.1

Iran 4.6

Norway 3.4

China 2.9

Qatar 2.9

Algeria 2.6

Netherlands 2.5

Indonesia 2.5

Rest of world 35.3
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finite nonrenewable resources that aimed to predict future production from analysis

of production-to-date and estimates of the amount of remaining resource in the

ground [4, 5]. In a series of publications Hubbert predicted that US oil production

would peak by 1975 at the latest: actual peak productionwas in 1970. The peak in US

production gave credence to Hubbert’s methodology, which is now commonly

referred to as the “Hubbert curve” [6].

Fears arose of global depletion of fossil energy resources. In 1972 a report for the

Club of Rome, a global think tank, examined known reserves of oil and gas and

predicted the time of total depletion under various scenarios [7]. Assuming expo-

nential growth in consumption, the report predicted depletion of known reserves of

oil by 1992 and natural gas by 1994. Even under what was considered an optimistic

scenario wherein reserves could be increased fivefold by new exploration, oil was

predicted to be totally depleted by 2022 and gas by 2021. These predictions, though

influential at the time, proved unfounded largely because consumption did not

increase at an exponential rate.

In 1962 Hubbert predicted that world oil production would peak in 2000 and,

again, in 1969 predicted the peak would be between 1990 and 2000 [5]. As the

turning point of the millennium approached predictions of “peak oil” increased.

Most of the predictions suggested a peak in the first years of the twenty-first

century. For example, in 1988 Campbell, using the Hubbert curve analysis,

predicted a peak between 2000 and 2005 [8]. Actual production between 2006

and 2010 has been 4.7% higher than in the previous 5 years (Fig. 2.1). However,

predictions of imminent “peak oil” persist and proponents point out that production

has been relatively level for the last 6 years (to 2010). Others point to global

political and economic reasons for the recent relatively flat production rate.

The basic problem with the Hubbert curve analysis is that estimates of remaining

resources change through time. The amount of oil and gas on the planet is undoubt-

edly finite. The amount is large but much of it would be prohibitively expensive to

produce using present-day technologies. Resource estimates therefore tend to focus

on oil and gas accumulations that are anticipated to be economically viable for

production, either at present or within the foreseeable future. Advances in technol-

ogy, however, may make accumulations technically accessible at lower costs over

time, thus increasing the size of estimated remaining resources. In addition,

advances in geologic concepts and subsurface imaging through geophysical

techniques have shown oil and gas resources to be substantially more extensive

than was at one time thought. As a result, many predictions using the Hubbert curve

analysis have been far less successful than Hubbert’s prediction of US peak

production. Hubbert [5] in 1962, for example, predicted US natural gas production

would peak in 1975 but production in 2010 was at an all time high.

Another example is Campbell’s 1988 prediction [8] that underestimated US oil

production in 2010 by 70%.

The following sections describe the various types of geologic occurrence of oil

and gas and how scientific and technological advances have changed the perception

of the size and economic viability of the resources over the last few decades. Oil

and gas resources are often divided into conventional or unconventional resources.
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The definition of what is conventional varies between authors but generally refers

to those resources that can be produced using long-established methods of well-

drilling where the oil and gas can be brought to the surface under its own pressure or

by pumping without significant stimulation such as in situ fracturing of the host

rock. Unconventional resources, by contrast, require more complex methods of

extraction of the resource from the host rock. They include tight gas, oil sands, coal

bed methane (CBM), shale gas, shale oil, and gas hydrates.

Oil and Gas in Conventional Fields

Oil and gas is generated from organic-rich rocks by thermogenic or biogenic

processes. When such “source rocks” are exposed over periods of geologic time to

high temperatures the organic material breaks down releasing oil and gas that then

migrate toward the surface due to buoyancy. The temperature required for thermal

maturation of a source rock varies depending on the type of organic material but the

minimum temperature for oil generation is approximately 50�C and for gas genera-

tion is 100�C. Most thermogenic oil and gas are generated at depths of 2–6 km.

Methane may also be produced from source rocks by the biogenic breakdown of

organic material in source rocks. Such biogenic gas is produced at

lower temperatures and at shallower depths. Whether of thermogenic or biogenic

origin, oil and gas can be trapped by buoyancy in “reservoirs” in porous rocks

beneath an impermeable layer of rock typically at depths of over 1 km. The

permeable nature of the host rock, high pressures related to depth of burial, and

the concentration of oil and gas in discrete reservoirs allow relatively easy extraction

of oil and gas by drilling wells. Until the 1990s almost all the world’s oil and gas

production was produced from such “conventional” fields. Natural gas in conven-

tional fields may occur with (“associated gas”) or without (“nonassociated gas”) oil.

In either case the gas may contain compounds that can be separated at the surface as

liquids. Natural gas liquids (NGLs) such as propane, butane, and pentane are

sometimes included in reporting oil production but are not insignificant: they

comprise, for example, 3.5% of the total energy production of the United States.

Estimates of the world’s original endowment of conventional oil and gas

resources have tended to increase because of the advances in technology over

time [9]. Advances in geologic concepts, drilling technologies, seismic imaging, and

computer modeling using large datasets have progressively revolutionized the search

for oil and gas over the last century. Likewise, advances in production technologies,

pipeline construction, and tankers have all made resources available that at one time

would have been considered economically unviable. Advances in science and

technology allow more oil and gas to be found in old fields, within existing petroleum

provinces, and in new frontier regions.

Existing oil and gas fields that have already been in production for years may,

at first blush, seem unusual sites to look for further reserves. However, the
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US Geological Survey (USGS) in 2000 estimated that 48% of the oil and 41% of the

natural gas that remains to be added to reserves in the future lie within existing

fields [10]. Increases in successive estimates of the estimated recoverable oil and

gas are known as “reserve growth.” On average, only 22% of the oil is currently

recovered from fields worldwide [11]. There are many reasons for such a low

percentage. Much of the oil within a reservoir rock will not easily move

toward wells. Enhanced recovery methods such as gas reinjection, water-flooding,

and flushing with polymers and surfactants can free up more of the oil. While such

secondary and tertiary recovery methods are commonly used in mature oil fields in

developed countries, they are not yet widely used in many other regions. Another

reason for reserve growth is that there is rarely a single reservoir within an oil or gas

field as most are split into numerous compartments, each containing amounts of oil/

gas in varying amounts. Advances in seismic imaging over the last 20 years have

allowed not only good visualization of these compartments but also the fluids

within the compartments. At the same time, technological advances allow drilling

with much greater precision permitting access to much smaller subsurface targets

over time. While it will never be possible to economically drain all the oil and

gas out of a field, recovery rates of over 70% may eventually be feasible in many

areas [12].

Much oil and natural gas also remains to be found in undiscovered fields within

existing petroleum provinces. The largest fields tend to be discovered early in the

exploration history of a basin and progressively smaller ones are found over time.

The infrastructure that is built to develop the larger fields allows fields to be

developed that would otherwise be too small to justify the construction of pipelines,

platforms, ports, and processing facilities. By analogy estimates can be made of the

number and size of remaining undiscovered fields from the discovery history of

a petroleum province. This methodology may underestimate the total resource if

more than one type of oil and gas accumulation is present. For example, the

discovery of giant oil and gas fields in the subsalt regions in offshore regions of

the Gulf of Mexico added a new “play” in what was thought to be a mature oil

province.

There is a strong possibility that further major accumulations of conventional oil

and gas will also be found in frontier basins where little or no exploration has taken

place. Most of the potential areas are in regions of deepwater or harsh climates.

Over time technological advances have made exploration feasible in areas once

thought inaccessible. This has been particularly true in the ability to drill to deeper

depths. In 1960 any drilling in water depths over 20 m was regarded as “deepwater”

but by 1980 oil fields had been found in over 300 m water depth, by 1990 in over

850 m water depth, and by 2010 in over 2,400 m water depth [13]. Total drilling

depths also increased dramatically with a record set in 2009 with the discovery of

the giant Tiber oil field in the Gulf of Mexico which is at 1,200 m water depth, with

a total drilling depth of 10,680 m. In the last decade giant oil fields have been found

in ultra-deepwater areas not only in the Gulf of Mexico but also offshore West

Africa and Brazil. The giant Brazilian Tupi field lies not only in deepwater

(>2,000 m) but also below a 2,000 m thick layer of salt. It is only recently that
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seismic technology has allowed an understanding of the structures below thick salts

and drilling technologies have permitted drilling through such strata.

As in the past, technological advances will permit exploration for oil and gas in

frontier regions currently regarded as inaccessible. Future exploration in deepwater

will likely lead to more significant discoveries. Outside the Atlantic realm other

regions with potential for deepwater exploration include offshore East Africa, the

Great Australian Bight, and offshore New Zealand. There is a growing interest in

the potential of the Arctic region where geologists believe there are substantial oil

and gas resources but where the severe climate, ice floes, and icebergs all make

exploration and development hazardous and in many areas either prohibitively

expensive or impossible using currently available technologies [14].

Tight Gas

In conventional fields gas moves easily through the permeable host rock and

naturally moves toward wells and up to the surface because of pressure

differences. By contrast, sandstones that have very low permeability require con-

siderably more effort to produce the gas. These sandstones are generally thinner

than those in conventional fields and have been buried to great depth. The pores in

the sandstone, in which the gas is trapped, have been reduced in size by compaction

and cementation during burial. These “tight sands” typically occur near the center

of sedimentary basins and are sometimes referred to as “basin-centered gas”

accumulations. Production of gas from tight sands requires extensive and complex

drilling. Because each well produces relatively small volumes of natural gas, many

wells must be drilled. Hydraulic fracturing of the host rock can increase the rate of

flow of gas to a well.

Although basin-centered gas accumulations can occur over very wide geo-

graphic areas, production is generally from limited regions of a basin. The geologic

nature of these so-called “sweet spots” is debated as to whether they are regions

with enhanced permeability created by natural fractures in the rock or are buoyancy

traps similar to conventional gas fields [15]. Resource estimates of basin-centered

gas are typically very large but in some cases may be reevaluated as geologists

develop a better understanding of the nature of sweet spots. Nevertheless, tight gas

is undoubtedly a major resource and, historically, it has been the most important

component of unconventional gas production in North America but relatively few

tight gas fields have yet been developed outside of North America. Production has

risen from 10% of total natural gas production in the United States in 1990 to 28%

in 2009 [2, 16]. Given the magnitude and widespread nature of these accumulations

in North America it seems likely that tight gas resources occur in many sedimentary

basins worldwide. Exploration and development of such resources must compete

with conventional gas resources that are much cheaper to produce, and which in

many cases may lie at shallower depths within the same sedimentary basin.
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However, it is probably only a matter of time before tight gas resources are

developed in many regions of the world.

Oil Sands

Oil sands are rocks that consist predominantly of sandstones which contain bitumen

within the pore spaces that has been produced by the biodegradation of oils in the

subsurface. Most oil reservoirs are sufficiently hot that biogenic activity is curtailed

or absent. However, oil that migrates into shallow reservoir rocks may be altered

completely to bitumen that is very viscous. Although found close to the surface,

production of oil from oil sands is expensive. The bitumen must be heated before

it will flow and commercial extraction requires large amounts of energy.

Once extracted the bitumen must also be upgraded by purification and

hydrogenation before it can be refined like conventional crude oil.

Although oil sands have long been recognized and used in limited ways, it is

only within the last 40 years that commercial production has grown. Canadian oil

sands production began in 1967 and production has grown steadily. By 2009

production from oil sands was equivalent to over 550 million barrels of oil,

accounting for 49% of Canada’s oil production in 2009 [17]. Though production

was initially subsidized, production costs have fallen with technological advances

and is now economically viable at $50/barrel and production is forecast to more

than triple by 2025 [18]. Venezuela also has substantial oil sand deposits [19] and

smaller accumulations are known in Russia and the Middle East.

Coal Bed Methane

The presence of methane in coal beds had long been a hazard for underground coal

mining and it is only recently that this gas has been seen as an economic resource.

Modern mining techniques aimed at mitigating the potential for lethal build-up of

methane in mines extracts the gas during or before mining as coal mine methane

(CMM), which in some cases is used for power generation. More significant from

an energy resource perspective is the natural gas extracted from coal beds by wells

in regions where no mining is planned: this is known as coal bed methane (CBM) or

coal seam gas (CSG).

Commercial production of CBM began in the United States in 1989 and annual

production had grown to almost 2 trillion cubic feet (TCF) in 2009, which was 8%

of total US gas production [2]. Early production was predominantly from bitumi-

nous coals in the San Juan and Raton Basins of New Mexico and Colorado.

Production from these areas still accounts for almost 50% of US production.

In 2000 production began from the lower-rank subbituminous and lignite coals of
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the Powder River Basin in Wyoming which by 2010 comprised 28% of US CBM

production. Over the last decade, the technology and knowhow for CBM extraction

has spread from the United States to other major coal-bearing regions, particularly

Canada, Australia, China, and parts of Europe. Australia plans to export CBM gas

as LNG [20].

CBM occurs at much shallower depths than most conventional gas fields:

generally less than 900 m. Extraction of CBM, however, requires many closely

spaced wells: over 20,000 wells had been drilled in the Powder River Basin [21] and

over 17,000 in Alberta [22]. The gas is adsorbed onto the pore space in coals and

must be released by depressurization, allowing the gas to flow toward the well along

natural fractures known as “cleats” or by pathways produced by artificial hydraulic

fracturing.

Oil Shale and Shale Oil

Oil can be produced from some organic-rich fine-grained rocks that are normally

referred to as “shales” even if the host rock is not strictly a shale by a geologic

definition. Production from such sources has a long history. Production of oil from

shales for illumination preceded the discovery of conventional petroleum resources

in the mid-nineteenth century but for most of the twentieth century production of

such oil was a very minor component of global petroleum production. However, in

the first decade of the twenty-first century there has been a resurgence of interest in

these resources because of advances in technology and rising energy prices.

“Oil shales” are rocks that contain significant amounts of solid organic chemical

compounds (kerogen) that have not been buried deeply enough to allow for oil

maturation. Production is generally done by mining the rock and heating it in

a retort in a processing plant close to the mine where the oil and associated gases

can be captured. The oil may also be extracted using in situ methods which require

heating the subsurface rock by injection of hot fluids, gases, or steam, or by the use

of heating elements. As the oil is expelled from the kerogen it can then be induced

to flow toward conventional oil wells for extraction.

The leading producer of oil shale in the world is Estonia, where 90% of the

power is generated from that source. By far the largest accumulations of oil shale,

however, are in the United States, particularly in the Green River Formation of

Colorado, Utah, and Wyoming, that were deposited within ancient saline lake

systems some 40–50 million years ago. There are also major accumulations in

Devonian–Mississippian black shales in the eastern United States that were depos-

ited in marine environments over 350 million years ago. With the high oil prices of

the late 1970s a number of pilot projects produced oil from the Green River

Formation in Colorado but plans for major commercial exploitation were aban-

doned when prices fell in the early 1980s. Interest in the potential for production has

been rekindled with the high oil prices in recent years. Other countries with
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significant oil shale accumulations include Australia, Brazil, the Democratic

Republic of the Congo, and Russia [23].

“Shale oil” is oil that is trapped within a fine-grained rock. Extraction of the oil

does not require heating but the low permeability of the rocks requires that the rock

be artificially fractured in situ to allow flow toward a well. Once regarded only of

scientific interest, recent advances in hydraulic fracturing have made shale oil

economically viable in some areas. The best known shale oil accumulation is the

Bakken Formation of the Williston Basin of Montana and North Dakota and

adjoining parts of Canada [24]. From a geologic perspective, the Bakken is a

petroleum source rock that reached maturation but, unlike most mature source

rocks, the oil was never expelled to migrate to conventional traps.

Shale Gas

Natural gas is present in some organic-rich mudrocks. Shale gas has been produced

in small quantities for well over a century but recent advances in technology

allow much higher rates of production. Shale beds are relatively thin and vertical

wells provide access to a very limited volume of rock. It is now possible to

drill at any angle and to deviate wells at depth to follow individual shale beds

over great distances, allowing access to large volumes of gas-bearing shale.

While production used to be primarily from naturally fractured shales, much recent

production from shales is aided by hydraulic fracturing technologies. The fractures

provide avenues for gas migration toward the wells.

The new technologies for shale gas production have revolutionized US gas

production. Shale gas production was approximately 1% of total US production

in 2000 but had risen to 14% of total production in 2009 and is forecast to be 45% of

production by 2035 [2]. The potential of shale gas has been questioned by some

[25]. Like tight gas, production is from sweet spots whose nature and lateral extent

remains to be better defined. The dramatic rise in US production has, however,

spurred interest in shale gas in many other parts of the world, especially in Canada,

Central Europe, China, India, and Australia.

Gas Hydrates

Gas hydrates (also called clathrates) are solid ice-like substances consisting of rigid

cages of water molecules that enclose molecules of gas – mainly methane. Hydrates

are stable in a restricted range of temperatures and pressures and occur in two

regions: in polar regions, where they are associated with permafrost, and at shallow

depths in sediment on the outer continental shelves, in water depths over 300 m

[26]. Hydrates can pose an environmental problem because natural breakdown of
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accumulations can result in slumping of the seabed and outgassing of methane to

the atmosphere. On the other hand, if appropriate technologies are developed,

hydrates may be a future source of natural gas. Current technologies allow

production only at costs substantially above the market prices that have prevailed

over the last decade [27]. Production would require depressurization, thermal

stimulation, or injection of inhibitors to destabilize the hydrate lattices, releasing

the methane to flow toward wells.

Estimated Volumes of Remaining Oil and Gas Resources

Proved reserves are the volume of known oil and gas accumulations that can be

produced at a profit under existing economic and operating conditions. Estimates of

world-proved reserves of oil and gas are compiled using best available information

by several organizations including the International Energy Agency, IHS Energy,

and BP. Proved reserves of oil and gas are not routinely reported in many countries.

In fact, some of the largest producers consider reserves as state secrets. This lack of

transparent reporting has led some to question the size of global reserves giving

credence to predictions of imminent production declines [28]. However, though

differing in detail the reserves estimated by different agencies are similar

in estimated overall size. As of the end of 2009, BP [29] estimated globally proved

reserves of 1,333 billion barrels of oil (BBO), equivalent to over 45 years of

production at 2009 rates. With the exception of 237 billion barrels of oil in the

Canadian oil sands, these reserves are entirely of conventional oil. BP also

estimated globally proved reserves of natural gas at 6,621 trillion cubic feet

(TCF), equivalent to 63 years of production. These reserves are predominantly

conventional gas.

In addition to proved reserves, there are undiscovered resources and “contingent

resources” that are currently noncommercial but could probably be produced under

different economic conditions. The most recent comprehensive global estimate of

undiscovered oil and gas resources was published by the USGS in 2000 [10].

This was a geologically based study of 128 geologic provinces that included the

producing basins that accounted for more than 95% of the world’s known oil and

gas outside of the United States. The study also examined the discovery history of

each province up to 1996. The report included probabilistic estimates of the

volumes of conventional oil, gas, and natural gas liquids that might be added to

proved reserves from new field discoveries in the studied provinces from the 1996

baseline. The assessment estimated that there was a 95% chance of discovering

another 334 BBO of conventional oil and a 5% chance of discovering 1,107 BBO.

The median estimate, the 50% chance, was that 607 BBO of oil might yet be found

in the studied provinces. For conventional natural gas, the assessment estimated

that there was a 95% chance of discovering another 2,299 TCF and a 5% chance of
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discovering 8,174 TCF. The median estimate was that 4,333 of natural gas might be

found in the studied provinces.

More recent estimates by the USGS that have concentrated on specific regions of

the world suggest that on balance their 2000 estimates are probably reasonable

estimates of the global picture though there is need for revision in some areas.

A 2010 study [30] estimates 17% less undiscovered oil and 20% less undiscovered

natural gas than in the 2000 assessment in eight basins in Southeast Asia; however,

there had been at least 10 years of discoveries between the two assessments.

Furthermore, the 2010 assessment examined a number of additional basins in

Southeast Asia resulting in an overall increase in estimated undiscovered oil of

71% and natural gas by 66%. The 2008 USGS assessment of the Arctic revised

down the estimate of undiscovered oil by 48%, largely because of a reappraisal of

the West Siberian Basin, but increased the estimate of natural gas by 21% by

including a number of basins not in the 2000 assessment [14].

The USGS 2000 assessment [10] also estimated the amount of reserve growth

that could be anticipated to 2025 for fields that had been discovered prior to 1996.

The median estimate for reserve growth for conventional oil was 612 BBO and for

conventional natural gas 3,305 trillion cubic feet. At the time of writing, the

midpoint of the time interval has been reached over which reserve growth was

predicted and a substantial amount of the predicted reserve growth has already

occurred [31]. It seems unreasonable, however, to assume that reserve growth will

cease in 2025 and interestingly King [32], using a different methodology and

separate data from that used by the USGS, estimated future reserve growth of oil

at between 200 to 1,000 BBO – almost exactly the same range that the USGS

predicted would occur from 1996.

Table 2.3 provides an estimate of remaining oil resources at the end of 2007. The

proved reserve numbers are from BP [29] and are slightly lower than those of EIA

[2]. The estimated volume of oil in undiscovered fields is revised down from the

median estimate in the USGS 2000 assessment because 16.5% of that volume had

been discovered by 2007 [31]. However, it should be noted that this may be

conservative as the 2000 assessment did not include the United States and many

Table 2.3 Estimate of remaining oil resources including NGL (billion barrels). Sources and

rationale for estimates are given in text. For comparison, annual production of oil was approxi-

mately 29.2 billion barrels in 2009

Conventional

Proved reserves 1,236

Reserve growth 600

Undiscovered fields 600

Total conventional 2,436

Unconventional

Oil sands proved reserves 237

Oil sands resources (incl. reserves) 820

Oil shale resources 2,826

Total unconventional 3,141
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geologic basins that have relatively small volumes of discovered oil or where there

has been little or no exploration. The reserve growth numbers are based on King

[31] for crude oil, as discussed above, and 50% of the USGS 2000 estimated median

reserve growth for NGL that was predicted to occur between 1996 and 2025. The oil

sand reserve and resource estimates are for Canada [33] and Venezuela [19] only

though there are smaller oil sand accumulations in several other countries. The

shale oil estimate is from Dyni [23]. The estimated remaining conventional oil is

equivalent to 79 years of annual production at 2009 rates. The estimated unconven-

tional oil adds up to the equivalent of 125 years of annual production.

Global reserves of natural gas in 2010 were estimated at a little over 6,600 TCF

by BP [29] and EIA [2]. Taking into account discoveries since 1996 [31] and

revising down the median estimate of gas in undiscovered fields from the USGS

2000 assessment, and also assuming 50% of the estimated reserve growth has taken

place, the remaining conventional natural gas resources are estimated at approxi-

mately 11,850 TCF, equivalent to about 87 years of annual production at 2009 rates.

Estimating global abundance of unconventional gas resources is difficult because

development of these resources is largely in its infancy, especially outside of North

America. Recently published estimates of recoverable shale gas resources in the

United States and Canada vary between 50 and 1,000 TCF [34]. Estimates for the

rest of the world would likely have an even larger range. It is particularly important

to discriminate between “in-place resources” and those that are economically

recoverable. The USGS [35] estimated that the United States has 700 TCF of

CBM gas in place but only 100 TCF that would be economically recoverable.

As 20.5 TCF was produced over the following 13 years under a major drilling

effort, 100 TCF may be an optimistic estimate of ultimate recovery. The USGS [35]

also suggested that global in-place CBM gas resources may be as high as 7,500 TCF

but recoverable resources may well be an order of magnitude lower. Australia, for

example, has 9% of the world’s coal resources [2] and an estimated 153 TCF of

recoverable CBM gas, of which 90% is currently sub-economic or not yet proven

by drilling [20]. While extraordinarily large estimates of unconventional gas

resources (particularly for hydrates) should be regarded with some scepticism

from an economic perspective, there is ample evidence that unconventional gas

resources are abundant. In the United States, which has a wide variety of geologic

basins, 50% of the gas produced in 2010 was unconventional and it is not unrea-

sonable to suppose that globally the abundance of unconventional gas resources is

of a similar scale to conventional gas resources.

Future Directions

A strong case could be made that the estimates of remaining oil and gas presented

above are on the low side because, as in the past, unanticipated technological

advances may make additional oil and gas accumulations economically viable.
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Forty years ago large-scale economic extraction of oil from oil sands, gas from gas

shales, gas from coal beds, and gas from tight sandstones all seemed improbable,

but all are now a significant part of world production. However, even if the

estimates are somewhat optimistic, it is clear that there is a large volume of

remaining recoverable oil and gas resources. How much of that resource will

eventually be extracted remains to be seen.

There are clearly environmental costs to oil and gas extraction. Pursuing hard-to-

get resources raises the risk of disasters such as the BP Deepwater Horizon spill in

2010 [13] that can profoundly influence public opinion. Ecosystems are impacted

by large-scale mining of oil sands and oil shales and some in situ extraction of

unconventional oil and gas has the potential to influence groundwater supplies.

Large volumes of water can be produced during CBM development. The biggest

concern, however, is in the consumption of oil and gas with associated rising levels

of greenhouse gases in the atmosphere and predictions of global climate change. On

the other hand, substitution of natural gas for coal in power plants, more efficient

vehicles, and carbon capture and storage could also make substantial reductions in

global greenhouse gas emissions.

How much of the remaining oil and gas resources will be produced will depend

on competition over time from other energy sources, especially renewables and

nuclear. It is sometimes assumed that the depletion of global oil resources will

inevitably lead to high oil prices that will allow more expensive energy sources to

become competitive. However, historically substitution of one energy source by

another has taken place primarily by reduction in costs of the substituting energy

source [9]. Rather than a result of long-term depletion of the resource, the high oil

prices of the first decade of the twenty-first century arguably reflect more

restrictions of supply related to conflicts and political problems coinciding with

a rapid rise in demand, especially from developing countries. Oil and natural gas

may lose global market share in the future either because technological advances

permit cheaper production of alternate energy sources or because of political

influence on the market, including restrictions on supplies of oil and natural gas

or incentives against their consumption, such as carbon taxes. Nevertheless, given

the rising global demand for energy, it seems likely that oil and gas will be

a major part of the energy mix for most, if not all, of the twenty-first century.
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Chapter 3

Petroleum and Oil Sands Exploration

and Production

James G. Speight

Glossary

Bitumen A semisolid to solid hydrocarbonaceous material found filling

pores and crevices of sandstone, limestone, or argillaceous

sediments such as tar sand.

Exploration The search for petroleum using a variety of physical and

spectrographic methods.

Hot-water process The recovery of bitumen from tar sand by use of hot water

whereby the bitumen floats and the sand sinks.

In situ conversion Partial or complete conversion of heavy oil or tar sand

bitumen in the reservoir or deposit as part of the recovery

process.

Oil mining The recovery of petroleum using a mining method whereby an

underground chamber is produced by mining and the oil is

allowed or encouraged to drain into the chamber.

Recovery Recovery of petroleum at the surface using primary, second-

ary, and tertiary recovery methods.

Tar sand mining Recovery of tar sand by mining (digging) tar sand from the

formations at or close to the surface.
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Definition of the Subject

Exploration for petroleum is an essential part of petroleum technology. Depletion of

reserves is continuing at a noticeable rate and other sources of hydrocarbons are

required – these include heavy oil (a type of petroleum) and tar sand bitumen.

Introduction

Petroleum occurs in the microscopic pores of sedimentary rocks that form

a reservoir – typically, reservoir rock consists of sand, sandstone, limestone, or

dolomite. However, not all of the pores in a rock will contain petroleum – some will

be filled with water or brine that is saturated with minerals.

Both oil and gas have a low specific gravity relative to water and will thus float

through the more porous sections of reservoir rock from their source area to the

surface unless restrained by a trap. A trap is a reservoir that is overlain and

underlain by dense impermeable cap rock or a zone of very low or no porosity

that restrains migrating hydrocarbon. Reservoirs vary from being quite small to

covering several thousands of acres, and range in thickness from a few inches to

hundreds of feet or more.

In general, petroleum is extracted by drilling wells from an appropriate surface

configuration into the hydrocarbon-bearing reservoir or reservoirs. Wells are

designed to contain and control all fluid flow at all times throughout drilling and

producing operations. The number of wells required is dependent on a combination

of technical and economic factors used to determine the most likely range of

recoverable reserves relative to a range of potential investment alternatives.

There are three phases for recovering oil from reservoirs (Fig. 3.1):

1. Primary recovery occurs as wells produce because of natural energy from

expansion of gas and water within the producing formation, pushing fluids into

the well bore and lifting the fluids to the surface.

2. Secondary recovery requires energy to be applied to lift fluids to surface – this

may be accomplished by injecting gas down a hole to lift fluids to the surface,

installation of a subsurface pump, or injecting gas or water into the formation

itself.

3. Tertiary recovery occurs when a means is required to increase fluid mobility

within the reservoir – this may be accomplished by introducing additional heat

into the formation to lower the viscosity (thin the oil) and improve its ability to

flow to the well bore. Heat may be introduced by either (1) injecting chemicals

with water (chemical flood, surfactant flood), (2) injecting steam (steam flood),
or (3) injecting oxygen to enable the ignition and combustion of oil within the

reservoir (fire flood).
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Production rates from reservoirs depend on a number of factors, such as

reservoir geometry (primarily formation thickness and reservoir continuity), reser-

voir pressure, reservoir depth, rock type and permeability, fluid saturations and

properties, extent of fracturing, number of wells and their locations, and the ratio of

the permeability of the formation to the viscosity of the oil [1, 2].

The geological variability of reservoirs means that production profiles differ

from field to field. Heavy oil reservoirs can be developed to significant levels of

production and maintained for a period of time by supplementing natural drive

force, while gas reservoirs normally decline more rapidly.

Petroleum Exploration and Production

Exploration

Exploration for petroleum originated in the latter part of the nineteenth century

when geologists began to map land features that were favorable for the collection of

oil in a reservoir. Of particular interest to geologists were outcrops that provided

evidence of alternating layers of porous and impermeable rock. The porous rock

(typically a sandstone, limestone, or dolomite) provides the reservoir for the

petroleum while the impermeable rock (typically clay or shale) prevents migration

of the petroleum from the reservoir.

By the early part of the twentieth century, most of the areas where surface

structural characteristics offered the promise of oil had been investigated and the

era of subsurface exploration for oil began in the early 1920s. New geological and

Primary
recovery

Secondary
recovery

Tertiary
recovery

Artificial lift
Pump, gas lift, etc.

Pressure
maintenance

Water, gas reinjection

Natural flow

Waterflood

Thermal Gas Chemical Microbial

Fig. 3.1 Methods for oil

recovery
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geophysical techniques were developed for areas where the strata were not

sufficiently exposed to permit surface mapping of the subsurface characteristics.

In the 1960s, the development of geophysics provided methods for exploring below

the surface of the earth.

The principles used are basically magnetism (magnetometer), gravity
(gravimeter), and sound waves (seismograph). These techniques are based on the

physical properties of materials that can be utilized for measurements and include

those that are responsive to the methods of applied geophysics. Furthermore, the

methods can be subdivided into those that focus on gravitational properties,
magnetic properties, seismic properties, electrical properties, electromagnetic
properties, properties, and radioactive properties. These geophysical methods

can be subdivided into two principal groups: (1) those methods without depth

control and (2) those methods having depth control.

In the first group of the measurements (those without depth control), the methods

incorporate effects from both local and distant sources. For example, gravity

measurements are affected by the variation in the radius of the earth with latitude.

They are also affected by the elevation of the site relative to sea level, the thickness

of the earth’s crust, and the configuration and density of the underlying rocks, as

well as by any abnormal mass variation that might be associated with a mineral

deposit.

In the second group of measurements (those with depth control), seismic or

electric energy is introduced into the ground and variations in transmissibility with

distance are observed and interpreted in terms of geological quantities. Depths to

geological horizons having marked differences in transmissibility can be computed

on a quantitative basis and the physical nature of these horizons deduced.

However, geophysical exploration techniques cannot be applied indiscrimi-

nately. Knowledge of the geological parameters likely to be associated with the

mineral or subsurface condition being studied is essential both in choosing the

method to be applied and in interpreting the results obtained. Furthermore, not all

the techniques described here may be suitable for petroleum exploration.

In petroleum exploration, terms as geophysical borehole logging can imply the

use of one or more of the geophysical exploration techniques. This procedure

involves drilling a well and using instruments to log or make measurements at

various levels in the hole by such means as gravity (density), electrical resistivity,
or radioactivity.

A basic rule of thumb in the upstream (or producing) sector of the oil and gas

industry has been (and maybe still is in some circles of exploration technology) that

the best place to find new crude oil or natural gas is near formations where it has

already been found. The financial risk of doing so is far lower than that associated

with drilling a rank wildcat hole in a prospective, but previously unproductive, area.

On the other hand, there is a definite tradeoff between rewards for risk. The returns

on drilling investment become ever leaner as more wells are drilled in a particular

area because the natural distribution of oil and gas field volumes tends to be

approximately log-geometric – there are only a few large fields, whereas there are

a great many small ones [3].
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Drilling does not end when production commences and continues after a field

enters production. Extension wells must be drilled to define the boundaries of the

crude oil pool. In-field wells are necessary to increase recovery rates, and service

wells are used to reopen wells that have become clogged. Additionally, wells are

often drilled at the same location but to different depths, to test other geological

structures for the presence of crude oil.

Finally, the drilling job is complete when the drill bit penetrates the reservoir and

the reservoir is evaluated to see whether the well represents the discovery of

a prospect or whether it is a dry hole. If the hole is dry, it is plugged and abandoned.
At the stage when the prospect has been identified, reservoir evaluation is

usually initiated by examining the cuttings from the well bore for evidence of

hydrocarbons while the drill bit passes through a reservoir trap. The evaluation of

these cuttings helps pinpoint the possible producing intervals in the well bore.

At this time, a wire-line is lowered into the hole and an electric log is run to help

define possible producing intervals, presence of hydrocarbons, and detailed infor-

mation about the different formations throughout the well bore. Further tests

(such as pressure tests, formation fluid recovery, and sidewall core analysis) can

also be run on individual formations within the well bore.

If hydrocarbons are detected, the prospect becomes a live prospect and once

the final depth has been reached, the well is completed to allow oil to flow into the

casing in a controlled manner. First, a perforating gun is lowered into the well to the
production depth. The gun has explosive charges to create holes in the casing

through which oil can flow. After the casing has been perforated, a small-diameter

pipe (tubing) is run into the hole as a conduit for oil and gas to flow up the well and

a packer is run down the outside of the tubing. When the packer is set at the

production level, it is expanded to form a seal around the outside of the tubing.

Finally, a multivalve structure (the Christmas tree; Fig. 3.2) is installed at the top of
the tubing and cemented to the top of the casing. The Christmas tree allows them to

control the flow of oil from the well.

Finally, the development of an onshore shallow gas reservoir located among

other established fields may be expected to incur relatively high cost and be

nominally complex. A deep oil or gas reservoir located in more than 1 mile of

water depth located miles away from other existing producing fields will push the

limits of emerging technology at extreme costs.

Onshore developments may permit the phasing of facility investments as wells

are drilled and production established to minimize economic risk. However, off-

shore projects may require 65% or more of the total planned investments to be made

before production start-up, and impose significant economic risk.

As might be expected, the type of exploration technique employed depends upon

the nature of the site. In other words, and as for many environmental operations,

the recovery techniques applied to a specific site are dictated by the nature of the

site and are, in fact, site specific. For example, in areas where little is known about

the subsurface, preliminary reconnaissance techniques are necessary to identify

potential reservoir systems that warrant further investigation. Techniques for recon-

naissance that have been employed to make inferences about the subsurface
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structure include satellite and high-altitude imagery and magnetic and gravity
surveys.

Production

Recovery, as applied in the petroleum industry, is the production of oil from

a reservoir. There are several methods by which this can be achieved that range

from recovery due to reservoir energy (i.e., the oil flows from the well hole without

assistance) to enhanced recovery methods in which considerable energy must be

added to the reservoir to produce the oil. However, the effect of the method on the

oil and on the reservoir must be considered before application.

Generally, crude oil reservoirs sometimes exist with an overlying gas cap, in
communication with aquifers, or both. The oil resides together with water and free

gas in very small holes (pore spaces) and fractures. The size, shape, and degree of

interconnection of the pores vary considerably from place to place in an individual

reservoir. Below the oil layer, the sandstone is usually saturated with salt water.

Polish rod

Stuffing box

Master valve

Tubing flow valve
Tubing pressure

gauge

Casing pressure
gauge

Flow line

Fig. 3.2 The Christmas tree
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The oil is released from this formation by drilling a well and puncturing the

limestone layer on either side of the limestone dome or fold. If the peak of the

formation is tapped, only the gas is obtained. If the penetration is made too far from

the center, only salt water is obtained.

Therefore, in designing a recovery project, it is a general practice to locate

injection and producing wells in a regular geometric pattern so that a symmetrical

and interconnected network is formed and production can be maximized. However,

the relative location of injectors and producers depends on: (1) reservoir geometry,

(2) lithology, (3) reservoir depth, (4) porosity, (5) permeability, (6) continuity of

reservoir rock properties, (7) magnitude and distribution of fluid saturations,

and last, but certainly not least (8) fluid, i.e., oil, properties. Overall, the goal is to

increase the mobility of the oil.

Once production begins, the performance of each well and reservoir is moni-

tored and a variety of engineering techniques are used to progressively refine

reserve recovery estimates over the producing life of the field. The total recoverable

reserves are not known with complete certainty until the field has produced to

depletion or its economic limit and abandonment.

Generally, the first stage in the extraction of crude oil is to drill a well into the

underground reservoir. Often many wells (multilateral wells) will be drilled into the
same reservoir, to ensure that the extraction rate will be economically viable. Also,

some wells (secondary wells) may be used to pump water, steam, acids, or various

gas mixtures into the reservoir to raise or maintain the reservoir pressure, and so

maintain an economic extraction rate.

Directional drilling is also used to reach formations and targets not directly

below the penetration point or drilling from shore to locations under water [4].

A controlled deviation may also be used from a selected depth in an existing hole to

attain economy in drilling costs. Various types of tools are used in directional

drilling along with instruments to help orient their position and measure the degree

and direction of deviation; two such tools are the whipstock and the knuckle joint.
The whipstock is a gradually tapered wedge with a chisel-shaped base that prevents

rotation after it has been forced into the bottom of an open hole. As the bit moves

down, it is deflected by the taper about 5� from the alignment of the existing hole.

If the underground pressure in the oil reservoir is sufficient, the oil will be forced

to the surface under this pressure (primary recovery). Natural gas (associated
natural gas) is often present, which also supplies needed underground pressure

(primary recovery). In this situation, it is sufficient to place an arrangement of

valves (the Christmas tree ; Fig. 3.2) on the well head to connect the well to

a pipeline network for storage and processing.

For limestone reservoir rock, acid is pumped down the well and out the

perforations. The acid dissolves channels in the limestone that lead oil into the

well. For sandstone reservoir rock, a specially blended fluid containing proppants
(sand, walnut shells, aluminum pellets) is pumped down the well and out the

perforations. The pressure from this fluid makes small fractures in the sandstone

that allow oil to flow into the well, while the proppants hold these fractures open.

Once the oil is flowing, production equipment is set up to extract the oil from the

well.
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A well is always carefully controlled in its flush stage of production to prevent

the potentially dangerous and wasteful gusher. This is actually dangerous condi-

tion, and is (hopefully) prevented by the blowout preventer and the pressure of the

drilling mud. In most wells, acidizing or fracturing the well starts the oil flow.

Whatever the nature of the reservoir rock (sandstone or limestone), over the

lifetime of the well the pressure will fall, and at some point, there will be insuffi-

cient underground pressure to force the oil to the surface. Secondary oil recovery
uses various techniques to aid in recovering oil from depleted or low-pressure

reservoirs. Sometimes pumps, such as beam pumps (horsehead pumps) and electri-
cal submersible pumps, are used to bring the oil to the surface. Other secondary

recovery techniques increase the reservoir’s pressure by water injection, natural gas

reinjection, and gas lift, which injects air, carbon dioxide, or some other gas into the

reservoir.

Reservoir heterogeneity, such as fractures and faults, can cause reservoirs to

drain inefficiently by conventional methods. Also, highly cemented or shale zones

can produce barriers to the flow of fluids in reservoirs and lead to high residual oil

saturation. Reservoirs containing crude oils with low API gravity often cannot be

produced efficiently without application of enhanced oil recovery (EOR) methods

because of the high viscosity of the crude oil.

Conventional primary and secondary recovery processes are ultimately expected

to produce about one third of the original oil-in-place (OOIP), although recoveries

from individual reservoirs can range from less than 5% to as high as 80% v/v of the

original oil-in-place. This broad range of recovery efficiency is a result of variations

in the properties of the specific rock and fluids involved from reservoir to reservoir

as well as the kind and level of energy that drives the oil to producing wells, where

it is captured.

Conventional oil production methods may be unsuccessful because the manage-

ment of the reservoir was poor or because reservoir heterogeneity has prevented the

recovery of crude oil in an economical manner. In some cases, the reservoir

pressure may have been depleted prematurely by poor reservoir management

practices to create reservoirs with low energy and high oil saturation.

Crude oil is also produced from offshore fields, usually from steel drilling

platforms set on the ocean floor. In shallow, calm waters, these may be little

more than a wellhead and workspace but the larger ocean rigs include the well

equipment and processing equipment as well as crew quarters. Such platforms

include the floating tension leg platform that is secured to the sea floor by giant

cables and drill ships. Such platforms can hold a steady position above a sea floor

well using constant, computer-controlled adjustments. In Arctic areas, islands may

be built from dredged gravel and sand to provide platforms capable of resisting

drifting ice fields.

Primary Recovery Methods

Petroleum recovery usually starts with a formation pressure high enough to force

crude oil into the well and sometimes to the surface through the tubing [5]. In this
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situation, it is sufficient to place the Christmas tree (Fig. 3.2) on the wellhead to

connect the well to a pipeline network for storage and processing.

For a newly opened formation and under ideal conditions, the proportions of gas

may be so high that the oil is, in fact, a solution of liquid in gas that leaves the reservoir

rock so efficiently that a core sample will not show any obvious oil content. A general

rough indication of this situation is a high ratio of gas to oil produced. This ratio may be

zero for fields in which the rock pressure has been dissipated. The oil must be pumped

out to as much as 50,000 ft3 or more of gas per barrel of oil in the so-called condensate

reservoirs, in which a very light crude oil (0.80 specific gravity or lighter) exists as

vapor at high pressure and elevated temperature.

Crude oil moves out of the reservoir into the well by one or more of three

processes. These processes are: dissolved gas drive, gas cap drive, and water drive.
Early recognition of the type of drive involved is essential to the efficient develop-

ment of an oil field.

In dissolved gas drive (solution gas drive) [2, 4], the propulsive force is the gas
in solution in the oil, which tends to come out of solution because of the pressure

release at the point of penetration of a well. Dissolved gas drive is the least efficient

type of natural drive as it is difficult to control the gas-oil ratio and the bottom-hole

pressure drops rapidly.

If gas overlies the oil beneath the top of the trap, it is compressed and can be

utilized (gas cap drive) to drive the oil into wells situated at the bottom of the oil-

bearing zone [2, 4]. By producing oil only from below the gas cap, it is possible to

maintain a high gas-oil ratio in the reservoir until almost the very end of the life of

the pool. If, however, the oil deposit is not systematically developed so that

bypassing of the gas occurs, an undue proportion of oil is left behind.

Usually the gas in a gas cap (associated natural gas) contains methane and other

hydrocarbons that may be separated out by compressing the gas. A well-known

example is natural gasoline that was formerly referred to as casinghead gasoline or
natural gas gasoline. However at high pressures, such as those existing in the

deeper fields, the density of the gas increases and the density of the oil decreases

until they form a single phase in the reservoir. These are the so-called retrograde

condensate pools because a decrease (instead of an increase) in pressure brings

about condensation of the liquid hydrocarbons. When this reservoir fluid is brought

to the surface and the condensate is removed, a large volume of residual gas

remains. In many cases, this gas is recycled by compression and injection back

into the reservoir, thus maintaining adequate pressure within the gas cap, and

condensation in the reservoir is prevented.

The most efficient propulsive force in driving oil into a well is natural water
drive, in which the pressure of the water forces the lighter recoverable oil out of the
reservoir into the producing wells [2, 4]. In anticlinal accumulations, the structur-

ally lowest wells around the flanks of the dome are the first to come into water.

Then the oil–water contact plane moves upward until only the wells at the top of the

anticline are still producing oil; eventually these also must be abandoned as the

water displaces the oil. The force behind the water drive may be hydrostatic
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pressure, the expansion of the reservoir water, or a combination of both. Water

drive is also used in certain submarine fields.

Gravity drive is an important factor when oil columns of several thousands of

feet exist. Furthermore, the last bit of recoverable oil is produced in many pools by

gravity drainage of the reservoir. Another source of energy during the early stages

of withdrawal from a reservoir containing undersaturated oil is the expansion of that

oil as the pressure reduction brings the oil to the bubble point (the pressure and

temperature at which the gas starts to come out of solution).

The recovery efficiency for primary production is generally low when liquid

expansion and solution gas evolution are the driving mechanisms. Much higher

recoveries are associated with reservoirs with water and gas cap drives and with

reservoirs in which gravity effectively promotes drainage of the oil from the rock

pores. The overall recovery efficiency is related to how the reservoir is delineated

by production wells.

For primary recovery operations, no pumping equipment is required. If the

reservoir energy is not sufficient to force the oil to the surface, then the well must

be pumped. In either case, nothing is added to the reservoir to increase or maintain

the reservoir energy or to sweep the oil toward the well. The rate of production from

a flowing well tends to decline as the natural reservoir energy is expended. When

a flowing well is no longer producing at an efficient rate, a pump is installed.

Two processes used to improve formation characteristics are acidizing and

fracturing. Acidizing involves injecting an acid into a soluble formation, such as

a carbonate, where it dissolves rock. This process enlarges the existing voids and

increases permeability. Hydraulic fracturing (fracking) involves injecting a fluid

into the formation under significant pressure that makes existing small fractures

larger and creates new fractures.

Heavy oil and Tar sands (oil sands) have a shorter history of production and

generally heavy oil reservoirs and tar sand deposits have only been subject to only

one recovery technology. In the case of tar sands, primary and secondary recovery

technologies, as defined for conventional oil, are not applicable because tar sand

bitumen is not mobile at reservoir conditions [2, 4]. Therefore, tar sands

developments generally start with a thermal recovery technology which would be

considered a tertiary method or enhanced recovery method for conventional oil.

However, as the development of heavy oil and tar sand technology matures, the

concept of applying more than one recovery technology in a specific order is likely

to also be applied to heavy oil reservoirs and tar sand deposits. In particular, in the

Lloydminster area (Alberta, Canada), producers have already been investigating for

several years the concept of follow-up recovery technologies once primary produc-

tion is no longer economic.

Secondary Recovery

Petroleum production is invariably accompanied by a decline in reservoir pressure

and primary recovery comes to an end as the reservoir energy is reduced. At this
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stage, secondary recovery methods are applied to replace produce reservoir fluids

and maintain (or increase) reservoir pressure.

Secondary oil recovery methods use various techniques to aid in recovering oil

from depleted or low-pressure reservoirs. Sometimes pumps on the surface or

submerged (electrical submersible pumps, ESPs) are used to bring the oil to the

surface. Other secondary recovery techniques increase the reservoir’s pressure by

water injection and gas injection, which injects air or some other gas into the

reservoir. In fact, the first method recommended for improving the recovery of oil

was a pressure maintenance project which involved the reinjection of natural gas,

and there are indications that gas injection was utilized for this purpose before 1900

[6, 7].

The most common follow-up, or secondary recovery, operations usually involve
the application of pumping operations or of injection of materials into a well to

encourage movement and recovery of the remaining petroleum. The pump, gener-

ally known as the horsehead pump (pump jack, nodding donkey, or sucker rod
pump), provides mechanical lift to the fluids in the reservoir.

The up-and-down movement of the sucker rods forces the oil up the tubing to the

surface. A walking beam powered by a nearby engine may supply this vertical

movement, or it may be brought about through the use of a pump jack, which is

connected to a central power source by means of pull rods. Depending on the size of

the pump, it generally produces up to one third of a barrel of an oil–water emulsion

at each stroke. The size of the pump is also determined by the depth and weight of

the oil to be removed, with deeper extraction requiring more power to move the

heavier lengths of polish rod.

There are also secondary oil recovery operations that involve the injection of

water or gas into the reservoir. When water is used, the process is called

a waterflood; when gas is used, it is called a gas flood. Separate wells are usually

used for injection and production. The injected fluids maintain reservoir pressure or

re-pressure the reservoir after primary depletion and displace a portion of the

remaining crude oil to production wells.

During the withdrawal of fluids from a well, it is usual practice to maintain

pressures in the reservoir at or near the original levels by pumping either gas or

water into the reservoir as the hydrocarbons are withdrawn. This practice has the

advantage of retarding the decline in the production of individual wells and

considerably increasing the ultimate yield. It also may bring about the conservation

of gas that otherwise would be wasted, and the disposal of brines that otherwise

might pollute surface and near-surface potable waters.

In the waterflooding process, water is injected into a reservoir to obtain addi-

tional oil recovery through movement of reservoir oil to a producing well. Gener-

ally, the selection of an appropriate flooding pattern for the reservoir depends on the

quantity and location of accessible wells. Frequently, producing wells can be

converted to injection wells whereas in other circumstances, it may be necessary

or advantageous to drill new injection wells.

The mobility of oil is the effective permeability of the rock to the oil divided by

the viscosity of the oil.
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l ¼ k=m

where l is the mobility, mD/cP, k is the effective permeability of reservoir rock to

a given fluid, mD, and m is the fluid viscosity, cP. Thus, the mobility ratio (M) is the

mobility of the water divided by the mobility of oil:

M ¼ Krwmo=Kromw

where Krw is the relative permeability to water, Kro is the relative permeability to

oil, mo is the viscosity of the oil, and mw is the viscosity of water.

The mobility ratio (M) refers that Ko is the mobility of oil ahead of the front

(measured at Swc) while Kw is the mobility of water at average water saturation in

the water-contacted portion of the reservoir.

The mobility ratio of a waterflood will remain constant before breakthrough, but

will increase after water breakthrough corresponding to the increase in water

saturation and relative permeability to water in the water-contacted portion of the

reservoir. Furthermore, the mobility ratio at water breakthrough is the term that is of

significance in describing relative mobility ratio, i.e., M < 1 indicates a favorable

displacement as oil moves faster than water and M = 1 indicates a favorable

displacement as both oil and water move at equal speed whereas M > 1 indicates

an unfavorable displacement as water moves faster than oil.

Generally, the choice of pattern (Table 3.1) for waterflooding must be consistent

with the existing wells. The objective is to select the proper pattern that will provide

the injection fluid with the maximum possible contact with the crude oil to

minimize bypassing by the water.

In a four-spot pattern, the distance between all like wells is constant. Any three

injection wells form an equilateral triangle with a production well at the center. The

four spot may be used when the injectivity is high or the heterogeneity is minimal.

In a five-spot pattern, the distance between all like wells is constant. Four

injection wells form a square with a production well at the center. If existing

wells were drilled on square patterns, five-spot patterns (as well as nine-spot

Table 3.1 The ratio of injectors to producers for various well patterns

Pattern

Ratio of producing wells

to injection wells Drilling pattern required

Four spot 2 Equilateral triangle

Five spot 1 Square

Seven spot 1/2 Equilateral triangle

Inverted seven spot 2 Equilateral triangle

Nine spot 1/3 Square

Inverted nine spot 3 Square

Direct line drive 1 Rectangle

Staggered line drive 1 Offset lines of wells
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patterns) are most commonly used since they allow easy conversion to a five-spot

waterflood.

In the seven-spot pattern, the injection wells are located at the corner of

a hexagon with a production well at its center. If the reservoir characteristics

yield lower than preferred injection rates, either a seven-spot (or a nine-spot)

pattern should be considered because there are more injection wells per pattern

than producing wells.

In the nine-spot pattern, the arrangement is similar to that of the five spot but

with an extra injection well drilled at the middle of each side of the square. The

pattern essentially contains eight injectors surrounding one producer. If existing

wells were drilled on square patterns, nine-spot patterns (as well as five-spot

patterns) are most commonly used. If the reservoir characteristics yield lower

injection rates than those desired, one should consider using either a nine-spot

pattern (or a seven-spot pattern) where there are more injection wells per pattern

than producing wells.

In the inverted seven-spot pattern, the arrangement is similar to the normal

seven-spot pattern except where the position of the producer well was in the normal

seven-spot pattern there is now an injector well. Likewise where the injector wells

were in the normal seven-spot pattern, there are now producer wells. The inverted

seven-spot pattern may be used when the injectivity is high or the heterogeneity is

minimal.

In the inverted nine-spot pattern, the arrangement of the wells is similar to the

normal nine-spot pattern except the position of the producer well in the normal

nine-spot pattern is occupied by an injector well. Likewise where the positions of

the injector wells were in the normal nine-spot, there are now producer wells. If the

reservoir is fairly homogenous and the mobility ratio is unfavorable, the inverted

nine-spot pattern may be promising.

In the direct line-drive pattern, the lines of injection and production are directly

opposite to each other. If the injectivity is low or the heterogeneity is large, direct

line drive is a good option. Anisotropic permeability, permeability trends, or

oriented fracture systems favor line drive patterns.

In the staggered line-drive pattern, the wells are in lines as in the direct line, but
the injectors and producers are no longer directly opposed but laterally displaced by

a distance by a specified that is dependent upon the distance between wells of the

same type and the distance between the lines of injector wells and producer wells.

The staggered line-drive pattern is also effective for reservoirs there is anisotropic

permeability or where permeability trends or oriented fracture systems.

Reservoir uniformities (and heterogeneity) also dictate the choice of pattern and

mobility ratio has an important influence on pattern selection. If the ratio is

unfavorable, the injectivity of an injector will exceed the productivity of

a producer and water injection will supersede oil production. Hence, to balance

the production with the water injection, more producers than injectors are required.

On the other hand, if the mobility ratio is favorable, the injectivity is impaired, and

the pattern should have more injectors than producers.
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Enhanced Oil Recovery

Traditional primary and secondary recovery methods typically recover less than

half (sometimes less than one third) of the oil only one third of the original oil-in-

place. It is at some point before secondary recovery ceases to remain feasible that

enhanced oil recovery methods must be applied if further oil is to be recovered.

Enhanced oil recovery (tertiary oil recovery) is the incremental ultimate oil that

can be recovered from a petroleum reservoir over oil that can be obtained by

primary and secondary recovery methods [2, 4, 8, 9]. Enhanced oil recovery

methods offer prospects for ultimately producing 30–60%, or more, of the

reservoir’s original oil-in-place.

Enhanced oil recovery processes use thermal, chemical, or fluid phase behavior
effects to reduce or eliminate the capillary forces that trap oil within pores, to thin

the oil or otherwise improve its mobility or to alter the mobility of the displacing

fluids. In some cases, the effects of gravity forces, which ordinarily cause vertical

segregation of fluids of different densities, can be minimized or even used to

advantage. The various processes differ considerably in complexity, the physical

mechanisms responsible for oil recovery, and the amount of experience that has

been derived from field application. The degree to which the enhanced oil recovery

methods are applicable in the future will depend on development of improved

process technology. It will also depend on improved understanding of fluid chem-

istry, phase behavior, and physical properties, and also on the accuracy of geology

and reservoir engineering in characterizing the physical nature of individual

reservoirs [10].

For taxation purposes, the Internal Revenue Service of the United States has

listed the projects that qualify as enhanced oil recovery projects [11] and are

therefore available for a tax credit and these projects are:

1. Thermal recovery methods:
Thermal methods of recovery reduce the viscosity of the crude oil by heat so that

it flows more easily into the production well.

(a) Steam drive injection – the continuous injection of steam into one set of

wells (injection wells) or other injection source to effect oil displacement

toward and production from a second set of wells (production wells).

(b) Cyclic steam injection – the alternating injection of steam and production of

oil with condensed steam from the same well or wells.

(c) In situ combustion – the combustion of oil or fuel in the reservoir sustained

by injection of air, oxygen-enriched air, oxygen, or supplemental fuel

supplied from the surface to displace unburned oil toward producing wells.

This process may include the concurrent, alternating, or subsequent injection

of water.

Steam-based methods are the most advanced of all enhanced oil recovery

methods in terms of field experience and thus have the least uncertainty in

estimating performance, provided that a good reservoir description is available.
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Steam processes are most often applied in reservoirs containing heavy crude oil,

usually in place of rather than following secondary or primary methods. Com-

mercial application of steam processes has been underway since the early 1960s.

2. Gas flood recovery methods:

(a) Miscible fluid displacement – the injection of gas (e.g., natural gas, enriched
natural gas, a liquefied petroleum slug driven by natural gas, carbon dioxide,

nitrogen, or flue gas) or alcohol into the reservoir at pressure levels such that

the gas or alcohol and reservoir oil are miscible.

(b) Carbon dioxide–augmented waterflooding – the injection of carbonated

water, or water and carbon dioxide, to increase waterflood efficiency.

(c) Immiscible carbon dioxide displacement – the injection of carbon dioxide

into an oil reservoir to effect oil displacement under conditions in which

miscibility with reservoir oil is not obtained; this process may include the

concurrent, alternating, or subsequent injection of water.

(d) Immiscible nonhydrocarbon gas displacement – the injection of

nonhydrocarbon gas (e.g., nitrogen) into an oil reservoir, under conditions

in which miscibility with reservoir oil is not obtained, to obtain a chemical or

physical reaction (other than pressure) between the oil and the injected gas

or between the oil and other reservoir fluids; this process may include the

concurrent, alternating, or subsequent injection of water.

3. Chemical flood recovery methods:
Three enhanced oil recovery processes involve the use of chemicals – surfactant/

polymer, polymer, and alkaline flooding [12]. However, each reservoir has

unique fluid and rock properties, and specific chemical systems must be designed

for each individual application. The chemicals used, their concentrations in the

slugs, and the slug sizes depend upon the specific properties of the fluids and the

rocks involved and upon economic considerations.

(a) Surfactant flooding is a multiple-slug process involving the addition of

surface-active chemicals to water [13]. These chemicals reduce the capillary

forces that trap the oil in the pores of the rock. The surfactant slug displaces

the majority of the oil from the reservoir volume contacted, forming

a flowing oil–water bank that is propagated ahead of the surfactant slug.

The principal factors that influence the surfactant slug design are interfacial

properties, slug mobility in relation to the mobility of the oil–water bank, the

persistence of acceptable slug properties and slug integrity in the reservoir,

and cost.

(b) Microemulsion flooding also known as surfactant-polymer flooding involves
injection of a surfactant system (e.g., a surfactant, hydrocarbon, cosurfactant,

electrolyte, and water) to enhance the displacement of oil toward producing

wells; and [2] caustic flooding – the injection of water that has been made

chemically basic by the addition of alkali metal hydroxides, silicates, or other

chemicals.

(c) Polymer-augmented waterflooding – the injection of polymeric additives

with water to improve the areal and vertical sweep efficiency of the reservoir
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by increasing the viscosity and decreasing the mobility of the water injected;

polymer-augmented waterflooding does not include the injection of

polymers for the purpose of modifying the injection profile of the wellbore

or the relative permeability of various layers of the reservoir, rather than

modifying the water-oil mobility ratio.

Certain types of reservoirs, such as those with very viscous crude oils and some

low-permeability carbonate (limestone, dolomite, or chert) reservoirs, respond

poorly to conventional secondary recovery techniques. The viscosity (or the API

gravity) of petroleum is an important factor that must be taken into account when

heavy oil is recovered from a reservoir.

In these reservoirs, it is desirable to initiate enhanced oil recovery operations as
early as possible. This may mean considerably abbreviating conventional second-

ary recovery operations or bypassing them altogether.

Thermal methods for oil recovery have found most use when the oil in the

reservoir has a high viscosity. For example, heavy oil is usually highly viscous

(hence the use of the adjective heavy), with a viscosity ranging from approximately

100 cP to several million centipoises at the reservoir conditions. In addition,

oil viscosity is also a function of temperature and API gravity [2, 14]. Thus,

for heavy crude oil samples with API gravity ranging from 4 to 21oAPI

(1.04–0.928 kg/m3):

log logðmsþ aÞ ¼ A� Blog T þ 460ð Þ

In this equation, ms is oil viscosity in cP, T is temperature in �F, A and B are

constants, and a is an empirical factor used to achieve a straight-line correlation at

low viscosity. This equation is usually used to correlate kinematic viscosity in

centistokes, in which case an a of 0.6–0.8 is suggested (dynamic viscosity in cP

equals kinematic viscosity in cSt times density in g/mL).

An alternative equation for correlating viscosity data (where a and b are

constants, and T * is the absolute temperature) is:

m ¼ aeb=T
�

Thermal-enhanced oil recovery processes add heat to the reservoir to reduce oil

viscosity and/or to vaporize the oil. In both instances, the oil is made more mobile

so that it can be more effectively driven to producing wells. In addition to adding

heat, these processes provide a driving force (pressure) to move oil to producing

wells.

Steam drive injection (steam injection) has been commercially applied since the

early 1960s. The process occurs in two steps: (1) steam stimulation of production

wells, that is, direct steam stimulation and (2) steam drive by steam injection to

increase production from other wells (indirect steam stimulation).
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When there is some natural reservoir energy, steam stimulation normally

precedes steam drive. In steam stimulation, heat is applied to the reservoir by the

injection of high-quality steam into the production well. This cyclic process, also

called huff and puff or steam soak, uses the same well for both injection and

production. The period of steam injection is followed by production of reduced

viscosity oil and condensed steam (water). One mechanism that aids production of

the oil is the flashing of hot water (originally condensed from steam injected under

high pressure) back to steam as pressure is lowered when a well is put back on

production.

Cyclic steam injection is the alternating injection of steam and production of oil

with condensed steam from the same well or wells. Thus, steam generated at

surface is injected in a well and the same well is subsequently put back on

production.

A cyclic steam injection process includes three stages. The first stage is injec-

tion, during which a measured amount of steam is introduced into the reservoir.

The second stage (the soak period) requires that the well be shut in for a period of

time (usually several days) to allow uniform heat distribution to reduce the viscosity

of the oil (alternatively, to raise the reservoir temperature above the pour point of

the oil). Finally, during the third stage, the now-mobile oil is produced through the

same well. The cycle is repeated until the flow of oil diminishes to a point of no

returns.

The high gas mobility may limit recovery through its adverse effect on the sweep

efficiency of the burning front. Because of the density contrast between air and

reservoir liquids, the burning front tends to override the reservoir liquids. To date,

combustion has been most effective for the recovery of viscous oils in moderately

thick reservoirs in which reservoir dip and continuity provide effective gravity

drainage or operational factors permit close well spacing.

Using combustion to stimulate oil production is regarded as attractive for deep

reservoirs [15] and, in contrast to steam injection, usually involves no loss of heat.

The duration of the combustion may be short (<30 days) or more prolonged

(approximately 90 days), depending upon requirements. In addition, backflow of

the oil through the hot zone must be prevented or coking occurs.

Both forward and reverse combustion methods have been used with some degree

of success when applied to tar sand deposits. The forward-combustion process has

been applied to the Orinoco deposits [16] and in the Kentucky sands [15].

The reverse combustion process has been applied to the Orinoco deposit [17] and

the Athabasca [2, 4]. In tests such as these, it is essential to control the airflow and to

mitigate the potential for spontaneous ignition [17]. A modified combustion

approach has been applied to the Athabasca deposit [2, 4]. The technique involved

a heat-up phase and a production (or blowdown phase) followed by a displacement

phase using a fireflood-waterflood (COFCAW) process.
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Oil Sand Exploration and Production

Heavy oil and bitumen (the component of interest in tar sand) are often defined

(loosely and incorrectly) in terms of API gravity. A more appropriate definition of

bitumen, which sets it aside from heavy oil and conventional petroleum, is based on

the definition offered by the US government as the extremely viscous hydrocarbon
which is not recoverable in its natural state by conventional oil well production
methods including currently used enhanced recovery techniques [2, 4].

By inference, conventional petroleum and heavy oil (recoverable by conven-
tional oil well production methods including currently used enhanced recovery
techniques) are different to tar sand bitumen. Be that as it may, in some stage of

production, conventional petroleum (in the later stages of recovery) and heavy oil

(in the earlier stages of recovery) may require the application of enhanced oil

recovery methods for recovery.

Oil Mining

Oil mining includes recovery of oil and/or heavy oil by drainage from reservoir

beds to mine shafts or other openings driven into the rock or by drainage from the

reservoir rock into mine openings driven outside the reservoir but connected with it

by boreholes or mine wells.

Oil mining methods should be applied in reservoirs that have significant residual

oil saturation and have reservoir or fluid properties that make production by

conventional methods inefficient or impossible. The high well density in improved

oil mining usually compensates for the inefficient production caused by reservoir

heterogeneity.

However, close well spacing can also magnify the deleterious effects of reser-

voir heterogeneity. If a high-permeability streak exists with a lateral extent that is

less than the inter-well spacing of conventional wells but is comparable to that of

improved oil mining, the channeling is more unfavorable for the improved oil

mining method.

Tar Sand Mining

The bitumen occurring in tar sand deposits poses a major recovery problem. The

material is notoriously immobile at formation temperatures and must therefore

require some stimulation (usually by thermal means) in order to ensure recovery.

Alternately, proposals have been noted which advocate bitumen recovery by

solvent flooding or by the use of emulsifiers. There is no doubt that with time,

one or more of these functions may come to fruition, but for the present, the two

commercial operations rely on the mining technique.
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The alternative to in situ processing is to mine tar sand, transport the mined

material to a processing plant, extract the bitumen, and dispose of the waste sand.

Such a procedure is often referred to as oil mining. This is the term applied to the

surface or subsurface excavation of petroleum-bearing formations for subsequent

removal of the heavy oil or bitumen by washing, flotation, or retorting treatments.

The tar sand mining method of recovery has received considerable attention

since it was chosen as the technique of preference for the only two commercial

bitumen recovery plants in operation in North America. In situ processes have been

tested many times in the United States, Canada, and other parts of the world and are

ready for commercialization. There are also conceptual schemes that are

a combination of both mining (aboveground recovery) and in situ (non-mining

recovery) methods.

Engineering a successful oil mining project must address a number of items

because there must be sufficient recoverable resources, the project must be

conducted safely, and the project should be engineered to maximize recovery

within economic limits. The use of a reliable screening technique is necessary to

locate viable candidates. Once the candidate is defined, this should be followed by

an exhaustive literature search covering the local geology, drilling, production,

completion, and secondary and tertiary recovery operations.

The reservoir properties, which can affect the efficiency of heavy oil or bitumen

production by mining technology, can be grouped into three classes:

1. Primary properties, i.e., those properties that have an influence on the fluid flow
and fluid storage properties and include rock and fluid properties, such as

porosity, permeability, wettability, crude oil viscosity, and pour point

2. Secondary properties, i.e., those properties that significantly influence the

primary properties, including pore size distribution, clay type, and content

3. Tertiary properties, i.e., those other properties that mainly influence oil produc-

tion operation (fracture breakdown pressure, hardness, and thermal properties)

and the mining operations (e.g., temperature, subsidence potential, and fault

distribution)

There are also important rock mechanical parameters of the formation in which

a tunnel is to be mined and from where all oil mining operations will be conducted.

These properties are mostly related to the mining aspects of the operations, and not

all are of equal importance in their influence on the mining technology. Their

relative importance also depends on the individual reservoir.

Surface mining is the mining method that is currently being used by Suncor

Energy and Syncrude Canada Limited to recover tar sand from the ground. Surface

mining can be used in mineable tar sand areas which lie under 250 ft or less of

overburden material. Less than 10% of the Athabasca Oil Sands deposit can be

mined using the surface mining technique, as the other 90% of the deposit has more

than 250 ft of overburden. This other 90% will have to be mined using different

mining techniques.

There are two methods of mining currently in use in the Athabasca Oil Sands.

Suncor Energy uses the truck and shovel method of mining whereas Syncrude uses
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the truck and shovel method of mining, as well as draglines and bucket-wheel

reclaimers. These enormous draglines and bucket-wheels are being phased out and

soon will be completely replaced with large trucks and shovels. The shovel scoops

up the tar sand and dumps it into a heavy hauler truck. The heavy hauler truck takes

the tar sand to a conveyor belt that transports the tar sand from the mine to the

extraction plant. Presently, there are extensive conveyor belt systems that transport

the mined tar sand from the recovery site to the extraction plant. With the develop-

ment of new technologies, these conveyors are being phased out and replaced with

hydrotransport technology.

Hydrotransport is a combination of ore transport and preliminary extraction.

After the bituminous sands have been recovered using the truck and shovel method,

it is mixed with water and caustic soda to form a slurry and is pumped along

a pipeline to the extraction plant. The extraction process thus begins with the

mixing of the water and agitation needed to initiate bitumen separation from the

sand and clay.

Mine spoils need to be disposed of in a manner that assures physical stabiliza-

tion. This means appropriate slope stability for the pile against not only gravity but

also earthquake forces. Since return of the spoils to the mine excavations is seldom

economical, the spoil pile must be designed as a permanent structure whose outline

blends into the landscape. Straight, even lines in the pile must be avoided.

Underground mining options have also been proposed but for the moment have

not been developed because of the fear of collapse of the formation onto any

operation/equipment. This particular option should not, however, be rejected out-

of-hand because a novel aspect or the requirements of the developer (which remove

the accompanying dangers) may make such an option acceptable.

The tar sand recovered by mining is sent to the processing plant for separation of

the bitumen from the sand prior to upgrading.

The Hot-Water Process

The hot-water process is, to date, the only successful commercial process to be

applied to bitumen recovery from mined tar sands in North America [18–22]. Many

process options have been tested with varying degrees of success, and one of these

options may even supersede the hot-water process.

The process utilizes (1) the film of water coats most of the mineral matter, which

permits extraction by the hot-water process, (2) the linear and the nonlinear

variation of bitumen density and water density, respectively, with temperature so

that the bitumen that is heavier than water at room temperature becomes lighter

than water at 80�C (180�F), and (3) natural surface-active materials (surfactants) in

the tar sand which also contribute to freeing the bitumen from the sand.

In the process, the tar sand is introduced into a conditioning drum where the sand

is heated and mixed with water to encourage agglomeration of the oil particles.

Conditioning is carried out in a slowly rotating drum that contains a steam-sparging
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system for temperature control as well as mixing devices to assist in lump size

reduction and a size ejector at the outlet end. The tar sand lumps are reduced in size

by ablation and mixing action. The conditioned pulp has the following

characteristics: (1) solids 60–85% and (2) pH 7.5–8.5.

Lumps of as-mined tar sand are reduced in size by ablation, and the conditioned

pulp is screened through a double-layer vibrating screen. Water is then added to the

screened material (to achieve more beneficial pumping conditions), and the pulp

enters the separation cell through a central feed well and distributor. The bulk of the

sand settles in the cell and is removed from the bottom as tailing, but the majority of

the bitumen floats to the surface and is removed as froth. A middlings stream

(mostly water with suspended fines and some bitumen) is withdrawn from approxi-

mately midway up the side of the cell wall. Part of the middlings is recycled to

dilute the conditioning-drum effluent for pumping. Clays do not settle readily and

generally accumulate in the middlings layer. High concentrations of clays increase

the viscosity and can prevent normal operation in the separation cell.

The separation cell acts like two settlers – one on top of the other – and in the

lower settler, the sand settles down, whereas in the upper settler, the bitumen floats.

The bulk of the sand in the feed is removed from the bottom of the separation cell as

tailings. A large portion of the feed bitumen floats to the surface of the separation

cell and is removed as bituminous froth. A middlings stream consists mostly of

water with some suspended fine minerals and bitumen particles, and a portion of the

middlings may be returned for mixing with the conditioning-drum effluent in order

to dilute the separation-cell feed for pumping. The remainder of the middlings is

withdrawn from the separation cell to be rejected after processing in the scavenger

cells.

The combined froth from the separation cell and scavenging operation contains an

average of about 10% by weight mineral material and up to 40% by weight water. The

dewatering and demineralizing is accomplished in two stages of centrifuging; in the

first stage, the coarser mineral material is removed but much of the water remains. The

feed then passes through a filter to remove any additional large-size mineral matter

that would plug up the nozzles of the second stage centrifuges.

In the scavenging cell, froth flotation with air is usually employed to recover

more bitumen. The scavenger froth is combined with the separation-cell froth to be

further treated and upgraded to synthetic crude oil. Tailings from the scavenger cell

join the separation-cell tailings stream and go to waste.

The bituminous froth from the hot-water process may be mixed with

a hydrocarbon diluent, e.g., coker naphtha, and centrifuged. The Suncor process

employs a two-stage centrifuging operation, and each stage consists of multiple

centrifuges of conventional design installed in parallel. The bitumen product

contains 1% by weight to 2% by weight mineral (dry bitumen basis) and 5% by

weight to 15% by weight water (wet diluted basis). Syncrude also utilizes

a centrifuge system with naphtha diluent.

One of the major problems that arises from the hot-water process is the disposal

and control of the tailings. The fact is that each ton of tar sand in place has a volume

of about 16 ft3, which will generate about 22 ft3 of tailings giving a volume gain on
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the order of 40%. If the mine produces about 200,000 t of tar sand per day, the

volume expansion represents a considerable solids disposal problem. Tailings from

the process consist of about 49–50% by weight of sand, 1% by weight of bitumen,

and about 50% by weight of water. The average particle size of the sand is about

200 mm, and it is a suitable material for dike building. Accordingly, Suncor used

this material to build the sand dike, but for fine sand, the sand must be well

compacted.

Environmental regulations in Canada or the United States will not allow the

discharge of tailings streams into (1) the river; (2) on to the surface; or (3) on to any

area where contamination of groundwater domains or the river may be

contaminated. The tailings streams is essentially high in clays and contains some

bitumen, hence the current need for tailings ponds, where some settling of the clay

occurs. In addition, an approach to acceptable reclamation of the tailings ponds will

have to be accommodated at the time of site abandonment.

The structure of the dike may be stabilized on the upstream side by beaching.

This gives a shallow slope but consumes sand during the season when it is

impossible to build the dike. In remote areas such as the Fort McMurray (Alberta)

site, the dike can only be built in above-freezing weather because (1) frozen water

in the pores of the dike will create an unstable layer and (2) the vapor emanating

from the water creates a fog, which can create a work hazard. The slope of

the tailings dike is about 2.5:1 depending on the amount of fines in the material.

It may be possible to build with 2:1 slopes with coarser material, but steeper slopes

must be stabilized quickly by beaching. After discharge from the hot-water separa-

tion system, it is preferable that attempts be made to separate the sand, sludge, and

water, hence, the tailings pond. The sand is used to build dikes and the runoff that

contains the silt, clay, and water collects in the pond. Silt and some clay settle out to

form sludge, and some of the water is recycled to the plant.

In summary, the hot-water separation process involves extremely complicated

surface chemistry with interfaces among various combinations of solids (including

both silica sand and aluminosilicate clays), water, bitumen, and air. The control of

pH is critical with the preferred range being 8.0–8.5, which is achievable by use of

any of the monovalent bases. Polyvalent cations must be excluded because they

tend to flocculate the clays and thus raise the viscosity of the middlings in the

separation cell.

Other Processes

The issues arising from bitumen mining and bitumen recovery may be alleviated

somewhat by the development of process options that require considerably less

water in the sand/bitumen separation step. Such an option would allow a more

gradual removal of the tailings ponds.

A cold-water process for bitumen separation from mined tar sand has also been

recommended [23, 24]. The process uses a combination of cold water and solvent,
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and the first step usually involves disintegration of the tar sand charge that is mixed

with water, diluent, and reagents. The diluent may be a petroleum distillate fraction

such as aromatic naphtha or kerosene and is added in approximately a 1:1 weight

ratio to the bitumen in the feed. The pH is maintained at 9–9.5 by the addition of

wetting agents and approximately 0.77 kg of soda ash per ton of tar sand. The

effluent is mixed with more water, and in a raked classifier, the sand is settled from

the bulk of the remaining mixture. The water and oil overflow the classifier and are

passed to thickeners where the oil is concentrated. Clay in the tar sand feed has

a distinct effect on the process; it forms emulsions that are hard to break and are

wasted with the underflow from the thickeners.

The sand-reduction process is a cold-water process without solvent. In the first

step, the tar sand feedstock is mixed with water at approximately 20�C (68�F) in
a screw conveyor in a ratio of 0.75–3 t per ton of tar sand (the lower range is

preferred). The mixed pulp from the screw conveyor is discharged into a rotary-

drum screen, which is submerged in a water-filled settling vessel. The bitumen

forms agglomerates that are retained by an 840-mm (20-mesh) screen. These

agglomerates settle and are withdrawn as oil product. The sand readily passes

through the 840 mm (20 mesh) screen and is withdrawn as waste stream. The

process is called sand reduction because its objective is the removal of sand from

the tar sand to provide a feed suitable for a fluid coking process; ca 80% of sand is

removed. Nominal composition of the oil product is 58% by weight (bitumen), 27%

by weight mineral matter, and 15% by weight water.

The spherical agglomeration process resembles the sand-reduction process.

Water is added to tar sands and the mixture is ball-milled. The bitumen forms

dense agglomerates of 75% by weight to 87% by weight bitumen, 12% by weight to

25% by weight sand, and 1% by weight to 5% by weight water.

An oleophilic sieve process [25, 26] offers the potential for reducing tailings

pond size because of a reduction in the water requirements. The process is based on

the concept that when a mixture of an oil phase and an aqueous phase is passed

through a sieve made from oleophilic materials, the aqueous phase and any hydro-

philic solids pass through the sieve but the oil adheres to the sieve surface on

contact. The sieve is in the form of a moving conveyor, the oil is captured in

a recovery zone, and recovery efficiency is high.

An anhydrous solvent extraction process for bitumen recovery has been

attempted and usually involves the use of a low-boiling hydrocarbon. The process

generally involves up to four steps. In the mixer step, fresh tar sand is mixed with

recycle solvent that contains some bitumen and small amounts of water and mineral

and the solvent-to-bitumen weight ratio is adjusted to approximately 0.5. The drain

step consists of a three-stage countercurrent wash. Settling and draining time is

approximately 30 min for each stage. After each extraction step, a bed of sand is

formed and the extract is drained through the bed until the interstitial pore volume

of the bed is emptied. The last two steps of the process are devoted to solvent

recovery solvent recovery from the bitumen and from the solids, which holds the

key to the economic success the process.
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Another aboveground method of separating bitumen from mined tar sand

involves direct heating of the tar sand without previous separation of the bitumen

[27]. Thus, the bitumen is not recovered as such but is an upgraded overhead

product. In the process, the sand is crushed and introduced into a vessel, where it

is contacted with either hot (spent) sand or with hot product gases that furnish part

of the heat required for cracking and volatilization. The volatile products are passed

out of the vessel and are separated into gases and (condensed) liquids. The coke that

is formed as a result of the thermal decomposition of the bitumen remains on the

sand, which is then transferred to a vessel for coke removal by burning in air.

The hot flue gases can be used either to heat incoming tar sand or as refinery fuel.

As expected, processes of this type yield an upgraded product but require various

arrangements of pneumatic and mechanical equipment for solids movement around

the refinery.

In improved mining, directional (horizontal or slant) wells are drilled into the

reservoir from a mine in an underlying formation to drain oil by pressured depletion

and gravity drainage. In the process of gravity drainage extraction of liquid crude

oil, the wells are completed so that only the forces acting within the reservoir are

used. A large number of closely spaced wells can be drilled into a reservoir from an

underlying tunnel more economically than the same number of wells from the

surface. In addition, only one pumping system is required in underground drainage,

whereas at the surface, each well must have a pumping system. The objective of

using a large number of wells is to produce each well slowly so that the gas–oil and

water–oil interfaces move toward each other efficiently. By maintaining the reser-

voir pressures because of forces acting on the reservoir, it is then assured that the oil

production is provided by the internal forces due to gravity (the buoyancy effect)

and capillary effects.

Large vertical shafts sunk from the surface are generally the means through

which underground openings can be excavated. These shafts are one means of

access to offer an outlet for removal of excavated rock, provide sufficient opening

for equipment, provide ventilation, and allow the removal of oil and gas products

during later production. These requirements plus geological conditions and oil

reservoir dimensions determine the shaft size. It is expected that an access shaft

will range from 8 to 20 ft in diameter.

Non-mining Methods

Whereas conventional crude oils may have a viscosity of several poise (at 40�C,
105�F), the tar sand bitumen has a viscosity of the order of 50,000–1,000,000 cP

or more at formation temperatures (approximately 0–10�C, 32–50�F depending

upon the season). This offers a formidable (but not insurmountable) obstacle to

bitumen recovery.
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In principle, the non-mining recovery of bitumen from tar sand deposits is an
enhanced recovery technique and requires the injection of a fluid into the formation

through an injection wall. This leads to the in situ displacement of the bitumen from

the sand followed by bitumen production at the surface through an egress well

(production well).

In tar sand deposits, it is often desirable to initiate enhanced oil recovery (EOR)
operations as early as possible, which mean considerably abbreviating conventional

secondary recovery operations or bypassing them altogether. Thermal floods using

steam and controlled in situ combustion methods are also used. Thermal methods of

recovery reduce the viscosity of the crude oil by heat so that it flows more easily

into the production well [28].

The technologies applied to oil recovery involve different concepts, some of

which can cause changes to the oil during production. Technologies such as alkaline

flooding, microemulsion (micellar/emulsion) flooding, polymer-augmented

waterflooding, and carbon dioxide miscible/immiscible flooding do not require or

cause any change to the oil. The steaming technologies may cause some steam

distillation that can augment the process when the steam-distilled material moves

with the steam front and acts as a solvent for oil ahead of the steam front. Again,

there is no change to the oil although there may be favorable compositional changes

to the oil insofar as lighter fractions are recovered and heavier materials remain in

the reservoir.

The technology where changes do occur involves combustion of the oil in situ.

The concept of any combustion technology requires that the oil be partially

combusted and that thermal decomposition occur to other parts of the oil. This is

sufficient to cause irreversible chemical and physical changes to the oil to the extent

that the product is markedly different to the oil-in-place, indicating upgrading of the

bitumen during the process. Recognition of this phenomenon is essential before

combustion technologies are applied to oil recovery.

Thermal recovery methods (Fig. 3.1) have found most use when heavy oil or

bitumen has an extremely high viscosity under reservoir conditions [2, 4].

For example, bitumen is highly viscous, with a viscosity ranging up to a million

centipoises or more at the reservoir conditions.

Thermal-enhanced oil recovery processes (i.e., cyclic steam injection, steam

flooding, and in situ combustion) add heat to the reservoir to reduce oil viscosity

and/or to vaporize the oil. In both instances, the oil is made more mobile so that it

can be more effectively driven to producing wells. In addition to adding heat, these

processes provide a driving force (pressure) to move oil to producing wells.

In the modified in situ extraction processes, combinations of in situ and mining

techniques are used to access the reservoir. A portion of the reservoir rock must be

removed to enable application of the in situ extraction technology. The most

common method is to enter the reservoir through a large-diameter vertical shaft,

excavate horizontal drifts from the bottom of the shaft, and drill injection and

production wells horizontally from the drifts. Thermal extraction processes are then

applied through the wells. When the horizontal wells are drilled at or near the base

of the tar sand reservoir, the injected heat rises from the injection wells through the
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reservoir, and drainage of produced fluids to the production wells is assisted by

gravity.

There are, however, several serious constraints that are particularly important

and relate to bulk properties of the tar sand and the bitumen. In fact, both must be

considered in the context of bitumen recovery by non-mining techniques. For

example, the Canadian deposits are unconsolidated sands with a porosity ranging

up to about 45% whereas other deposits may range from predominantly low-

porosity, low-permeability consolidated sand to, in a few instances, unconsolidated

sands. In addition, the bitumen properties are not conducive to fluid flow under

deposit conditions. Nevertheless, where the general nature of the deposits prohibits

the application of a mining technique, a non-mining method may be the only

feasible bitumen recovery option.

Another general constraint to bitumen recovery by non-mining methods is the

relatively low injectivity of tar sand formations. Thus, it is usually necessary to

inject displacement or recovery finds at a pressure such that fracturing (parting) is

achieved. Such a technique therefore changes the reservoir profile and introduces

a series of channels through which fluids can flow from the injection well to the

production well. On the other hand, the technique may be disadvantageous insofar

as the fracture occurs along the path of least resistance, giving undesirable (i.e.,

inefficient) flow characteristics within the reservoir between the injection and

production wells, leaving a large part of the reservoir relatively untouched by the

displacement or recovery fluids.

Another general constraint to bitumen recovery by non-mining methods is the

relatively low injectivity of tar sand formations. It is usually necessary to inject

displacement/recovery fluids at a pressure such that fracturing (parting) is achieved.

Such a technique, therefore, changes the reservoir profile and introduces a series of

channels through which fluids can flow from the injection well to the production

well. On the other hand, the technique may be disadvantageous insofar as the

fracture occurs along the path of least resistance giving undesirable (i.e., inefficient)

flow characteristics within the reservoir between the injection and production wells

which leave a part of the reservoir relatively untouched by the displacement or

recovery fluids.

Steam-Based Processes

Steam-based processes are the most advanced of all enhanced oil recovery methods

in terms of field experience and thus have the least uncertainty in estimating

performance, provided that a good reservoir description is available. Steam pro-

cesses are most often applied in reservoirs containing heavy oil, which is mobile at

reservoir temperature. Commercial application of steam processes has been under-

way since the early 1960s.

Steam drive injection (steam injection) has been commercially applied since the

early 1960s. The process occurs in two steps: (1) steam stimulation of production

wells, that is, direct steam stimulation, and (2) steam drive by steam injection to
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increase production from other wells (i.e., indirect steam stimulation). Steam drive

requires sufficient effective permeability (with the immobile bitumen in place) to

allow injection of the steam at rates sufficient to raise the reservoir temperature to

mobilize the bitumen and drive it to the production well.

Cyclic steam injection (also called huff and puff or steam soak) is the alternating
injection of steam and production of oil with condensed steam from the same well

or wells. This process is predominantly a vertical well process, with each well

alternately injecting steam and producing heavy oil and steam condensate. In

practice, steam is injected into the formation at greater than fracturing pressure

followed by a soak period after which production is commenced. The heat injected

warms the heavy oil and lowers its viscosity. A heated zone is created through

which the warmed heavy oil can flow back into the well. This is a well-developed

process; the major limitation is that less than 30% (usually less than 20%) of the

initial oil-in-place can be recovered.

Combustion Processes

In situ combustion (fireflood) is normally applied to reservoirs containing low-

gravity oil but has been tested over perhaps the widest spectrum of conditions of

any enhanced oil recovery process. In the process, heat is generated within the

reservoir by injecting air and burning part of the crude oil. This reduces the oil

viscosity and partially vaporizes the oil-in-place, and the oil is driven out of the

reservoir by a combination of steam, hot water, and gas drive. Forward combustion

involves movement of the hot front in the same direction as the injected air; reverse

combustion involves movement of the hot front opposite to the direction of the

injected air.

During the process, energy is generated in the formation by igniting bitumen

in the formation and sustaining it in a state of combustion or partial combustion.

The high temperatures generated decrease the viscosity of the oil and make it more

mobile. Some cracking of the bitumen also occurs, and an upgraded product rather

than bitumen itself is the fluid recovered from the production wells.

The relatively small portion of the oil that remains after the displacement

mechanisms have acted becomes the fuel for the in situ combustion process.

Production is obtained from wells offsetting the injection locations. In some

applications, the efficiency of the total in situ combustion operation can be

improved by alternating water and air injection. The injected water tends to

improve the utilization of heat by transferring heat from the rock behind the

combustion zone to the rock immediately ahead of the combustion zone.

The use of combustion to stimulate oil production is regarded as attractive for

deep reservoirs. In contrast to steam injection, it usually involves no loss of

heat. The duration of the combustion may be less than 30 days or much as 90

days depending on requirements. In addition, backflow of the oil through the hot

zone must be prevented or coking will occur.
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Forward combustion involves movement of the hot front in the same direction as

the injected air while reverse combustion involves movement of the hot front

opposite to the direction of the injected air. In forward combustion, the hydrocarbon

products released from the zone of combustion move into a relatively cold portion

of the formation. Thus, there is a definite upper limit of the viscosity of the liquids

that can be recovered by a forward-combustion process. On the other hand, since

the air passes through the hot formation before reaching the combustion zone,

burning is complete; the formation is left completely cleaned of hydrocarbons.

Reverse combustion is particularly applicable to reservoirs with lower effective

permeability (in contrast with forward combustion). It is more effective because the

lower permeability would cause the reservoir to be plugged by the mobilized fluids

ahead of a forward-combustion front. In the reverse combustion process, the vaporized

and mobilized fluids move through the heated portion of the reservoir behind the

combustion front. The reverse combustion partially cracks the bitumen, consumes

a portion of the bitumen as fuel, and deposits residual coke on the sand grains. In the

process, part of the bitumen will be consumed as fuel and part will be deposited on the

sand grains as coke leaving 40–60% recoverable. This coke deposition serves as

a cementing material, reducing movement and production of sand.

The addition of water or steam to an in situ combustion process can result in

a significant increase in the overall efficiency of that process. Two major benefits

may be derived. Heat transfer in the reservoir is improved because the steam and

condensate have greater heat-carrying capacity than combustion gases and gaseous

hydrocarbons. Sweep efficiency may also be improved because of the more favor-

able mobility ratio of steam-bitumen compared with gas-bitumen.

Applying a preheating phase before the bitumen recovery phase may signifi-

cantly enhance the steam or combustion extraction processes. Preheating can be

particularly beneficial if the saturation of highly viscous bitumen is sufficiently

great as to lower the effective permeability to the point of production being

precluded by reservoir plugging. Preheating partially mobilizes the bitumen by

raising its temperature and lowering its viscosity. The result is a lower required

pressure to inject steam or air and move the bitumen.

In the fracture-assisted steam technology (FAST) process, steam is injected

rapidly into an induced horizontal fracture near the bottom of the reservoir to

preheat the reservoir. This process has been applied successfully in three pilot

projects in southwest Texas. Shell has accomplished the same preheating goal by

injecting steam into a high-permeability bottom water zone in the Peace River

(Alberta) field. Electrical heating of the reservoir by radio-frequency waves may

also be an effective method.

In situ combustion has been field tested under a wide variety of reservoir

conditions, but few projects have proven economical and advanced to commercial

scale and the concept has been abandoned by many recovery operators. However, in

situ combustion may make a comeback with a new concept. THAI (toe-to-heel air

injection) (Fig. 3.3) is based on the geometry of horizontal wells that may solve the

problems that have plagued conventional in situ combustion. The well geometry
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enforces a short flow path so that any instability issues associated with conventional

combustion are reduced or even eliminated [2, 4].

In situ conversion, or underground refining, is a promising new technology to tap

the extensive reservoirs of heavy oil and deposits of bitumen. The new technology

[29, 30] features the injection of high-temperature, high-quality steam, and hot

hydrogen into a formation containing heavy hydrocarbons to initiate conversion of

the heavy hydrocarbons into lighter hydrocarbons. In effect, the heavy

hydrocarbons undergo partial underground refining that converts them into

a synthetic crude oil (or syncrude). The heavier portion of the syncrude is treated

to provide the fuel and hydrogen required by the process, and the lighter portion is

marketed as a conventional crude oil.

Thus, below ground, superheated steam and hot hydrogen are injected into

a heavy oil or bitumen formation, which simultaneously produces the heavy oil

or bitumen and converts it in situ (i.e., within the formation) into syncrude. Above

ground, the heavier fraction of the syncrude is separated and treated on-site to

produce the fuel and hydrogen required by the process, while the lighter fraction is

sent to a conventional refinery to be made into petroleum products (United States

Patent 6,016,867; United States Patent 6,016,868).

The potential advantages of an in situ process for bitumen and heavy oil include

(1) leaving the carbon-forming precursors in the ground, (2) leaving the heavymetals

in the ground, (3) reducing sand handling, and (4) bringing a partially upgraded

product to the surface. The extent of the upgrading can, hopefully, be adjusted by

adjusting the exposure of the bitumen of heavy oil to the underground thermal effects.

Finally, by all definitions, the quality of the bitumen from tar sand deposits is poor

when considered as a refinery feedstock. As in any field in which primary recovery

operations are followed by secondary or enhanced recovery operations and there is

a change in product quality, such is also the case for tar sand recovery operations.

Air or O2 (±H2O)

Combustion zone Mobile gas and oil bank

toe
Bypassing?

Horizontal well enforces a
short flow and reaction

zone, traditional
instabilities are greatly

reduced

Product

Heel
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Fig. 3.3 The THAI process
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Thus, product oils recovered by the thermal stimulation of tar sand deposits show

some improvement in properties over those of the bitumen in-place.

In situ recovery processes (although less efficient in terms of bitumen recovery

relative to mining operations) may have the added benefit of leaving some of the

more obnoxious constituents (from the processing objective) in the ground.

Other Processes

Many innovative concepts in heavy oil production have been developed in the last

10 years [2, 4]. However, there are varying degrees of success and all are dependent

on the properties of the deposit. There is no panacea for bitumen recovery that can

be applied on a worldwide basis.

Long horizontal wells with several multilateral branches have been used widely

in the development of the heavy oils of Venezuela, where production rates as high

as 2,000–2,500 bbl/day in some wells have been achieved through the use of

aggregate horizontal lengths as large as 10,000 m in oil of 1,200–5,000 cP viscosity.

Unfortunately, this technology can only achieve 8–15% v/v recovery of the oil and

only from the best high-permeability zones.

Inert gas injection (IGI) is a technology for conventional oils in reservoirs where
good vertical permeability exists, or where it can be created through propped

hydraulic fracturing. It is generally viewed as a top-down process with nitrogen

or methane injection through vertical wells at the top of the reservoirs, creating

a gas–oil interface that is slowly displaced toward long horizontal production wells

[2, 4]. As with all gravity drainage processes, it is essential to balance the injection

and production volumes precisely so that the system does not become pressure

driven, but remains in the gravity-dominated flow regime.

SAGD (steam-assisted gravity drainage) (Fig. 3.4) was developed first in Canada

for reservoirs where the immobile bitumen occurs [31]. This process uses paired

horizontal wells. Low-pressure steam continuously injected through the upper well

creates a steam chamber along the walls of which the heated bitumen flows and is

produced in the lower well.

Steam injection well

Production well

Reservoir boundary

Fig. 3.4 The SAGD process
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In the process, a pair of horizontal wells that are separated vertically by about

15–20 ft are drilled at the bottom of a thick unconsolidated sandstone reservoir.

Steam, perhaps along with a mixture of hydrocarbons that dissolve into the oil and

help reduce its viscosity, is injected into the upper well. The heat reduces the oil

viscosity to values as low as 1–10 cP (depending on temperature and initial

conditions) and develops a steam chamber that grows vertically and laterally.

The steam and gases rise because of their low density, and the oil and condensed

water are removed through the lower well. The gases produced during SAGD tend

to be methane with some carbon dioxide and traces of hydrogen sulfide.

The SAGD process, as for all gravity-driven processes, is extremely stable

because the process zone grows only by gravity segregation, and there are no

pressure-driven instabilities such as channeling, coning, and fracturing. SAGD

seems to be relatively insensitive to shale streaks and similar horizontal barriers,

even up to several meters thick (3–6 ft), that otherwise would restrict vertical flow

rates. The combined processes of gravity segregation and shale thermal fracturing

make SAGD so efficient that recovery ratios of 60–70% are claimed. Nevertheless,

the process is not universally applicable to all reservoirs and deposits.

Cold heavy oil production with sand (CHOPS) is also used as a production

approach in unconsolidated sandstones. The process results in the development of

high-permeability channels (wormholes) in the adjacent low cohesive strength

sands, facilitating the flow of oil foam that is caused by solution gas drive. Instead

of blocking sand ingress by screens or gravel packs, sand is encouraged to enter the

wellbore by aggressive perforation and swabbing strategies. Vertical or slightly

inclined wells (vertical to 45�) are operated with rotary progressive cavity pumps

(rather than reciprocating pumps) and old fields are converting to higher-capacity

progressive cavity pumps, giving production boosts to old wells. Because massive

sand production creates a large disturbed zone, the reservoir may be positively

affected for later implementation of thermal processes.

Typically, a well placed on CHOPS production will initially produce a high

percentage of sand, greater than 20% by volume of liquids. However, this generally

drops after some weeks or months. The huge volumes of sand are disposed of by

slurry fracture injection or salt cavern placement or by sand placement in a landfill

in an environmentally acceptable manner. Obviously, the production of excessive

amounts of sand is a cause for mechanical and environmental concern.

Pressure pulsing technologies (PPT) involves a radically new aspect of porous

media mechanics discovered and developed into a production enhancement method

in the period 1997–2003. The mechanism by which PPT works is to generate

a porosity dilation wave (a fluid displacement wave similar to a tsunami); this

generates pore-scale dilation and contraction so that oil and water flow into and

out of pores, leading to periodic fluid accelerations in the pore throats. As the

porosity dilation wave moves through the porous medium at a velocity of about

50–100 ft/s (40–80 m/s), the small expansion and contraction of the pores with

the passage of each packet of wave energy helps unblock pore throats, increase the

velocity of liquid flow, overcome part of the effects of capillary blockage, and
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reduce some of the negative effects of instability due to viscous fingering, coning,

and permeability streak channeling.

PPT promises to be a major adjunct to a number of oil production processes,

particularly all pressure-driven processes, where it will both accelerate flow rates as

well as increasing oil recovery factors. It is also now used in environmental

applications to help purge shallow aquifers of nonmiscible phases such as oil.

The basis for its use in tar sand deposits is largely unknown and unproven.

Vapor-assisted petroleum extraction (VAPEX) is a new process in which the

physics of the process are essentially the same as for SAGD and the configuration of

wells is generally similar. The process involves the injection of vaporized solvents

such as ethane or propane to create a vapor-chamber through which the oil flows

due to gravity drainage [32–35]. The process can be applied in paired horizontal

wells, single horizontal wells, or a combination of vertical and horizontal wells. The

key benefits are significantly lower energy costs, potential for in situ upgrading, and

application to thin reservoirs, with bottom water or reactive mineralogy.

Because of the slow diffusion of gases and liquids into viscous oils, this

approach, used alone, perhaps will be suited only for less viscous oils although

preliminary tests indicate that there are micro-mechanisms that act so that the

VAPEX dilution process is not diffusion rate limited and the process may be

suitable for the highly viscous tar sand bitumen [36, 37].

Nevertheless, VAPEX can undoubtedly be used in conjunction with SAGD

methods. As with SAGD and IGI, a key factor is the generation of a three-phase

system with a continuous gas phase so that as much of the oil as possible can be

contacted by the gaseous phases, generating the thin oil film drainage mechanism.

As with IGI, vertical permeability barriers are a problem, and must be overcome

through hydraulic fracturing to create vertical permeable channels, or undercut by

the lateral growth of the chamber beyond the lateral extent of the limited barrier, or

“baffle.” As with any solvent process, the loss of solvents in geological formations

(such as by adsorption on clay and other minerals) drastically affects process

economics and raises many serious environmental issues.

Hybrid approaches that involve the simultaneous use of several technologies are

evolving and will see greater applications in the future. In addition to hybrid

approaches, the new production technologies, along with older, pressure-driven

technologies, will be used in successive phases to extract more oil from reservoirs,

even from reservoirs that have been abandoned after primary exploitation. These

hybrid approaches hold (on paper at least) the promise of significantly increasing

recoverable reserves worldwide, not just in heavy oil cases.

Microbial-enhanced oil recovery (MEOR) processes involve use of reservoir

microorganisms or specially selected natural bacterial to produce specific metabolic

events that lead to enhanced oil recovery.

In microbial-enhanced oil recovery processes, microbial technology is exploited

in oil reservoirs to improve recovery [38–40]. From a microbiologist’s perspective,

microbial-enhanced oil recovery processes are somewhat akin to in situ bioremedi-

ation processes. Injected nutrients, together with indigenous or added microbes,

promote in situ microbial growth and/or generation of products which mobilize
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additional oil and move it to producing wells through reservoir repressurization,

interfacial tension/oil viscosity reduction, and selective plugging of the most

permeable zones [41, 42].

This technology requires consideration of the physicochemical properties of the

reservoir in terms of salinity, pH, temperature, pressure, and nutrient availability

[43, 44].

The microbial-enhanced oil recovery process may modify the immediate reser-

voir environment in a number of ways that could also damage the production

hardware or the formation itself. Certain sulfate reducers can produce H2S, which

can corrode pipeline and other components of the recovery equipment, and consid-

erable uncertainty still remains regarding process performance. In addition,

conditions vary from reservoir to reservoir, which calls for reservoir-specific

customization of the microbial-enhanced oil recovery process, and this alone has

the potential to undermine microbial process economic viability. Even though

microbes produce the necessary chemical reactions in situ, there is need for caution

and astute observation of the effects of the microorganisms on the reservoir

chemistry.

Finally, recent developments in upgrading of heavy oil and bitumen [2, 4]

indicate that the near future could see a reduction of the differential cost of

upgrading heavy oil. These processes are based on a better understanding of the

issues of asphaltene solubility effects at high temperatures, incorporation of

a catalyst that is chemically precipitated internally during the upgrading, and

improving hydrogen addition or carbon rejection.

Future Directions

With the current energy problems, the motivation for recovering as much as

possible of the in-place reserves is greater than ever. There is a potentially uncom-

fortable and politically disastrous situation where the gap between energy

requirements and available energy supplies is widening quickly.

Consequently, the search for new domestic supplies has shifted in large measure

to increasingly hostile environments such as the Alaskan North Slope and the

offshore waters along the outer continental shelves of the United States. These

changes in production operations (not to mention the associated environmental

disasters that often accompany such venture) have meant both significantly higher

costs of production operations and fewer and fewer new commercial discoveries.

The importance of improving the rate of recovery from domestic petroleum

reservoirs is underscored by the increasing difficulty of finding significant new

reserves to meet the increasing demand for energy. One solution lies in greater

emphasis on a multidisciplinary approach – on an intracompany basis and on

a cooperative intercompany basis within the industry.

In the near term, a more immediate solution lies in improved application of

existing technology as regards selection and quality control of materials, rigorous
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application of procedures, and the training and supervision of personnel. Part of the

answer to the shortage, at least for the short term, has been to import more crude oil,

but this is a less than ideal solution for a number of economic and political reasons.

In terms of petroleum recovery, steam-based processes will remain the processes

of choice for the recovery of much of the oil in the ground over the next 2 or 3

decades. In some instances, fire flooding will be rejuvenated as the need to recovery

of bitumen and residual oil becomes more important.

With the preponderance of heavier oils and tars and bitumen, it is likely that

efforts will be made to emphasize partial (or full) upgrading in situ as an integral

part of the recovery process. Any type of upgrading during recovery will enhance

the quality of the recovered oil, leaving some of the undesirable constituents in the

ground as thermal products. Enhancement of the quality of the recovered oil will

facilitate upgrading of the oil in the refinery.

Biotechnology will play a more significant role in enhancing crude oil recovery

from the depleted oil reservoirs to solve stagnant petroleum production. Such

enhanced oil recovery processes (microbial-enhanced oil recovery, MEOR) involve

stimulating indigenous reservoir microbes or injecting specially selected consortia

of natural bacteria into the reservoir to produce specific metabolic events that lead

to improved oil recovery. This also involves flooding with oil recovery agents

produced ex situ by industrial or pilot scale fermentation. However, like all

recovery processes, a complete evaluation and assessment of microbial from

a scientific and engineering standpoint must be performed and must be based on

economics, applicability, and the performance standards required to further

improve the process efficiency.

Above all, there is the need to manage recovery operations in such a manner that

environmental issues do not become issues!
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Chapter 4

Petroleum Refining and Environmental

Control and Environmental Effects

James G. Speight

Glossary

Emissions Gaseous, liquid, or solid by-products introduced into the

environment as a result of refining processes.

Environmental control The use of various technologies to control and even pre-

vent refinery emissions from entering the environment.

Environmental effects The effects of refinery emissions on the flora and fauna in

the various ecosystems.

Refining The processes by which petroleum is distilled and/or

converted by application of physical and chemical pro-

cesses to form a variety of products.

Regulations The laws by which environmental emissions are controlled.

Definition of the Subject

The work summarizes the various process emissions that occur during petroleum

refining. There are also general descriptions of the various pollution, health, and

environmental problems especially specific to the petroleum industry and places in

perspective the government regulations as well as industry efforts to adhere to these

regulations. The objective is to indicate the types of emissions and the laws that

regulate these emissions.
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Introduction

Petroleum as an energy source use is a necessary part of the modern world and will

be a primary source of energy for the next several decades, hence the need for

control over the amounts and types of emissions from the use of petroleum and its

products. Furthermore, the capacity of the environment to absorb the effluents and

other impacts of process technologies is not unlimited and the environment should

be considered to be an extremely limited resource, and discharge of chemicals into

it should be subject to severe constraints – as a result, it is necessary to understand

the nature and magnitude of the problems involved [1].

Both the production and processing of crude oil involve the use of a variety of

substances [2], some toxic, including lubricants in oil wells and catalysts and other

chemicals in refining (Fig. 4.1). The amounts used tend to be relatively easy to

control, and the spillage of crude oil is more detrimental to the environment.

The purpose of this work is to summarize and generalize the various pollution,

health, and environmental problems especially specific to the petroleum industry

and to place in perspective government laws and regulations as well as industry

efforts to control these problems [3–6]. The objective is to indicate the types of

emissions and the laws that regulate these emissions.

Definitions

Briefly, petroleum production and petroleum refining produce chemical waste [6].
If this chemical waste is not processed in a timely manner, it can become

a pollutant. Under some circumstances, chemical waste is reclassified as hazardous
waste.

Hazardous waste is any gaseous, liquid, or solid wastematerial that, if improperly

managed or disposed of, may pose hazards to human health and the environment. In

some cases, the term “chemical waste” is used interchangeably (often incorrectly)

with the term “hazardous waste,” but chemical waste is always hazardous and the

correct use of the terms must be used.

A pollutant is a substance present in a particular location (ecosystem) – usually it
is not indigenous to the location or is present in a concentration greater than the

concentration that occurs naturally. The substance is often the product of human

activity and has a detrimental effect on the environment, in part or in toto.

Pollutants can also be subdivided into two classes: primary and secondary.

Source!Primary pollutant!Secondary pollutant

A primary pollutant is a pollutant that is emitted directly from the source. In

terms of atmospheric pollutants from petroleum, examples are carbon oxides, sulfur

dioxide, and nitrogen oxides from fuel combustion operations:
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2 C½ �petroleum þ O2 ! 2CO

C½ �petroleum þ O2 ! CO2

2 N½ �petroleum þ O2 ! 2NO

N½ �petroleum þ O2 ! NO2

S½ �petroleum þ O2 ! SO2

Hydrogen sulfide and ammonia are produced from processing sulfur-containing

and nitrogen-containing feedstocks:

@S½ �petroleum þ H2 ! H2Sþ hydrocarbons

2 N½ �petroleum þ 3H2 ! 2NH3 þ hydrocarbons

A secondary pollutant is a pollutant that is produced by the interaction of

a primary pollutant with another chemical. A secondary pollutant may also be

produced by dissociation of a primary pollutant, or other effects within a particular

ecosystem. Again, using the atmosphere as an example, the formation of the

constituents of acid rain is an example of the formation of secondary pollutants:

SO2 þ H2O ! H2SO3 ðsulfurous acidÞ

@2SO2 þ O2 ! 2SO3

SO3 þ H2O ! H2SO4 ðsulfuric acidÞ

NOþ H2O ! HNO2 ðnitrous acidÞ

3NO2 þ 2H2O ! HNO3 ðnitric acidÞ

In many cases, these secondary pollutants can have significant environmental

effects, such as participation in the formation of acid rain and smog [5].

An environmental regulation is a legal mechanism that determines how the

policy directives of an environmental law are to be carried out. An environmental
policy is a requirement that specifies operating procedures that must be followed.

An environmental guidance is a document developed by a governmental agency

that outlines a position on a topic or which gives instructions on how a procedure

must be carried out. It explains how to do something and provides governmental

interpretations on a governmental act or policy.
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Environmental Regulations

Environmental issues range from the effects of pollutants on the population at large

to effects on the lives of workers in various occupations where sickness or

doisability can result from exposure to chemical agents [5, 7, 8].

There are a variety of regulations (Table 4.1) that apply to petroleum refining

[6]. The most popular is the series of regulations known as the Clean Air Act that

first was introduced in 1967 and was subsequently amended in 1970 and most

recently in 1990. The most recent amendments provide stricter regulations for the

establishment and enforcement of national ambient air quality standards for, as an

example, sulfur dioxide. These standards do not stand alone, and there are many

national standards for sulfur emissions.

The laws of relevance to the petroleum industry are:

The Clean Air Act Amendments

The first Clean Air Act of 1970 and the 1977 Amendments consisted of three titles.

Title I dealt with stationary air emission sources, Title II with mobile air emission

Table 4.1 Environmental regulations that apply to energy production

First enacted Amended

Clean Air Act 1970 1977

1990

Clean Water Act (Water Pollution Control Act) 1948 1965a

1972b

1977

1987c

Comprehensive Environmental Response,

Compensation and Liability Act

1980 1986d

Hazardous Material Transportation Act 1974 1990

Occupational Safety and Health Act 1970 1987e

Oil Pollution Act 1924 1990f

Resource Conservation and Recovery Act 1976 1980g

Safe Drinking Water Act 1974 1986h

Superfund Amendments and Reauthorization Act (SARA) 1986

Toxic Substances Control Act 1976 1984i

aWater Quality Act
bWater Pollution Control Act
cWater Quality Act
dSARA Amendments
eSeveral amendments during the 1980s
fInteractive with various water pollution acts
gFederal cancer policy initiated
hSeveral amendments during the 1970s and 1980s
iImport rule enacted
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sources, and Title III with definitions of appropriate terms as well as applicable

standards for judicial review.

The Clean Air Act Amendments of 1990 contain extensive provisions for control
of the accidental release of toxic substances from storage or transportation as well

as the formation of acid rain (acid deposition). In addition, the requirement that the

standards be technology based removes much of the emotional perception that all

chemicals are hazardous as well as the guesswork from legal enforcement of the

legislation. The requirement also dictates environmental and health protection with

an ample margin of safety.

The Water Pollution Control Act (The Clean Water Act)

There are several acts that relate to the protection of the waterways in the United

States but of particular interest to the petroleum industry in the present context is

the Water Pollution Control Act (Clean Water Act). The objective of the Act is to
restore and maintain the chemical, physical, and biological integrity of water

systems.

The original Water Pollution Control Act of 1948 and The Water Quality Act of

1965 were generally limited to control of pollution of interstate waters and the

adoption of water-quality standards by the states for interstate water within their

borders. The first comprehensive water-quality legislation in the United States

came into being in 1972 as the Water Pollution Control Act, which was amended

in 1977 and retitled to become the Clean Water Act. Further amendments in 1978

were enacted to deal more effectively with spills of crude oil, with other

amendments following in 1987 under the new name of the Water Quality Act.

Section 311 of the Clean Water Act includes elaborate provisions for regulating

intentional or accidental discharges of petroleum and of hazardous substances.

Included are response actions required for oil spills and the release or discharge of

toxic and hazardous substances. As an example, the person in charge of a vessel or an

onshore or offshore facility from which any chemical substance is discharged, in

quantities equal to or exceeding its reportable quantity, must notify the appropriate

federal agency as soon as such knowledge is obtained. The Exxon Valdez disaster
and the recent spillage of oil into the Gulf of Mexico by BP are well-known

examples of such a discharge of chemicals – the chemical being oil.

The Safe Drinking Water Act

The Safe Drinking Water Act, first enacted in 1974, was amended several times in

the 1970s and 1980s to set national drinking water standards. The Act calls for

regulations that (1) apply to public water systems, (2) specify contaminants that
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may have any adverse effect on the health of persons, and (3) specify contaminant

levels. Statutory provisions are included to cover underground injection control

systems. The Act also requires maximum levels at which a contaminant must have

no known or anticipated adverse effects on human health, thereby providing an

adequate margin of safety.
The Superfund Amendments and Reauthorization Act (SARA) set the same

standards for groundwater as for drinking water in terms of necessary cleanup

and remediation of an inactive site that might be a former petroleum refinery.

Under the Act, all underground injection activities must comply with the drinking

water standards as well as meet specific permit conditions that are in unison with the

provisions of the Clean Water Act.

The Resource Conservation and Recovery Act

Since its initial enactment in 1976, the Resource Conservation and Recovery Act

(RCRA) continues to promote safer waste management programs. Besides the

regulatory requirements for waste management, the Act specifies the mandatory

obligations of generators, transporters, and disposers of waste as well as those of

owners and/or operators of waste treatment, storage, or disposal facilities. The

waste might be garbage, refuse, and sludge from a treatment plant or from

a water supply treatment plant or air pollution control facility and other discarded

material, including solid, liquid, semisolid, or contained gaseous material resulting

from industrial, commercial, mining, and agricultural operations and from commu-

nity activities.

The Act also states that solid waste does not include solid, or dissolved, materials

in domestic sewage, or solid or dissolved materials in irrigation return flows or

industrial discharges. A solid waste becomes a hazardous waste if it exhibits any

one of four specific characteristics: (1) ignitability, (2) reactivity, (3) corrosivity, or

(4) toxicity. Certain types of solid wastes (e.g., household waste) are not considered

to be hazardous, irrespective of their characteristics.

The Toxic Substances Control Act

The Toxic Substances Control Act was first enacted in 1976 and was designed to

provide controls for those chemicals that may threaten human health or the envi-

ronment. Particularly hazardous are the cyclic nitrogen species and that often occur

in high-boiling petroleum fractions, distillation residua, and cracked residua.

The Act specifies a premanufacture notification requirement by which any

manufacturer must notify the Environmental Protection Agency at least 90 days
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prior to the production of a new chemical substance. Notification is also required

even if there is a new use for the chemical that can increase the risk to the

environment. No notification is required for chemicals that are manufactured in

small quantities solely for scientific research and experimentation.

A new chemical substance is a chemical that is not listed in the Environmental

Protection Agency Inventory of Chemical Substances or is an unlisted reaction

product of two or more chemicals. In addition, the term “chemical substance”
means any organic or inorganic substance of a particular molecular identity,

including any combination of such substances occurring in whole or in part as

a result of a chemical reaction or occurring in nature, and any element

or uncombined radical. The term “mixture” means any combination of two or

more chemical substances if the combination does not occur in nature and is

not, in whole or in part, the result of a chemical reaction.

The Comprehensive Environmental Response, Compensation,
and Liability Act

The Comprehensive Environmental Response, Compensation, and Liability Act

(CERCLA), generally known as Superfund, was first signed into law in 1980. The

purpose of this Act is to provide a response mechanism for cleanup of any

hazardous substance released, such as an accidental spill, or of a threatened release

of a chemical.

Under this Act, a hazardous substance is any substance requiring (1) special

consideration due to its toxic nature under the Clean Air Act, the Clean Water Act,

or the Toxic Substances Control Act and (2) any waste that is hazardous waste

under RCRA. Additionally, a pollutant or contaminant can be any other substance

not necessarily designated by or listed in the Act but that will or may reasonably be
anticipated to cause any adverse effect in organisms and/or their offspring.

The Occupational Safety and Health Act

The Occupational Safety and Health Administration (OSHA) came into being in

1970 and is responsible for administering the Occupational Safety and Health Act.

Occupational health hazards are those factors arising in or from the occupational

environment that adversely impact health.

The goal of the Act is to ensure that employees do not suffer material impairment

of health or functional capacity due to a lifetime occupational exposure to chemicals.

The Act is also responsible for the means by which chemicals are contained.
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The Oil Pollution Act

The Oil Pollution Act of 1990 deals with pollution of waterways by crude oil.

The Act specifically deals with petroleum vessels and onshore and offshore

facilities and imposes strict liability for oil spills on their owners and operators.

The Hazardous Materials Transportation Act

The Hazardous Materials Transportation Act authorizes the establishment and

enforcement of hazardous material regulations for all modes of transportation by

highway, water, and rail. The purpose of the Act is to ensure safe transportation of

hazardous materials. The Act prevents any person from offering or accepting for

transportation a hazardous material (any substance or material, including

a hazardous substance and hazardous waste, which is capable of posing an unrea-

sonable risk to health, safety, and property) for transportation anywhere within the

United States.

The Act also imposes restrictions on the packaging, handling, and shipping of

hazardous materials in which the appropriate documentation, markings, labels, and

safety precautions are required.

Processes and Process Wastes

Enhanced oil recovery (EOR) processes rely upon the use of chemical or thermal

energy to recover crude oil that is trapped in pores of reservoir rock after primary

and secondary (waterflood) crude oil production has ceased [2, 9].

Chemicals used for enhanced oil recovery include surfactants to reduce the

interfacial tension between oil and water, and oil and rock interfaces. Many

microorganisms produce biosurfactants and perform this activity by fermentation

of inexpensive raw materials such as molasses. Several biosurfactants are being

evaluated for use in enhanced oil recovery.

A major issue in enhanced oil recovery processes is the variation of permeability

in petroleum reservoirs. When water is injected to displace oil, the water will

preferentially flow through areas of highest permeability, and bypass much of the

oil. When chemicals are injected, they may also flow preferentially into high-

permeability zones with the water, but then will grow and block those zones.

When high-permeability zones are blocked, sweep efficiency is improved, and

thus oil recovery.
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Transportation

In addition to the conventional meaning of the term process, the recovery and

transportation of petroleum also needs to be considered here.

Oil spills during petroleum transportation have been the most visible problem.

There have also been instances of oil wells at sea “blowing out,” or flowing

uncontrollably, although the amounts from blowouts tend to be smaller than from

tanker accidents.

Tanker accidents typically have a severe impact on ecosystems because of the

rapid release of hundreds of thousands of barrels of crude oil (or crude oil products)

into a small area.

While oil is at least theoretically biodegradable, large-scale spills can over-

whelm the ability of the ecosystem to break the oil down. Over time, the lighter

portions of crude oil evaporate, leaving the nonvolatile portion. Oil itself breaks

down the protective waxes and oils in the feathers and fur of birds and animals.

Some crude oils contain toxic metals as well. The impact of any given oil spill is

determined by the size of the spill, the degree of dispersal, and the chemistry of the

oil. Spills at sea are thought to have a less detrimental effect than spills in shallow

waters.

Refining

Petroleum refining is a complex sequence of chemical events that result in the

production of a variety of products (Fig. 4.1). In fact, petroleum refining might be

considered as a collection of individual, yet related processes that are each capable

of producing effluent streams [2, 6].

Petroleum refining, as it is currently known, will continue at least for the next 3

decades. In spite of the various political differences that have caused fluctuations in

petroleum imports, it is reality that imports of petroleum and petroleum products into

the United States are on the order of 67% of the total requirements [2].

Petroleum, like any other raw material, is capable of producing chemical waste.

By 1960, the petroleum refining industry had become well established throughout

the world. Effluent water, atmospheric emissions, and combustion products also

became a focus of increased technical attention [4, 5, 10–13].

Refineries produce a wide variety of products from petroleum feedstocks and

feedstock blends [2, 14]. During petroleum refining, refineries use and generate an

enormous amount of chemicals, some of which are present in air emissions,

wastewater, or solid wastes (Table 4.2) [2, 6]. Emissions are also created through

the combustion of fuels, and as by-products of chemical reactions occurring when

petroleum fractions are upgraded. A large source of air emissions is, generally, the

process heaters and boilers that produce carbon monoxide, sulfur oxides, and

nitrogen oxides, leading to pollution and the formation of acid rain.
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Table 4.2 Emissions and waste from refinery processes

Process Air emissions Residual wastes generated

Crude oil desalting Heater stack gas (CO, SOx, NOx,

hydrocarbons, and particulates),

fugitive emissions

(hydrocarbons)

Crude oil/desalter sludge

(iron rust, clay, sand,

water, emulsified oil and

wax, metals)

Atmospheric

distillation

Vacuum distillation

Heater stack gas (CO, SOx, NOx,

hydrocarbons and particulates),

vents and fugitive emissions

(hydrocarbons), steam ejector

emissions (hydrocarbons), heater

stack gas (CO, SOx, NOx,

hydrocarbons, and particulates),

vents and fugitive emissions

(hydrocarbons)

Typically, little or no residual

waste generated

Thermal cracking/

visbreaking

Heater stack gas (CO, SOx, NOx,

hydrocarbons, and particulates),

vents and fugitive emissions

(hydrocarbons)

Typically, little or no residual

waste generated

Coking Heater stack gas (CO, SOx, NOx,

hydrocarbons, and particulates),

vents and fugitive emissions

(hydrocarbons), and decoking

emissions (hydrocarbons and

particulates)

Coke dust (carbon particles

and hydrocarbons)

Catalytic cracking Heater stack gas (CO, SOx, NOx,

hydrocarbons, and particulates),

fugitive emissions

(hydrocarbons), and catalyst

regeneration (CO, NOx, SOx, and

particulates)

Spent catalysts (metals from

crude oil and

hydrocarbons), spent

catalyst fines from

electrostatic precipitators

(aluminum silicate and

metals)

Catalytic

hydrocracking

Heater stack gas (CO, SOx, NOx,

hydrocarbons, and particulates),

fugitive emissions

(hydrocarbons), and catalyst

regeneration (CO, NOx, SOx, and

catalyst dust)

Spent catalysts fines

Hydrotreating/

hydroprocessing

Heater stack gas (CO, SOx, NOx,

hydrocarbons, and particulates),

vents and fugitive emissions

(hydrocarbons), and catalyst

regeneration (CO, NOx, SOx)

Spent catalyst fines (aluminum

silicate and metals)

Alkylation Heater stack gas (CO, SOx, NOx,

hydrocarbons, and particulates),

vents and fugitive emissions

(hydrocarbons)

Neutralized alkylation sludge

(sulfuric acid or calcium

fluoride, hydrocarbons)

Isomerization Heater stack gas (CO, SOx, NOx,

hydrocarbons, and particulates),

HCl (potentially in light ends),

vents and fugitive emissions

(hydrocarbons)

Calcium chloride sludge from

neutralized HCl gas

(continued)
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CO2 þ H2O ! H2CO3 ðcarbonic acidÞ

SO2 þ H2O ! H2SO3 ðsulfurous acidÞ

2SO2 þ O2 ! 2SO3

SO3 þ H2O ! H2SO4 ðsulfuric acidÞ

NOþ H2O ! HNO2ðnitrousacidÞ

2NO þ O2 ! NO2

NO2 þ H2O ! HNO3 ðnitric acidÞ

Hence, there is the need for gas-cleaning operations on a refinery site so that such

gases are cleaned from the gas stream prior to entry into the atmosphere.

Fugitive emissions of volatile hydrocarbons arise from leaks in valves, pumps,

flanges, and other similar sources where crude and its fractions flow through the

system. While individual leaks may be minor, the combination of fugitive

emissions from various sources can be substantial. These emissions are controlled

primarily through leak detection and repair programs and occasionally through the

use of special leak-resistant equipment.

Table 4.2 (continued)

Process Air emissions Residual wastes generated

Polymerization H2S from caustic washing Spent catalyst containing

phosphoric acid

Catalytic reforming Heater stack gas (CO, SOx, NOx,

hydrocarbons, and particulates),

fugitive emissions

(hydrocarbons), and catalyst

regeneration (CO, NOx, SOx)

Spent catalyst fines from

electrostatic precipitators

(alumina silicate and

metals)

Solvent extraction Fugitive solvents Little or no residual wastes

generated

Dewaxing Fugitive solvents, heaters Little or no residual wastes

generated

Propane deasphalting Heater stack gas (CO, SOx, NOx,

hydrocarbons and particulates),

fugitive propane

Little or no residual wastes

generated

Wastewater treatment Fugitive emissions (H2S, NH3, and

hydrocarbons)

API separator sludge (phenols,

metals and oil), chemical

precipitation sludge

(chemical coagulants, oil),

DAF floats, biological

sludge (metals, oil,

suspended solids),

spent lime
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In terms of individual processes, the potential for waste generation and, hence,

leakage of emissions is as follows.

Desalting

Petroleum often contains water, inorganic salts, suspended solids, and water-soluble

trace metals. As a first step in the refining process, to reduce corrosion, plugging, and

fouling of equipment and to prevent poisoning the catalysts in processing units, these

contaminants must be removed by desalting (dehydration) [2].

The two most typical methods of petroleum desalting are (1) chemical separa-

tion and (2) electrostatic separation. In chemical desalting, water and chemical

surfactant (demulsifiers) are added to the petroleum, heated so that salts and other

impurities dissolve into the water or attach to the water, and then held in a tank

where they settle out. Electrical desalting is the application of high-voltage electro-

static charges to concentrate suspended water globules in the bottom of the settling

tank. Surfactants are added only when the crude has a large amount of suspended

solids. A third and less-common process involves filtering heated petroleum using

diatomaceous earth.

In the desalting process, the feedstock crude oil is heated to between 65oC and

177oC (150�F and 350�F) to reduce viscosity and surface tension for easier mixing

and separation of the water, but the temperature is limited by the vapor pressure of

the petroleum constituents. In both methods, other chemicals may be added –

ammonia is often used to reduce corrosion and caustic or acid may be added to

adjust the pH of the water wash. Wastewater and contaminants are discharged from

the bottom of the settling tank to the wastewater treatment facility while the

desalted crude is continuously drawn from the top of the settling tanks and sent to

the crude distillation tower.

Desalting (Fig. 4.2) creates an oily desalter sludge that may be a hazardous waste

and a high temperature salt wastewater stream (treated along with other refinery

wastewaters). The primary polluting constituents in desalter wastewater include

hydrogen sulfide, ammonia, phenol, high levels of suspended solids, and dissolved

solids, with a high biochemical oxygen demand (BOD). In some cases, it is possible

to recycle the desalter effluent water back into the desalting process, depending

upon the type of crude being processed.

Distillation

Atmospheric and vacuum distillation units (Figs. 4.3 and 4.4) are closed processes

and exposures are expected to be minimal.

Both atmospheric distillation units and vacuum distillation units produce refin-

ery fuel gas streams containing a mixture of light hydrocarbons, hydrogen sulfide,

and ammonia. These streams are processed through gas treatment and sulfur
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recovery units to recover fuel gas and sulfur. Sulfur recovery creates emissions of

ammonia, hydrogen sulfide, sulfur oxides, and nitrogen oxides.

When sour (high-sulfur) petroleum is processed, there is potential for exposure

to hydrogen sulfide in the preheat exchanger and furnace, tower flash zone and
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Fig. 4.3 An atmospheric distillation unit (OSHA technical manual, Section IV, Chapter 2:

Petroleum Refining Processes, http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html)
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Fig. 4.2 Schematic of an electrostatic desalting unit (OSHA technical manual, Section IV,

Chapter 2: Petroleum Refining Processes, http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.

html)
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overhead system, vacuum furnace and tower, and bottoms exchanger. Hydrogen

chloride may be present in the preheat exchanger, tower top zones, and overheads.

Wastewater may contain water-soluble sulfides in high concentrations and other

water-soluble compounds such as ammonia, chlorides, phenol, mercaptans, etc.,

depending upon the crude feedstock and the treatment chemicals. Safe work

practices and/or the use of appropriate personal protective equipment may be

needed for exposures to chemicals and other hazards such as heat and noise, and

during sampling, inspection, maintenance, and turnaround activities.

The primary source of emissions is combustion of fuels in the crude preheat

furnace and in boilers that produce steam for process heat and stripping. When

operating in an optimum condition and burning cleaner fuels (e.g., natural gas,

refinery gas), these heating units create relatively low emissions of sulfur oxides,

(SOx), nitrogen oxides (NOx), carbon monoxide (CO), hydrogen sulfide (H2S),

particulate matter, and volatile hydrocarbons. If fired with lower grade fuels (e.g.,

refinery fuel pitch, coke) or operated inefficiently (incomplete combustion), heaters

can be a significant source of emissions.

Petroleum distillation units generate considerable wastewater – often an oily sour

wastewater and the constituents of sour wastewater streams include hydrogen sulfide,

ammonia, suspended solids, chlorides, mercaptans, and phenol, characterized by

a high pH.

Visbreaking and Coking

Visbreaking (Fig. 4.5), like many thermal cracking processes, tends to produce

a relatively small amount of fugitive emissions and sour wastewater [2, 6]. Usually
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otm_iv/otm_iv_2.html)
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some wastewater is produced from steam strippers and the fractionator. Wastewater

is also generated during unit cleanup and cooling operations and from the steam

injection process to remove organic deposits from the soaker or from the coil.

Combined wastewater flows from thermal cracking and coking processes are about

3.0 gal per barrel of process feed.

Delayed coking is the oldest, most widely used process and has changed very

little in the 5 or more decades in which it has been on stream in refineries [2]. Fluid
coking is a continuous fluidized solids process that cracks feed thermally over

heated coke particles in a reactor vessel to gas, liquid products, and coke [2].

Heat for the process is supplied by partial combustion of the coke, with the

remaining coke being drawn as product. The new coke is deposited in a thin fresh

layer on the outside surface of the circulating coke particle.

Coking processes (Figs. 4.6 and 4.7) produce a relatively small amount of sour

wastewater from steam strippers and fractionators. Wastewater is generated during

coke removal and cooling operations and from the steam injection process to cut

coke from the coke drums. Combined wastewater flows from thermal cracking and

coking processes are about 3.0 gal per barrel of process feed.
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Particulate emissions from decoking can also be considerable. Coke-laden water

from decoking operations in delayed cokers (hydrogen sulfide, ammonia,

suspended solids), coke dust (carbon particles and hydrocarbons) occur.

Fluid Catalytic Cracking

Fluid catalytic cracking (Fig. 4.8) is one of the largest sources of air emission in

refineries [2, 6]. Air emissions are released in process heater flue gas, as fugitive

emissions from leaking valves and pipes, and during regeneration of the cracking

catalyst. If not controlled, catalytic cracking is one of the most substantial sources

of carbon monoxide and particulate emissions in the refinery. In non-attainment

areas where carbon monoxide and particulates are above acceptable levels, carbon

monoxide waste heat boilers (CO boiler) and particulate controls are employed.

Carbon monoxide produced during regeneration of the catalyst is converted to

carbon dioxide either in the regenerator or further downstream in a carbon monox-

ide waste heat boiler (CO boiler). Catalytic crackers are also significant sources of

sulfur oxides and nitrogen oxides. The nitrogen oxides produced by catalytic

crackers is expected to be a major target of emissions reduction in the future.

Catalytic cracking units, like coking units, usually include some form of frac-

tionation or steam stripping as part of the process configuration. These units all

produce sour waters and sour gases containing some hydrogen sulfide and ammo-

nia. Like crude oil distillation, some of the toxic releases reported by the refining

industry are generated through sour water and gases, notably ammonia. Gaseous
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Fig. 4.8 Schematic of a fluid catalytic cracking unit [12]
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ammonia often leaves fractionating and treating processes in the sour gas along

with hydrogen sulfide and fuel gases [6].

Catalytic cracking (primarily fluid catalytic cracking) generates considerable

sour wastewater from fractionators used for product separation, from steam

strippers used to strip oil from catalysts, and in some cases from scrubber water.

The steam stripping process used to purge and regenerate the catalysts can contain

metal impurities from the feed in addition to oil and other contaminants. Sour

wastewater from the fractionator/gas concentration units and steam strippers

contains oil, suspended solids, phenols, cyanides, hydrogen sulfide, ammonia,

spent catalysts, metals from crude oil, and hydrocarbons.

Catalytic cracking generates significant quantities of spent process catalysts

(containing metals from crude oils and hydrocarbons) that are often sent off-site

for disposal or recovery or recycling. Management options can include land filling,

treatment, or separation and recovery of the metals. Metals deposited on catalysts

are often recovered by third-party recovery facilities. Spent catalyst fines

(containing aluminum silicate and metals) from electrostatic precipitators are also

sent off-site for disposal and/or recovery options.

Catalytic crackers also produce a significant amount of fine catalyst dust that

results from the constant movement of catalyst grains against each other. This dust

contains primarily alumina (Al2O3) and small amounts of nickel (Ni) and vanadium

(V), and is generally carried along with the carbon monoxide stream to the carbon

monoxide waste heat boiler. The dust is separated from the carbon dioxide stream

exiting the boiler through the use of cyclones, flue gas scrubbing, or electrostatic

precipitators.

Hydrocracking and Hydrotreating

Hydrocracking (Fig. 4.9) generates air emissions through process heater flue gas,

vents, and fugitive emissions [2, 6]. Unlike fluid catalytic cracking catalysts,

hydrocracking catalysts are usually regenerated off-site after months or years of

operations, and little or no emissions or dust is generated. However, the use of

heavy oil as feedstock to the unit can change this balance.

Hydrocracking produces less sour wastewater than catalytic cracking. Hydro-

cracking, like catalytic cracking, produces sour wastewater at the fractionator. These

processes include processing in a separator (API separator, corrugated plate inter-

ceptor) that creates sludge [2, 6]. Physical or chemical methods are then used to

separate the remaining emulsified oils from the wastewater. Treated wastewater may

be discharged to public wastewater treatment, to a refinery secondary treatment

plant for ultimate discharge to public wastewater treatment, or may be recycled and

used as process water. The separation process permits recovery of usable oil, and

also creates a sludge that may be recycled or treated as a hazardous waste.

Like catalytic cracking, hydrocracking processes generate toxic metal

compounds, many of which are present in spent catalyst sludge and catalyst fines

4 Petroleum Refining and Environmental Control and Environmental Effects 79



generated from catalytic cracking and hydrocracking. These include metals such as

nickel (Ni), cobalt (Co), and molybdenum (Mo).

Hydrotreating is the less severe removal of heteroatomic species by treatment of

a feedstock or product in the presence of hydrogen [2, 6]. The process (Fig. 4.10)

generates air emissions through process heater flue gas, vents, and fugitive

emissions [6]. Unlike fluid catalytic cracking catalysts, hydrotreating catalysts are

usually regenerated off-site after months or years of operations, and little or no

emissions or dust is generated from the catalyst regeneration process at the refinery.

Air emissions factors for emissions from process heaters and boilers used through-

out the refinery can be calculated (Emissions Factors & AP 42, Compilation of Air
Pollutant Emission Factors).

Fugitive air emissions of volatile components released during hydrotreating may

also be toxic components. These include toluene, benzene, xylenes, and other

volatiles that are reported as toxic chemical releases under the EPA Toxics Release

Inventory.
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Hydrotreating generates sour wastewater from fractionators used for product

separation. Like most separation processes in the refinery, the process water used in

fractionators often comes in direct contact with oil, and can be highly contaminated.

It also contains hydrogen sulfide and ammonia and must be treated along with other

refinery sour waters.

Oily sludge from the wastewater treatment facility that result from treating oily

and/or sour wastewaters from hydrotreating and other refinery processes may be

hazardous wastes, depending on how they are managed. These include API separator

sludge, primary treatment sludge, sludge from various gravitational separation units,

and float from dissolved air flotation units.

Hydrotreating also produces some residuals in the form of spent catalyst fines,

usually consisting of aluminum silicate and some metals (e.g., cobalt, molybdenum,

nickel, tungsten). Spent hydrotreating catalyst is now listed as a hazardous waste

(K171) (except for most support material). Hazardous constituents of this waste

include benzene and arsenia (arsenic oxide, As2O3). The support material for these

catalysts is usually an inert ceramic (e.g., alumina, Al2O3).

Alkylation and Polymerization

Alkylation (Fig. 4.11) combines low-molecular-weight olefins (primarily a mixture

of propylene and butylene) with isobutene in the presence of a catalyst, either

sulfuric acid or hydrofluoric acid [2]. The product is called alkylate and is com-

posed of a mixture of high-octane, branched-chain paraffinic hydrocarbons. Alkyl-

ate is a premium blending stock because it has exceptional antiknock properties and

is clean burning. The octane number of alkylate depends mainly upon the kind of

olefins used and upon operating conditions.

Emissions from alkylation processes (Figs. 4.11 and 4.12) and polymerization

processes (Fig. 4.13) include fugitive emissions of volatile constituents in the feed,
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Fig. 4.10 A distillate hydrotreating unit (OSHA technical manual, Section IV, Chapter 2:
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and emissions that arise from process vents during processing. These can take the form

of acidic hydrocarbon gases, nonacidic hydrocarbon gases, and fumes that may

have a strong odor (from sulfonated organic compounds and organic acids, even at

low concentrations). To prevent releases of hydrofluoric acid, refineries install a variety

of mitigation and control technologies (e.g., acid inventory reduction, hydrogen fluo-

ride detection systems, isolation valves, rapid acid transfer systems, and water spray

systems).
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Fig. 4.11 An alkylation unit (sulfuric acid catalyst) (OSHA technical manual, Section IV,

Chapter 2: Petroleum Refining Processes, http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.

html)
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In hydrofluoric acid alkylation processes, acidic hydrocarbon gases can originate

anywhere hydrogen fluoride is present (e.g., during a unit upset, unit shutdown, or

maintenance) [2, 6]. Hydrofluoric acid alkylation units are designed to pipe these

gases from acid vents and valves to a separate closed-relief system where the acid is

neutralized.

Another source of emissions is combustion of fuels in process boilers to produce

steam for strippers. As with all process heaters in the refinery, these boilers produce

significant emissions of sulfur oxides, nitrogen oxides, carbon monoxide, particu-

late matter, and volatile hydrocarbons.

Alkylation generates relatively low volumes of wastewater, primarily from

water washing of the liquid reactor products. Wastewater is also generated from

steam strippers, depropanizers, and debutanizers, and can be contaminated with oil

and other impurities. Liquid process waters (hydrocarbons and acid) originate from

minor undesirable side reactions and from feed contaminants, and usually exit as

a bottoms stream from the acid regeneration column. The bottom layer is an

acid–water mixture that is sent to the neutralizing drum. The acid in this liquid

eventually ends up as insoluble calcium fluoride.

Sulfuric acid alkylation generates considerable quantities of spent acid that must

be removed and regenerated. Nearly all the spent acid generated at refineries is

regenerated and recycled and, although technology for on-site regeneration of spent

sulfuric acid is available, the supplier of the acid may perform this task off-site. If

sulfuric acid production capacity is limited, acid regeneration is often done on-site.

The development of internal acid regeneration for hydrofluoric acid units has

virtually eliminated the need for external regeneration, although most operations

retain one for start-ups or during periods of high feed contamination.

Both sulfuric acid and hydrofluoric acid alkylation units generate neutralization

sludge from treatment of acid-laden streams with caustic solutions in neutralization or
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Fig. 4.13 A polymerization process (OSHA technical manual, Section IV, Chapter 2: Petroleum
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wash systems. Sludge fromhydrofluoric acid alkylation neutralization systems consists

largely of calcium fluoride and unreacted lime, and is usually disposed of in a landfill.

It can also be directed to steel manufacturing facilities, where the calcium fluoride can

be used as a neutral flux to lower the slag-melting temperature and improve slag

fluidity. Calcium fluoride can also be routed back to a hydrofluoric acid manufacturer.

A basic step in hydrofluoric acid manufacture is the reaction of sulfuric acid with

fluorspar (calcium fluoride) to produce hydrogen fluoride and calcium sulfate. Spent

alumina is also generated by the defluorination of some hydrofluoric acid alkylation

products over alumina. It is disposed of or sent to the alumina supplier for recovery.

Other solid residuals from hydrofluoric acid alkylation include any porous materials

that may have come in contact with the hydrofluoric acid.

Catalytic Reforming

Catalytic reforming (Fig. 4.14) converts alkanes to cycloalkanes and to aromatics

and emissions from catalytic reforming include fugitive emissions of volatile

constituents in the feed, and emissions from process heaters and boilers [2, 6]. As

with all process heaters in the refinery, combustion of fossil fuels produces

emissions of sulfur oxides, nitrogen oxides, carbon monoxide, particulate matter,

and volatile hydrocarbons.
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Fig. 4.14 A catalytic reforming unit (OSHA technical manual, Section IV, Chapter 2: Petroleum

Refining Processes, http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html)
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Benzene, toluene, and the xylene isomers are toxic aromatic chemicals that are

produced during the catalytic reforming process and used as feedstocks in chemical

manufacturing. Due to their highly volatile nature, fugitive emissions of these

chemicals are a source of their release to the environment during the reforming

process. Point air sources may also arise during the process of separating these

chemicals.

In a continuous reformer, some particulate and dust matter can be

generated as the catalyst moves from reactor to reactor, and is subject to

attrition. However, due to catalyst design, little attrition occurs, and the only

outlet to the atmosphere is the regeneration vent, which is most often

scrubbed with a caustic to prevent emission of hydrochloric acid (this also

removes particulate matter). Emissions of carbon monoxide and hydrogen

sulfide may occur during regeneration of catalyst.

Isomerization

Isomerization (Fig. 4.15) converts n-butane, n-pentane, and n-hexane into their

respective iso-paraffins of substantially higher octane number [2]. The straight-

chain paraffins are converted to their branched-chain counterparts whose com-

ponent atoms are the same but are arranged in a different geometric structure.

Isomerization is important for the conversion of n-butane into iso-butane, to

provide additional feedstock for alkylation units, and the conversion of normal

pentanes and hexanes into higher branched isomers for gasoline blending.
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Fig. 4.15 A butane isomerization unit (OSHA technical manual, Section IV, Chapter 2: Petro-
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Isomerization processes produce sour water and caustic wastewater. The

ether manufacturing process utilizes a water wash to extract methanol or

ethanol from the reactor effluent stream. After the alcohol is separated, this

water is recycled back to the system and is not released. In those cases where

chloride catalyst activation agents are added, a caustic wash is used to neu-

tralize any entrained hydrogen chloride. This process generates caustic wash

water that must be treated before being released.

Deasphalting and Dewaxing

Propane deasphalting (Fig. 4.16) produces lubricating oil base stocks by extracting

asphaltenes and resins from vacuum distillation residua [2]. Propane is the usual

solvent of choice due to its unique solvent properties. At lower temperatures

(38–60oC, 100–140oF), paraffins are very soluble in propane, and at higher

temperatures, (approximately 93oC, 200oF) hydrocarbons are almost insoluble in

propane. The propane deasphalting process is similar to solvent extraction in that

a packed or baffled extraction tower or rotating disk contactor is used to mix the oil

feed stocks with the solvent.

Air emissions may arise from fugitive propane emissions and process vents.

These include heater stack gas (carbon monoxide, sulfur oxides, nitrogen oxides,

and particulate matter) as well as hydrocarbon emission such as fugitive propane

and fugitive solvents. Steam stripping wastewater (oil and solvents) and solvent

recovery wastewater (oil and propane) are also produced.
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Fig. 4.16 A deasphalting unit
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Dewaxing (Fig. 4.17) processes also produce heater stack gas (carbon monoxide,

sulfur oxides, nitrogen oxides, and particulate matter) as well as hydrocarbon

emission such as fugitive propane and fugitive solvents [2, 6]. Steam stripping

wastewater (oil and solvents) and solvent recovery wastewater (oil and propane) are

also produced. The fugitive solvent emissions may be toxic (toluene, methyl ethyl

ketone, methyl isobutyl ketone).

Gaseous Emissions

Gaseous emissions from petroleum refining create a number of environmental

problems [2, 6]. During combustion, the combination of hydrocarbons, nitrogen

oxide, and sunlight results in localized low levels of ozone, or smog. This is

particularly evident in large urban areas and especially when air does not circulate

well. Petroleum use in automobiles also contributes to the problem in many areas.

The primary effects are on the health of those exposed to the ozone, but plant life

has been observed to suffer as well.

Refinery and natural gas streams may contain large amounts of acid gases, such

as hydrogen sulfide (H2S) and carbon dioxide (CO2) [4, 5]. Hydrogen chloride

(HCl), although not usually considered to be a major pollutant in petroleum

refineries, can arise during processing from the presence of brine in petroleum

that is incompletely dried. It can also be produced from mineral matter and other
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inorganic contaminants, gaining increasing recognition as a pollutant which needs

serious attention.

Acid gases corrode refining equipment, harm catalysts, pollute the atmosphere,

and prevent the use of hydrocarbon components in petrochemical manufacture.

When the amount of hydrogen sulfide is large, it may be removed from a gas stream

and converted to sulfur or sulfuric acid. Some natural gases contain sufficient

carbon dioxide to warrant recovery as dry ice, i.e., solid carbon dioxide. And

there is now a conscientious effort to mitigate the emission of pollutants from

hydrotreating process by careful selection of process parameters and catalysts

[2, 6, 15].

The terms “refinery gas” and “process gas” are also often used to include all of

the gaseous products and by-products that emanate from a variety of refinery

processes [5, 6]. There are also components of the gaseous products that must be

removed prior to release of the gases to the atmosphere or prior to use of the gas in

another part of the refinery, i.e., as a fuel gas or as a process feedstock.

Petroleum refining produces gas streams that often contain substantial amounts

of acid gases such as hydrogen sulfide and carbon dioxide. More particularly

hydrogen sulfide arises from the hydrodesulfurization of feedstocks that contain

organic sulfur:

S½ �feedstock þ H2 ! H2Sþ hydrocarbons

Petroleum refining involves, with the exception of some of the more viscous

crude oils, a primary distillation of the hydrogen mixture, which results in

its separation into fractions differing in carbon number, volatility, specific gravity,

and other characteristics [2, 6]. The most volatile fraction, that contains most of the

gases which are generally dissolved in the crude, is referred to as pipe still gas or
pipe still light ends and consists essentially of hydrocarbon gases ranging from

methane to butane(s), or sometimes pentane(s).

The gas varies in composition and volume, depending on crude origin and on

any additions to the crude made at the loading point. It is not uncommon to re-inject

light hydrocarbons such as propane and butane into the crude before dispatch by

tanker or pipeline. This results in a higher vapor pressure of the crude, but it allows

one to increase the quantity of light products obtained at the refinery. Since light

ends in most petroleum markets command a premium, while in the oil field itself

propane and butane may have to be re-injected or flared, the practice of spiking crude
oil with liquefied petroleum gas is becoming fairly common.

In addition to the gases obtained by distillation of petroleum, more highly

volatile products result from the subsequent processing of naphtha and middle

distillate to produce gasoline. Hydrogen sulfide is produced in the desulfurization

processes involving hydrogen treatment of naphtha, distillate, and residual fuel, and

from the coking or similar thermal treatments of vacuum gas oils and residual fuels.

The most common processing step in the production of gasoline is the catalytic

reforming of hydrocarbon fractions in the heptane (C7) to decane (C10) range.
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In a series of processes commercialized under the generic name reforming,
paraffin and naphthene (cyclic non-aromatic) hydrocarbons are altered structurally

in the presence of hydrogen and a catalyst into aromatics, or isomerized to more

highly branched hydrocarbons. Catalytic reforming processes thus not only result in

the formation of a liquid product of higher octane number, but also produce

substantial quantities of gases. The latter are rich in hydrogen, but also contain

hydrocarbons from methane to butanes, with a preponderance of propane

(CH3CH2CH3), n-butane (CH3CH2CH2CH3), and iso-butane [(CH3)3CH].

A second group of refining operations that contributes to gas production is that of

the catalytic cracking processes [2, 6]. These consist of fluid-bed catalytic cracking
in which heavy gas oils are converted into gas, liquefied petroleum gas, catalytic

naphtha, fuel oil, and coke by contacting the heavy hydrocarbon with the hot

catalyst. Both catalytic and thermal cracking processes, the latter being now largely

used for the production of chemical raw materials, result in the formation of

unsaturated hydrocarbons, particularly ethylene (CH2=CH2), but also propylene

(propene, CH3.CH=CH2), iso-butylene [iso-butene, (CH3)2C=CH2], and the

n-butenes (CH3CH2CH=CH2, and CH3CH=CHCH3) in addition to hydrogen (H2),

methane (CH4) and smaller quantities of ethane (CH3CH3), propane

(CH3CH2CH3), and butanes [CH3CH2CH2CH3, (CH3)3CH]. Diolefins such as

butadiene (CH2=CH.CH=CH2) are also present.

Additional gases are produced in refineries with visbreaking and/or coking

facilities that are used to process the heaviest crude fractions. In the visbreaking

process, fuel oil is passed through externally fired tubes and undergoes liquid phase

cracking reactions, which result in the formation of lighter fuel oil components. Oil

viscosity is thereby reduced, and some gases, mainly hydrogen, methane, and

ethane, are formed. Substantial quantities of both gas and carbon are also formed

in coking (both delayed coking and fluid coking) in addition to the middle distillate

and naphtha. When coking a residual fuel oil or heavy gas oil, the feedstock is

preheated and contacted with hot carbon (coke) which causes extensive cracking of

the feedstock constituents of higher molecular weight to produce lower molecular

weight products ranging from methane, via liquefied petroleum gas and naphtha, to

gas oil and heating oil. Products from coking processes tend to be unsaturated, and

olefin components predominate in the tail gases from coking processes.

A further source of refinery gas is hydrocracking, a catalytic high-pressure pyroly-

sis process in the presence of fresh and recycled hydrogen. The feedstock is again

heavy gas oil or residual fuel oil, and the process is directedmainly at the production of

additional middle distillates and gasoline. Since hydrogen is to be recycled, the gases

produced in this process again have to be separated into lighter and heavier streams;

any surplus recycle gas and the liquefied petroleum gas from the hydrocracking

process are both saturated.

Both hydrocracker gases and catalytic reformer gases are commonly used in

catalytic desulfurization processes. In the latter, feedstocks ranging from light to

vacuum gas oils are passed at pressures of 500–1,000 psi with hydrogen over

a hydrofining catalyst. This results mainly in the conversion of organic sulfur

compounds to hydrogen sulfide,
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S½ �feedstock þ H2 ! H2Sþ hydrocarbons

The reaction also produces some light hydrocarbons by hydrocracking.

Thus refinery streams, while ostensibly being hydrocarbon in nature, may

contain large amounts of acid gases such as hydrogen sulfide and carbon dioxide.

Most commercial plants employ hydrogenation to convert organic sulfur

compounds into hydrogen sulfide. Hydrogenation is effected by means of recycled

hydrogen-containing gases or external hydrogen over a nickel molybdate or cobalt

molybdate catalyst.

In summary, refinery process gas, in addition to hydrocarbons, may contain other

contaminants, such as carbon oxides (COx, where x = 1 and/or 2), sulfur oxides

(SOx, where x = 2 and/or 3), as well as ammonia (NH3), mercaptans (R-SH), and

carbonyl sulfide (COS).

The presence of these impurities may eliminate some of the sweetening pro-

cesses, since some processes remove large amounts of acid gas but not to a

sufficiently low concentration. On the other hand, there are those processes not

designed to remove (or incapable of removing) large amounts of acid gases whereas

they are capable of removing the acid gas impurities to very low levels when the

acid gases are present only in low-to-medium concentration in the gas.

From an environmental viewpoint, not only are the means by which these gases

can be utilized important but also equally important are the effects of these gases on

the environment when they are introduced into the atmosphere.

In addition to the corrosion of equipment of acid gases, the escape into

the atmosphere of sulfur-containing gases can eventually lead to the formation of

the constituents of acid rain, i.e., the oxides of sulfur (SO2 and SO3). Similarly, the

nitrogen-containing gases can also lead to nitrous and nitric acids (through

the formation of the oxides NOx, where x = 1 or 2) which are the other major

contributors to acid rain. The release of carbon dioxide and hydrocarbons as

constituents of refinery effluents can also influence the behavior and integrity of

the ozone layer.

Hydrogen chloride, if produced during refining, quickly picks up moisture in the

atmosphere to form droplets of hydrochloric acid and, like sulfur dioxide, is

a contributor to acid rain [6]. However, hydrogen chloride may exert severe local

effects because, unlike sulfur dioxide, it does not need to participate in any further

chemical reaction to become an acid. Under atmospheric conditions that favor

a buildup of stack emissions in the area of a large industrial complex or power

plant, the amount of hydrochloric acid in rainwater could be quite high.

Natural gas is also capable of producing emissions that are detrimental to the

environment. While the major constituent of natural gas is methane, there are

components such as carbon dioxide (CO), hydrogen sulfide (H2S), and mercaptans

(thiols; R-SH), as well as trace amounts of sundry other emissions. The fact that

methane has a foreseen and valuable end-use makes it a desirable product, but in

several other situations, it is considered a pollutant, having been identified

a greenhouse gas.
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A sulfur removal process must be very precise, since natural gas contains only

a small quantity of sulfur-containing compounds that must be reduced several

orders of magnitude. Most consumers of natural gas require less than 4 ppm in

the gas.

A characteristic feature of natural gas that contains hydrogen sulfide is the

presence of carbon dioxide (generally in the range of 1–4% v/v). In cases where

the natural gas does not contain hydrogen sulfide, there may also be a relative lack

of carbon dioxide.

Acid rain occurs when the oxides of nitrogen and sulfur that are released to the

atmosphere during the combustion of fossil fuels are deposited (as soluble acids)

with rainfall, usually at some location remote from the source of the emissions.

It is generally believed (the chemical thermodynamics are favorable) that acidic

compounds are formed when sulfur dioxide and nitrogen oxide emissions are

released from tall industrial stacks. Gases such as sulfur oxides (usually sulfur

dioxide, SO2) as well as the nitrogen oxides (NOx) react with the water in the

atmosphere to form acids:

SO2 þ H2O ! H2SO3

2SO2 þ O2 ! 2SO3

SO3 þ H2O ! H2SO4

2NOþ H2O ! 2HNO2

2NOþ O2 ! 2NO2

NO2 þ H2O ! HNO3

Acid rain has a pH less than 5.0 and predominantly consists of sulfuric acid

(H2SO4) and nitric acid (HNO3). As a point of reference, in the absence of

anthropogenic pollution sources, the average pH of rain is 6.0 (slightly acidic;

neutral pH = 7.0). In summary, the sulfur dioxide that is produced during a variety

of processes will react with oxygen and water in the atmosphere to yield environ-

mentally detrimental sulfuric acid. Similarly, nitrogen oxides will also react to

produce nitric acid.

Another acid gas, hydrogen chloride (HCl), although not usually considered to

be a major emission, is produced from mineral matter and the brines that often

accompany petroleum during production and is gaining increasing recognition as

a contributor to acid rain. However, hydrogen chloride may exert severe local

effects because it does not need to participate in any further chemical reaction to

become an acid. Under atmospheric conditions that favor a buildup of stack

emissions in the areas where hydrogen chloride is produced, the amount of

hydrochloric acid in rainwater could be quite high.

In addition to hydrogen sulfide and carbon dioxide, gas may contain other

contaminants, such as mercaptans (R-SH) and carbonyl sulfide (COS). The
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presence of these impurities may eliminate some of the sweetening processes since

some processes remove large amounts of acid gas but not to a sufficiently low

concentration. On the other hand, there are those processes that are not designed to

remove (or are incapable of removing) large amounts of acid gases. However, these

processes are also capable of removing the acid gas impurities to very low levels

when the acid gases are there in low-to-medium concentrations in the gas.

On a regional level, the emission of sulfur oxides (SOx) and nitrogen oxides

(NOx) can also cause the formation of acid species at high altitudes, which eventu-

ally precipitate in the form of acid rain, damaging plants, wildlife, and property.

Most petroleum products are low in sulfur or are desulfurized, and while natural gas

sometimes includes sulfur as a contaminant, it is typically removed at the produc-

tion site.

At the global level, there is concern that the increased use of hydrocarbon-based

fuels will ultimately raise the temperature of the planet (global warming), as carbon
dioxide reflects the infrared or thermal emissions from the earth, preventing them

from escaping into space (greenhouse effect). Whether or not the potential for

global warming becomes real will depend upon how emissions into the

atmosphere are handled. There is considerable discussion about the merits and

demerits of the global warming theory [16] and the discussion is likely to continue

for some time. Be that as it may, the atmosphere can only tolerate pollutants up to

a limiting value. And that value needs to be determined. In the meantime, efforts

must be made to curtail the use of noxious and foreign (non-indigenous) materials

into the air.

In summary, and from an environmental viewpoint, petroleum and natural gas

processing can result in similar, if not the same, gaseous emissions as coal [2, 4, 6].

It is a question of degree insofar as the composition of the gaseous emissions may

vary from coal to petroleum but the constituents are, in the majority of cases, the

same.

There are a variety of processes which are designed for sulfur dioxide removal

from gas streams [2], but scrubbing process utilizing limestone (CaCO3) or lime

[Ca(OH)2] slurries have received more attention than other gas scrubbing

processes.

The majority of the gas scrubbing processes are designed to remove sulfur

dioxide from the gas streams; some processes show the potential for removal of

nitrogen oxide(s).

Liquid Effluents

It is convenient to divide the hydrocarbon components of petroleum into the

following three classes:

• Paraffins: saturated hydrocarbons with straight or branched chains

• Naphthenes (alicyclic hydrocarbons): saturated hydrocarbons containing one or

more rings, each of which may have one or more paraffin side chains
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• Aromatic compounds: hydrocarbons containing one or more aromatic nuclei

(for example, benzene, naphthalene, and phenanthrene) which may be co-joined

with (substituted) naphthene rings and/or paraffin side chains

Thermal processing can significantly increase the concentration of polynuclear

aromatic hydrocarbons in the product liquid because the low-pressure hydrogen-

deficient conditions favor aromatization of naphthene constituents and condensa-

tion of aromatics to form larger ring systems. To the extent that more compounds

like benzo(a)pyrene are produced, the liquids from thermal processes will be more

carcinogenic than asphalt.

The sludge produced on acid treatment of petroleum distillates [2, 6], even

gasoline and kerosene, is complex in nature. Esters and alcohols are present from

reactions with olefins; sulfonation products from reactions with aromatic compounds,

naphthene compounds, and phenols; and salts from reactions with nitrogen bases.

To these constituents must be added the various products of oxidation–reduction

reactions: coagulated resins, soluble hydrocarbons, water, and free acid.

The disposal of the sludge is a comparatively simple process for the sludge

resulting from treating gasoline and kerosene, the so-called light oils. The insoluble

oil phase separates out as a mobile tar, which can be mixed and burned without too

much difficulty.

In all cases, careful separation of reaction products is important to the recovery

of well-refined materials. This may not be easy if the temperature has risen as

a consequence of chemical reaction. This will result in a persistent dark color

traceable to reaction products that are redistributed as colloids. Separation may

also be difficult at low temperature because of high viscosity of the stock, but this

problem can be overcome by dilution with light naphtha or with propane.

In addition, delayed coking also requires the use of large volumes of water for

hydraulic cleaning of the coke drum. However, the process water can be recycled if

the oil is removed by skimming and suspended coke particles are removed by

filtration. If this water is used in a closed cycle, the impact of delayed coking on

water treatment facilities and the environment is minimized. The flexicoking

process offers one alternative to direct combustion of coke for process fuel. The

gasification section is used to process excess coke to mixture of carbon monoxide

(CO), carbon dioxide (CO2), hydrogen (H2), and hydrogen sulfide (H2S) followed

by treatment to remove the hydrogen sulfide. Currently, maximum residue conver-

sion with minimum coke production is favored over gasification of coke.

Solid Effluents

Catalyst disposal is a major concern in all refineries. In many cases, the catalysts are

regenerated at the refinery for repeated use. Disposal of spent catalysts is usually

part of an agreement with the catalysts manufacturer whereby the spent catalyst is

returned for treatment and re-manufacture.
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The formation of considerable quantities of coke in the coking processes is

a cause for concern since it not only reduces the yield of liquid products but also

initiates the necessity for disposal of the coke. Stockpiling to coke may be a partial

answer unless the coke contains leachable materials that will endanger the ecosys-

tem as a result of rain or snow melt.

In addition, the generation and emission of sulfur oxides (particularly sulfur

dioxide) originates from the combustion of sulfur-containing coke as plant fuel.

Sulfur dioxide (SO2) has a wide range of effects on health and on the environment.

These effects vary from bronchial irritation upon short-term exposure to

contributing to the acidification of lakes. Emissions of sulfur dioxide, therefore,

are regulated in many countries.

Future Directions

The petroleum refining industry includes integrated process operations that are

engaged in refining crude petroleum into refined petroleum products, especially

liquid fuels such as gasoline and diesel as well as processes that produce raw

materials for the petrochemical industry.

Over the past 4 decades, the refining industry has experienced significant

changes in oil market dynamics, resource availability, and technological

advancements. Advancements made in exploration, production, and refining

technologies allow utilization of resources such as heavy oil and tar sand bitumen

that were considered economically and technically unsuitable in the middle decades

of the past century. Along with the many challenges, it is imperative for refiners to

raise their operations to new levels of performance. Merely extending today’s

performance incrementally will fail to meet most company’s performance goals.

Petroleum refining in the twenty-first century will continue to be shaped by the

factors such as consolidation of oil companies, dramatic changes in market demand,

customization of products, and a decrease in the API gravity and sulfur content of

the petroleum feedstocks. In fact, in addition to a (hopeful but unlikely) plentiful

supply of petroleum, the future of the refining industry will base on the following

factors such as (1) increased operating costs or investments due to stringent

environmental requirements for facilities and products, (2) accelerating globaliza-

tion resulting in stronger international petroleum price scenarios. The effect of

these factors is likely to reduce refinery profit margins further, and petroleum

companies worldwide will need to make significant changes in their operation

and structure to be competitive on global basis.

As global petroleum consumption increases and resources are depleted, the

production of fuels and petrochemicals from residua, heavy oil, and tar sand

bitumen will increase significantly. In fact, over the next decade, refineries will

need to adapt to receiving heavier oils as well as a range of bio-feedstocks. It is

conceivable that current refineries could not handle such a diverse slate of

feedstocks without experiencing shutdowns and related problems.

94 J.G. Speight



As feedstocks to refineries change, there must be an accompanying change in

refinery technology as petroleum feedstocks are becoming highly variable. At the

same time, more stringent anti-pollution regulations are forcing greater restrictions

on fuel specifications. There are fundamental limitations on how far current pro-

cesses can go in achieving proper control over feedstock behavior. This means

a movement from conventional means of refining heavy feedstocks by using

(typically) a coking process to more development and use of more innovative

processes that will produce the maximum yields of liquid fuels (or other desired

products) fuels from the feedstock.

Thus, the need for the development of upgrading processes continues in order to

fulfill the product market demand as well as to satisfy environmental regulations.

One area in particular, the need for residuum conversion, technology has emerged

as result of declining residual fuel oil market and the necessity to upgrade crude oil

residua beyond the capabilities of the visbreaking, coking, and low-severity

hydrodesulfurization processes.

Technological advances are on the horizon for alternate sources of transportation

fuels. For example, gas-to-liquids and biomass-to-liquids are just two of the

concepts currently under development. However, the state of many of these

technologies coupled with the associated infrastructure required to implement

them leaves traditional refining of petroleum hydrocarbons for transportation

fuels as the modus operandi for the foreseeable future, which for the purposes of

this text is seen to be 50 years. The near future challenge for refiners will be how to

harness new technologies to remain alive in a changing global marketplace.

It is imperative for refiners to raise their operations to new levels of performance.

Merely extending current process performance incrementally will fail to meet most

future performance goals. To do this, it will be necessary to reshape refining

technology to be more adaptive to changing feedstocks and product demand and

to explore the means by which the technology and methodology of refinery

operations can be translated not only into increased profitability but also into

survivability.

Furthermore, environmental regulations could either preclude unconventional

production or, more likely, raise the cost significantly. If future US laws limited

and/or taxed greenhouse gas emissions, these laws will lead to substantial increase

in the costs of production of fuels from unconventional sources. In addition to

increases in the volumes of carbon dioxide, restrictions on access to water also

could prove costly, especially in the arid or semiarid western States. In addition,

environmental restrictions on land use could preclude unconventional oil produc-

tion in some areas of the United States.

The general prognosis for reduction of emissions or emission cleanup is

optimistic. It is considered likely that most of their environmental impact of

petroleum refining can be substantially abated. A considerable investment in

retrofitting or replacing existing facilities and equipment will be needed although

a conscious goal must be to improve the efficiency with which petroleum is

transformed and consumed.
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Chapter 5

Oil Shale Processing, Chemistry and Technology

Vahur Oja and Eric M. Suuberg

Glossary

Bitumen Orga Processing, Chemistry and Technology solvent-soluble

portion of oil shale organic matter.

Direct retorting Retorting in which the process heat requirement is accom-

plished by combustion of a portion of the oil shale within the

retort.

Ex situ retorting Oil shale retorting performed aboveground (requiring mining

of the oil shale).

Indirect retorting Retorting in which the process heat requirement is provided by

heated gaseous or solid heat carriers produced outside the

retort, and then brought into contact with the retort contents.

In situ retorting Heating of oil shale underground in order to release shale oil

(also called underground retorting). Confinement of the shale

is provided by the surrounding earth, in this case.

Kerogen Macromolecular and organic solvent-insoluble organic matter

of oil shale, but more broadly applied to these sorts of organic

components of sedimentary rocks.
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Oil shale Oil shale has a wide range of definitions. A general definition

that encompasses most is that it consists of a sedimentary rock

containing various amounts of solid organic material bound

dispersedly in a mineral matrix and yielding principally a shale

oil upon pyrolysis.

Pyrolysis A thermochemical decomposition process of organic matter,

effected by heating the material in the absence of oxygen.

Retort gas Noncondensable combustible gas, a mixture of gases from an

oil shale retort that remains after particulate matter and

condensed liquids have been removed.

Retort water Water collected during oil shale retorting from offgas stream

together with oil.

Retorting In shale oil recovery technologies, retorting is a pyrolytic

process designed to produce oil. Generally, this process is

performed by placing oil shale in a sealed vessel heated in

order to promote pyrolysis; this reactor is called a retort.

Retorting residue

or spent shale

Solid waste material remaining after retorting. This material

contains most of the mineral matter of the original shale

(possibly partially decomposed) and a carbon-rich (char) resi-

due from the organic fraction (which may sometimes be

referred to as a semicoke).

Shale oil Room temperature liquid phase organic material, oil product,

recoverable from the thermal decomposition of kerogen or

separated from the offgas stream of an oil shale retort.

Thermobitumen A bitumen not contained in the original oil shale, but produced

by the action of heat on the shale; a thermal degradation

(pyrolysis) product of kerogen.

Definition of the Subject

Oil shale is a complex mixture of organic and inorganic phases, in which the

organic phase is normally that of the greater economic and practical value.

In nature there exists a wide range of materials that include these same components,

and not all of these materials are candidates for actual use; in some instances, the

organic content is simply too low to make processing of the oil shale of any

economic interest. Thus, one of the first things that needs to be answered in asking

what oil shales it makes sense to study is the question of what sorts of oil shale

should be considered as the subject of practical use. This summary begins with

a consideration of this fundamental question, and is guided by what has historically

been accepted as definitions of oil shales of practical interest. It is recognized that

these definitions come from different locations and time periods, with differing

demands for the energy or raw materials that the oil shale could provide. This,

in turn, means that these definitions can change with time and place, but here they

offer a framework for the discussion that follows.
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Because in oil shale the organic and inorganic phases form such an intimate

mixture, it is critical to consider how this might influence the practical conversion

processes to which the oil shale is ultimately subjected. At the same time, it is

essential to recognize how the experimental research used to develop these practical

processes can be influenced by decisions on how to prepare the oil shale for testing.

Isolation of the kerogen material from the oil shale offers advantages in terms of

simplifying or enabling certain types of organic fraction analysis, or the evaluation

of proposed processing steps in the laboratory. In many instances, this might make

good scientific sense, but in other cases, it is important to note that there might be

inadvertent changes induced in the material, and in its potential conversion chem-

istry, by the separation. This summary will only provide a brief overview of some of

the aspects of research performed on the different phases present in the oil shale,

and offer only this general warning to be cautious regarding the possibility of

artifacts induced by separations of the raw material.

The main focus of this entry is on the chemistry of oil shale conversion. Virtually

all oil shale conversion processes begin with a thermal degradation of the organic

macromolecular structure. The organic fraction of oil shale is largely unrecoverable

in any useful form without such a thermal degradation, since the extractable

bitumen content in unheated oil shale is normally but a few percent at most.

The thermal degradation is critical whether the oil shale is processed to recover

oil or burned directly to generate heat, and from that, electricity. In the case of

combustion, the thermal degradation is what releases the small organic molecular

fragments that can burn in the vapor phase. The less that remains in a solid

semicoke phase after the initial heating in a boiler, the more quickly and smoothly

the combustion of the shale can take place, and the more efficiently used will be the

organic fraction for its heating value content. Most shale oil combustion processes

do operate at very high degrees of burnout of the organic matter.

In the case of oil recovery from the oil shale, there is a much-studied set of

conditions used to maximize the recovery of oil. There is a balance between the

need to achieve sufficient breakdown of the macromolecular structure of the

organic phase, which will permit fragments to escape as oil, and the further

pyrolysis of the organic phase to release light gases and leave behind a hydrogen-

depleted semicoke that has much lower value than oil (and that is embedded in the

remaining mineral matrix, making it difficult to utilize). This entry summarizes

several aspects of what is known regarding the chemistry of thermal conversion and

its kinetics, and offers an overview of some practical technologies in which the

thermal conversion of the material takes place.

Introduction

This entry focuses on the chemical nature of oil shale, and some key aspects of its

conversion to oil. One of the first difficulties encountered in this field is deciding

what starting materials qualify as “oil shale.” A brief review of various practical
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definitions is first offered. Different practical definitions arise from the different

applications of the material. Next, the chemical structure of the shale is considered,

including both the inorganic and organic phases contained therein. In this section,

there is also consideration of how the organic phase can be analyzed, including how

it may be separated from the whole shale.

In section “Definition of the Subject”, the chemical processes that result in the

practical conversion processes of oil shale are introduced in general terms. In this

section it is noted that not all oil shale is necessarily used to produce an oil product.

In some instances, the oil shale may be directly burned in devices similar to those

used for combustion of coal. In Sect. 3, attention is turned toward retorting to

produce oil products. Except for recent decades in Estonia, where direct firing of oil

shale for producing electrical power and heat has been practiced, retorting for oil

has been the main driver for worldwide interest in oil shale. This section reviews the

parameters that influence the results of retorting, as well as providing an overview

of some chemical aspects of the process. This review closes in Sect. 4 with a brief

consideration of different classes of technology developed for carrying out the

retorting process.

It is important to recognize that there is a much more voluminous literature on oil

shale chemistry and conversion than has been discussed here. The authors maintain

that the present selection does, however, provide a reasonably comprehensive

overview of the topic, while emphasizing some of the newer contributions to the

literature.

General Characteristics of Oil Shale

Oil Shale Classification

Oil shale can be defined as a sedimentary rock containing various amounts of solid

organic material dispersedly bound in a mineral matrix. Oil shales from different

deposits vary in their mineral contents and types, chemical composition of organic

matter, geological period of deposition, depositional condition, etc. [22, 31]. There-

fore, there are a number of definitions of oil shale based upon application, opera-

tional, or scientific point of view [55]. Similarly there are various oil shale

classification schemes [32, 54, 55, 76]. Moreover, the term “oil shale” is itself

somewhat misleading as the organic matter is not oil-like and the mineral matter

is not always classifiable as shale [141].

Following are some selected definitions of oil shale, proposed by several authors

in the connection with its energy production or other technological utilization:

1. Gavin [43] defined oil shale as a “compact laminated rock of sedimentary origin,

yielding over 33% of ash and containing organic matter that yields oil when

distilled, but not appreciably when extracted with ordinary solvents for

petroleum.”
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2. Ozerov and Polozov have described oil shale as “a hard foliated combustible

rock formed by joint accumulation of pelagic plants and animals and mineral

mass which had been transformed by the action of geographic conditions and

chemical, biochemical and hydro-chemical processes” [90].

3. Schlatter has characterized oil shale as “a heterogeneous mixture of organic and

mineral matter. It is a fine-grained, tight rock with essentially no permeability or

porosity” [114].

It is important to note that in defining oil shale for energy-technological

purposes, the following oil shale characteristics have been emphasized:

• A high mineral matter content, which may be about two to five times higher than

the organic matter content (generally significantly higher in comparison to coals,

which contain mineral matter, by definition, of less than 40%).

• The major portion of oil shale organic matter is insoluble in organic solvents

(this in contrast to tar sands).

• The organic matter has hydrogen/carbon atomic ratios typically in the range

1.2–1.6 (which is significantly enriched in hydrogen compared with coals, but

hydrogen deficient relative to crude oil).

• The capacity of oil shales to ignite and burn without separation of the organic

matter from the mineral matter.

• They undergo thermal decomposition that results in production of a significant

amount of liquid organic product or shale oil (higher grade oil shales can yield

100 L or more per ton of dry oil shale).

• They have a moisture content of less than 10–13%.

• They exhibit a low permeability of the rock to gases, vapors, and oils.

The organic matter (often termed kerogen; see below) content of oil shale varies

widely, ranging typically from 10% to 40%. As the organic matter of oil shale is the

source of energy and/or synthetic fuels value, there have been several attempts to

classify oil shale by minimum and maximum organic matter content. The upper

limit of organic matter content has been proposed to be about 50% [2, 76], or even

higher [141]. The lower organic matter limit is usually defined in relation to the

minimum energy requirement of oil shale as an industrial raw material. For

example, a lower limit of 5% of organic matter has been proposed to define

“commercial deposits.” This is because the organic matter content of an oil shale

should be at least roughly about 2.5 wt% for the latter to provide the calorific

requirements necessary to heat the rock to 500�C [38, 82].

Oil shale grade or energy potential is currently classified or characterized for

commercial purposes on either a heating value or an average oil yield basis.

1. The heating value is used to evaluate the quality of an oil shale in the context of

direct firing of oil shale in a power plant to produce heat, commonly used to raise

steam for electricity generation. The heating value of typical oil shale kerogen is

about 40 MJ/kg. For example, the heating value of an Estonian kukersite oil

shale kerogen has been reported to be 37.3 MJ/kg [2], while for US Green River

formation kerogen the value is around 41.1 MJ/kg and for eastern US Devonian

kerogen around 37.5 MJ/kg [99]. This is, of course, not the same as the heating
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value of the oil shale as would be determined for the whole rock, using

a standard calorimeter (in which the dilution effect of the zero, or negative,

heating value mineral matter is important). A combustion grade oil shale is

defined as that having a minimum upper caloric value (for the whole oil shale

rock) of 3.1 MJ/kg (dry basis) [38], though a heating value limit of not less than

about 4.2–6.3 MJ/kg has been suggested for practical purposes [50, 141].

2. Average oil yield, or oil production potential, is determined using a “modified”

Fischer assay method (the most widely used standardized technique, ASTM D-

3904-80) or an equivalent analytical technique in which the shale is subjected to

heating in order to liberate oil from the kerogen. The oil yield depends mostly on

kerogen per mass of oil shale, but may also depend upon the fraction of kerogen

convertible to oil (there are differences between different kerogens). On the

basis of this assay, an “oil shale” is a shale that yields at least 42 L/t of dry shale

(or 10 US gal/t, the basis used by the US Geological Survey) [99], though a limit

as low as 25 L/t has also been suggested. Similarly, a crude dividing line between

lower and higher grade shale has been defined at about 100 L of oil/t of shale (with

those yielding below 90 L/t considered “low grade,” 90–150 L/t “moderate

grade,” and those above 150 L/t “high grade” [2, 38]). Commercial grade oil

shales range from about 100–200 L/t of shale. However, the Fischer assay does

not actually indicate the maximum oil yield that can be actually produced

by a given oil shale. Yields greater than Fischer assay have been obtained by

hydropyrolysis, donor solvents, and rapid heating, especially for lower oil yield,

non-softening oil shales [23, 106].

More than 600 oil shale deposits have been discovered around the world [2].

Oil shales are found in many countries around the world, with nearly 100 major

deposits in 27 countries [128]. There exist many surveys/reviews on history of oil

shale development throughout the world [98, 128, 129].

Oil shale resources are typically expressed in either of two different ways: (1) as

tons of oil shale, and (2) as crude-shale-oil equivalents contained in the oil shale.

Global deposits have been estimated to be about 411 metric gigatons or to range

from 2.8 to 3.3 trillion barrels (4.5 � 1011 to 5.2 � 1011 m3) of recoverable oil

equivalent [155].

When talking about known oil shale deposits, there is a need to distinguish

between two terms – “resources” and “reserves.” Resources typically refer to

estimates of all deposits of oil shales, while reserves refer only to those from

which oil extraction can be economically profitable with the use of existing

technologies. It should be noted that these technologies are constantly developing,

and because of that, estimates of reserves will not necessarily remain constant over

time, irrespective of use or discovery of new resources.

Oil Shale Composition

Oil shale is composed of mineral and organic matter whose proportions vary with

the grade of oil shale.
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Mineral Matter

Oil shale mineral matter contains several classes of minerals such as carbonates

(calcite and dolomite), silicates, sulfides, and others. The inorganic composition of

oil shales varies widely. The oil shale mineral composition can change from mostly

calcareous to mostly aluminosilicate. For example, a typical mineral composition

(in weight percent of the mineral matter alone) of carbonate-rich Kukersite oil shale

from Estonia [100] is dolomite 3%, calcite 65%, quartz 8%, illite 15%, orthoclase

5%, chlorite 1%, and pyrite 3%. For the carbonate-rich Mahogany-zone US Green

River formation oil shale [99], the composition is somewhat different: dolomite

32%, calcite 16%, quartz 15%, illite 19%, albite 10%, microcline 6%, pyrite 1%,

and analcite 1%. In the case of siliceous Eastern US Devonian oil shale [99],

a typical mineral composition is quartz 28%, illite 40%, feldspar 12%, pyrite

14%, and other minerals 6%. Quite often, mineral matter composition is

represented by the chemical composition of oil shale ash, in which the mineral

components have been converted to their oxides during combustion. This is

illustrated in Table 5.1. It is, however, very important to keep in mind that the

minerals are fundamentally altered by the combustion process, and the ash compo-

sition is only an approximate guide to what minerals existed in the raw oil shale.

In addition to the main minerals, oil shales contain a large number of trace

elements (also referred to as minor elements). The content of the trace elements is

typically in the parts per million (ppm) range. Trace element data for several

deposits are available in the literature [92, 117, 141].

Organic Matter

Oil shale organic matter is composed of solvent-soluble and insoluble organic

materials. The organic matter in oil shales is mostly in the form of solvent insoluble

cross-linked macromolecular structure or kerogen. However, the term “kerogen” is

Table 5.1 Mineral matter composition in some oil shales presented as oxides in ash, wt%

Compound

Green River

[USA] [99]

Kukersite

[Estonia] [88]

El-lajjun

[Jordan] [88]

Dictyonema

[Estonia] [88]

SiO2 40–60 28.25 28.86 63.72

Al2O3 10–15 9.84 7.43 16.43

Fe2O3 5–10 5.44 3.70 8.80

CaO 10–25 41.02 52.79 0.85

MgO 5–10 5.05 1.30 0.50

K2O 3.60 8.72

Na2O 0.3

SO3 6.07 1.30 0.70

P2O5 5.9
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often used for whole organic matter of oil shale, including a small solvent-

extractable fraction of the oil shale (termed bitumen).

Because organic matter is not easily extractable from the whole oil shale, there is

an issue of how to quantify it. One simple way is to assume that it is the fraction that

can be burned in air. Of course any loss of mineral components during burning

(as by dehydration or decarbonylation reactions) can lead to an overestimate of the

organic matter.

The organic matter content is thus often expressed on a dry shale basis as

“conditional organic matter,” Orgcond
d = 100 � Ad � (CO2)M

d, in which Ad is

ash yield upon combustion, (CO2)M
d is carbonate-derived CO2 released by the

mineral matter at high temperatures, and a dry basis is indicated by the superscript

d [141]. Basically, this formula embodies the concept that what is not left after

combustion as ash, or released by carbonate decomposition, must have been

organic matter. Both the ash and decomposable carbonate are available from

separate analyses. In reality, the actual organic matter content can be somewhat

different than that obtainable from the formula above since, for example, the

formation of SO4
�2 ion from combustible sulfur can contribute to the mass of

ash, even if the sulfur originated in the organic matter. Also, any other volatilization

of mineral components, beyond decomposition of the carbonates, would also lead

to errors in estimates of organic matter.

Therefore for specific oil shales more detailed equations have been developed.

For example, for Kukersite oil shale, which has a true organic matter content

somewhat lower than that typically calculated from the “conditional organic mat-

ter,” the following formula has been proposed: Orgd = 100 – 1.028Ad –

0.964(CO2)M
d + 0.637(SO4

�2 � 0.07), where SO4
�2 is the sulfate content [104].

For Dictyonema shale, with a true organic matter content somewhat higher than the

calculated “conditional organic matter,” the following equation has been

recommended: Orgd = 100 � Ad + 0.125FeO � (H2O)M � 0.625Spyr � (CO2)M
d,

where FeO is iron oxide content in ash, (H2O)M is the content of mineral water of

hydration, and Spyr is the pyritic sulfur content [72]. The difference between true

organic matter and “conditional organic matter” is generally not greater than 1–3%.

It is clear that for most technological uses of oil shale, there will be a need to go

beyond simple estimates of organic weight fraction in characterizing the material.

Kerogen

Kerogen is the major fraction of oil shale organic matter, and it is insoluble in

organic solvents. It has a solid cross-linked macromolecular structure, and in this

respect is somewhat similar to coal. Accordingly, kerogen is swellable, but not

soluble, in organic solvents. The term “kerogen” was introduced by Professor Crum

Brown to describe the insoluble organic matter in oil shales that gives shale oil on

heating and decomposition [158]. Nowadays the term kerogen is used to character-

ize solid organic matter in all sedimentary rocks [56].
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There are several excellent publications on kerogens available in the literature

[32, 110, 144, 145]. Oil shale kerogens possess relatively high atomic hydrogen to

carbon atomic ratios (typically 1.2–1.6), at least in comparison to coals, for which

this ratio is typically less than unity. It is the high hydrogen to carbon ratio

(combined with low oxygen to carbon ratio) that makes oil shale kerogens of

interest as a potential source of liquid fuels. Heating values of kerogens have

been shown to be in the range of 24–40 MJ/kg, though as noted above the typical

values are around 35–40 MJ/kg [90, 99].

The macromolecular structure of oil shale kerogens is complex – kerogen is not

a “homopolymer.” Instead of being built of repeating regular structural units as are

synthetic polymers or natural materials such as cellulose, it is composed of highly

variable structural units, both in terms of size and chemical character. The exact

chemical structure of an oil shale kerogen is difficult to describe, therefore studies

of “kerogen structure” can provide data only on average structural parameters. This

is the same situation as exists for such natural materials as coals or lignins.

Due to kerogen’s insolubility in organic solvents, it was historically somewhat

difficult to characterize with respect to its chemical structure. Attempts to liberate it

from the oil shale rock would necessarily involve risk of chemical degradation.

Even if the approach involves dissolving away the mineral matter (see below), there

are concerns regarding whether the kerogen has been altered, and of course, there

remains the problem of reliable characterization of the chemical structure of a solid

organic macromolecular substance once it is isolated. This latter point is similar to

the situation in the field of coal chemistry, where decades of effort have been

expended in establishing structures on which there is now reasonably general,

though not yet total, agreement. Aspects of kerogen structure have in recent decades

also yielded to more sophisticated characterization methods, though again, one can

do little more than characterize average structures or structural elements.

As a result of the intractability of the raw kerogen structure, much has been done

using its elemental composition as the simplest indicator of properties or predictor

of behavior. The composition of kerogens is typically presented based on carbon

(C), hydrogen (H), sulfur (S), nitrogen (N), and oxygen (O) content, since these are

by far and away the major elements of interest. For more precise compositional

characterization of Kukersite oil shale kerogen, chlorine (Cl) is also included [164].

Table 5.2 presents some sample kerogen (or organic matter) elemental

compositions of oil shales from major deposits.

Table 5.2 Examples of kerogen [141] (or organic matter,* [99]) elemental compositions

Oil shale C H S N O H/C O/C

Kukersite (Estonia) 77.3 9.8 1.7 0.4 10.8 1.52 0.105

Green River (USA) 78.3 9.9 1.6 2.1 8.1 1.52 0.078

Dictyonema (Estonia) 70.5 7.4 4.2 2.5 15.4 1.26 0.164

Kasphir (Russia) 67.1 8.0 10.2 1.2 13.5 1.43 0.151

Timahdit (Morocco) 68.9 8.5 7.0 3.0 12.6 1.48 0.137

Eastern USA Devonian* 82.0 7.4 2.3 2.0 6.3 1.08 0.058
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Kerogens can be classified in different ways on the basis of elemental composi-

tion. One of the most common is based on the Van Krevelen diagram originally

developed for classifying coals (Fig. 5.1). Kerogens fall into certain groups on the

basis of the atomic ratios of hydrogen to carbon and oxygen to carbon. Kerogens

can be grouped as Type I, II, III, or IV with further subgrouping according to sulfur

content. Oil shale kerogens are predominantly Type I (Green River Oil Shale from

Uinta Basin is a typical kerogen of this group) and II (Torcian Oil Shale from the

Paris Basin is an example from this group). The less common coaly shales belong to

Type III (Upper Cretaceous sedimentary rock from the Doula Basin, as one

example) [33, 145]. The following numerical H/C and O/C ratio ranges have

been suggested: for Type I H/C > 1.25 and O/C < 0.15, for Type II H/C < 1.25

and 0.03 < O/C < 0.18, and for Type III H/C < 1.0 and 0.03 < O/C < 0.3 [145].

Somewhat different H/C and O/C, and also O/S, ratios are found for kerogens at the

end of diagenesis, but the above are the values for the materials of practical

importance.
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Fig. 5.1 The van Krevelen diagram, showing the approximate locations of different kerogen

types, based upon atomic ratios (from [145], with permission)
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Kerogen Isolation

An important tool in the field of kerogen study is that of kerogen isolation (or

concentration) from the oil shale matrix. This involves the removal of solvent

solubles (bitumen) and mineral matter, leaving behind the kerogen. Several reviews

are available on isolation or concentration procedures (for information readers are

referred to [6, 34, 108, 128, 145]).

Solvent solubles are removable by ordinary solvent extraction. Since all

unextracted organics report as kerogen, the efficacy of extraction is important in

establishing actual kerogen content. The amount of extractable obtained, and its

properties, may vary considerably depending upon the solvent used for extraction.

The amount of the extracted matter also increases with an increase in extraction

process temperature and with the polarity and chemical activity of the extractant

[159]. Typical extraction yields are low, representing only a few percent of organic

matter, but varying significantly from shale to shale see (Table 5.3, for examples).

A number of physical separation methods used to separate kerogen from the

mineral part of oil shale are described in the literature [42, 107, 135]. These

methods involve primarily such physicochemical processes as flotation and centri-

fugation. Combination techniques, involving such processes as ultrasonication or

electrostatic and magnetic separations are also physical methods used in kerogen

enrichment [159]. It is worthwhile to note that for certain oil shales, some physical

methods are of value, since particle size reduction is accompanied by an increase in

particle organic matter concentration.

The most widely used laboratory techniques for kerogen isolation from inor-

ganic matter are based on chemical methods. In this regard, oil shale minerals can

be grouped as carbonates (which are soluble in dilute acids), silicates (soluble in

HF), and sulfides (which can be removed by oxidizing and reducing agents).

Mineral composition determines the reagents (and the efficiency of reagents) to

be used for demineralization [108]. For oil shale demineralization with chemical

methods readers are referred to [108].

Kerogen Degradative Analysis

Although elemental analysis offers valuable information for classification, other

destructive and nondestructive techniques have been used to obtain information on

Table 5.3 Yield of bitumen per conditional organic matter. Atomic H/C ratios of some oil shale

kerogens and bitumens are shown for comparison [141]

Oil shale

Yields per conditional organic matter (%)

(solvents used)

H/C

bitumen

H/C

kerogen

Kukersite (Estonia) 0.71 (benzene:methanol (1:1)) 1.75 1.52

Kultak-Zevardy

(Uzbekistan)

12.01 (benzene:methanol (3:1)) 1.42 1.2

Uktha (Russia, Komyi) 21.42 (benzene:methanol (3:1)) 1.58 1.21

Green River (USA) 5.4 (chloroform)

Dictyonema (Estonia) 3.36 (benzene:methanol (3:1))
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functional groups and on structural functionalities of different oil shales [46, 110].

Earlier quantitative characterizations of kerogen functionalities were based on

destructive techniques [146]. The destructive techniques include thermal degrada-

tion (pyrolysis, hydrogenolysis, supercritical extraction) and chemical degradation

with different chemical reagents based on the specificity of the reagents (for more

information concerning this topic see [128, 146]). Destructive analysis techniques

are based on obtaining smaller identifiable compounds that have a structural rela-

tionship to the kerogen [146].

To describe the pyrolytic behavior of kerogen, detailed knowledge of kerogen

structure is critical since the structural properties and functionalities of kerogen

strongly influence its pyrolytic behavior. It has been shown in coal pyrolysis studies

that devolatilization rates and product compositions can be correlated with coal

organic matter chemical structure [123, 127]. So while certain types of functional

groups may be directly related to their pyrolytic products, use of this fairly

nonspecific method is of limited value.

The analysis of kerogen thermal degradation product molecular weight

distributions has provided some insights into the size of the systems being exam-

ined. There was a recent study of kukersite (Type I) and dictyonema (Type II) oil

shale samples involving Field Ionization Mass Spectrometry (FIMS) pyrolysis

under high vacuum. This investigation indicated number-average molecular weight

values of 408 and 383 Da with standard deviation values of 141 and 128 for

kukersite and dictyonema oil shale pyrolysis products, respectively (estimated

using a three-parameter Gaussian distribution function to describe the results)

[111].

Earlier studies have, however, pointed to the possibility of higher molecular

weights for the decomposition products. Suuberg and Sherman [131] studied

pyrolysis of Green River oil shale under vacuum conditions, and obtained

a weight-average molecular weight of around 800 Da, using a gel permeation liquid

chromatographic technique. This compared favorably with a weight-average

molecular weight of around 850 Da obtained for the same Green River shale,

using the FIMS pyrolysis method [125]. The latter studies showed the importance

of pressure on molecular weight distributions. Oils obtained using a Fischer assay

method showed a much narrower molecular weight distribution, shifted to much

lower molecular weights. Hence, it is dangerous to compare the molecular weight

distributions from different studies unless the mass transport conditions are known

to be identical. In any event, all of the above studies point to the typical

characteristics of a macromolecular system being thermally degraded to provide

fragments exhibiting a distribution of molecular weights (which are all, of course,

lower than the original matrix molecular weight).

Nondestructive Analysis of Kerogen Structure

During the last 3 decades there have been a number of qualitative and quantitative

studies aimed at characterizing the structure of oil shale kerogens using nondestruc-

tive techniques such as solid-state nuclear magnetic resonance (NMR) techniques
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(cross polarization, magic-angle spinning), Electron Spin Resonance (ESR),

Fourier Transform Infrared Spectroscopy, and X-ray photoelectron spectroscopy

[66, 82, 115, 120].

One recent comprehensive study on the structure of kerogens was carried out

using both X-ray photoelectron spectroscopy and solid-state 13C nuclear magnetic

resonance techniques [66]. This study determined the average chemical

compositions of 18 oil shale kerogens (hydrogen-carbon skeleton, oxygen

functionalities, nitrogen functionalities, sulfur functionalities). The data of this

study revealed that the average carbon-hydrogen skeletal units of immature Type

I and Type II oil shale kerogens (according to H/C and O/C ratios) are generally

composed of two to three ring-hydroaromatic/aromatic clusters with a significant

number of short attachments and long, roughly linear, alkyl chains. These data also

indicated that the number-average molecular weight of the “average repeating

structural unit” of oil shale kerogens might be around 400 amu. These values

compare favorably with the molecular weight distributions from the actual degra-

dation studies cited above.

Several other studies have been concerned with characterization of kerogen

macromolecular structures using solvent swelling in different solvents or solvent

mixtures [74, 75, 111, 112]. These studies were performed to evaluate at least

semiquantitatively the number-average molecular weight between cross-links (or

cross-link density), a fundamental property of a cross-linked macromolecular

network. These studies indicate that oil shale kerogen solvent swelling ratios are

lower (therefore cross-link density higher and molecular weight between cross-

links smaller) than those seen in bituminous coals [76].

Extensive structural data are available for a few oil shale kerogens, especially for

oil shales of major deposits. For several kerogens the structural information has

been the basis for detailed molecular models of a portion of the structures (e.g., for

Rundle Ramsay Crossing [120], Green River [120], and Kukersite [164] (see also

[128]). Reviews of the history of development of hypothetical structural models of

the Green River Formation kerogen can be found in the literature [128, 158]. For

illustrative purposes, a recent two-dimensional model of kukersite oil shale kerogen

chemical structure is shown in Fig. 5.2a [164] and another model of Green River

Shale in Fig. 5.2b [120]. Again, it needs to be emphasized that what is shown are

“averaged” structures that accurately depict elemental ratios and to some extent

functional groups, but which cannot be held out as necessarily representing the

actual linkages between different groups, and which certainly do not represent the

different molecular weight distributions present in the kerogens. It should also be

emphasized that kukersite oil shale kerogen is a somewhat unique Type I kerogen

due to its high hydroxyl (phenolic) group content [146]. This is apparent in

comparing Fig. 5.2a and 5.b. Hence, care should be exercised in using any

published model of kerogen structure in trying to understand the chemical behavior

of any other type of kerogen. Due to its high oxygen content, kukersite kerogen is

also sometimes categorized as straddling Type I and Type II, since the lines

between the different kerogen types is not necessarily as hard and fast as might

be inferred from Fig. 5.1.

5 Oil Shale Processing, Chemistry and Technology 111



OH

O

O

O
O

O

O O

O
O

O

O

S

O OH

O

O

O

HO

HO

HO

HO

OH
HS

OH

O

S

O OH OHO

O

S

OH

OH

OH

OH

OH

NH

Cl O

O

HO

OH

O

O

O

OH

OH
O

CH2

CH3

CH3

CH3

N

N

N

H

H

N

H

N

H

N

H3C

H3C

O O

C

–NH4
+

C

O NH2 O

|CH2|7CH3

|CH2|5CH3

H3C
H3C

CH3

CH3

CH3
CH3

CH3

CH3

HO
O

N

CH2 O

H3C

H3C

H2C

H3C

H3C

H3C

CH3

CH3

CH3

CH2

CH3

CH3
CH3 CH3

CH3

CH3 SH

O

C

N

O

C

O
C

S

O–NH4
+

O–NH4
+

O–NH4
+

HO

O
C

NH2
NH

C

O

N

C

O
O

H

N

S
+H4N–O

NN

HS

a

b

Fig. 5.2 Two-dimensional models of kerogen chemical structure. (a) Model of Estonian kukersite

kerogen with molecular mass 6,581 Da and empirical formula C421H638O44S4NCl (from [164],

with permission). (b) Model of Colorado Green River kerogen (from [120], with permission)
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Bitumen or Bitumoid

Bitumen (bitumoid) is a minor fraction of oil shale organic matter that is soluble in

common organic solvents (representing up to 20% of organic material [159]) and is

therefore recoverable by solvent extraction. Some authors define the bitumen as

a benzene-soluble matter, while others define this material as soluble in petroleum-

based solvents, yet others define it more broadly as material soluble in any organic

solvents, and finally, some define it as material entirely soluble in CS2. According

to [144] there are no standard protocols for extraction procedures, either in terms of

the solvent polarity, sample grinding, temperature, duration of extraction, or stirring

efficiency. Perhaps the main reason why there has not been greater emphasis on this

point is that from a practical point of view, the amounts involved typically represent

only a few percent by mass of the organic matter.

These extractables, bitumen, contain biomarkers or organic compounds whose

structures are related to the chemical structures of the biological material from

which the organic matter was derived [45, 143]. The atomic H/C ratio of bitumen

has been shown to be somewhat higher than of corresponding kerogen see

(Table 5.3).

Oil Shale Conversion Processes: An Overview

Oil shale resources are abundant and widespread throughout the world and oil shale

has been used for energy-technological purposes for hundreds of years (e.g., there is

a shale oil extraction patent dating from 1694, granted by the British Crown, [103]).

Despite this, currently only few countries (Estonia, China, Brazil, Germany, and

Israel) exploit oil shale on a commercial scale. The main reason for this is that oil

shale is a low-grade solid fuel. It cannot compete with coal as a solid fuel, since the

latter is available in richer (lower ash content) easily accessible deposits. Oil shale

is a potential source of liquid fuels, but suffers there from the fact that the world oil

market situation has historically been economically unfavorable in terms of foster-

ing development of upgrading technologies. Generally, there has been need of

government subsidies in order to consider development of an industry based upon

this resource, and the energy market itself (influenced mainly by crude oil price

range and electricity cost) has made oil shale upgrading truly economical only in

the few countries mentioned. Moreover, the economic feasibility of oil shale

development is certain to be strongly affected by further strengthening environ-

mental regulations (air, water, and land use), socioeconomic issues, and market and

investment risks. Taken purely on the basis of greenhouse gas emission per unit of

energy, oil shale is unattractive in much the same way as is any other solid fossil

fuel, such as coal. Therefore oil shale development in recent decades has been quite

chaotic and episodic, and there have been many processes/technologies proposed

and many have been abandoned due to economic reasons.
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Just as is coal, oil shale is also a multiuse organic-mineral raw material whose

economic value has sometimes extended beyond its fuel value. From some oil

shales, uranium and other minerals and rare elements can be extracted. As an

example, in 1946–1952, a marine type of Dictyonema shale [81] was used for

uranium production in Sillamäe, Estonia, and in 1950–1989 alum shale was used in

Sweden for the same purpose [36].

Integrated retorting techniques (both ex situ and in situ) have been under

consideration to recover shale oil together with nahcolite, alumina, and soda ash

from some oil shale deposits [77]. However, the major emphasis in oil shale

upgrading has remained on kerogen thermochemical conversion methods (pro-

cesses using heat to liberate oil). There have also been a few studies (laboratory

research) on the use microbial activities to break up kerogen in its mineral matrix

[16, 159].

In principle the general thermochemical upgrading processes that have been

developed and utilized for coals (combustion, gasification, liquefaction, and pyrol-

ysis) can also be used for oil shale upgrading. The goal is, broadly speaking, to

transform the chemical energy locked within oil shale into more concentrated and

conveniently useable forms. However, due to oil shale’s thermal behavior and

character, some types of processes are more favorable than others. It is important

to note that the hydrogen/carbon ratio of oil shale organic matter (typically 1.2–1.6)

is more favorable to production of liquids than that found in coal (typically 0.7–1),

and this reduces the pressure to increase H/C ratio, which has economically been

one of the major stumbling blocks of coal to liquid conversion processes. On the

other hand, with mineral content of between 70% and 90%, considerably higher

than that of commercial coal deposits, oil shale presents the problem of processing

a solid with a high mineral rock content, whose handling and heating in any thermal

process is economically quite unattractive.

Direct Combustion

Oil shale can be utilized as a fuel for thermal power plants, where it is burned

directly as is coal. Currently there are several countries that utilize oil shale as fuel

for power plant fuel: Estonia, Israel, Germany, and China [14, 102]. Some countries

have closed their oil shale-fueled power plants (Romania) or turned to other fuels

(Russia). Other countries are planning to build such plants (Jordan and Egypt), or

burn oil shale together with coal (Canada and Turkey) [14, 51].

There are three commercial technologies in use for oil shale combustion [3]:

(1) pulverized combustion or pulverized firing (PF), as is used in the older units in

Estonia; (2) fluidized bed combustion (FBC), used by Rohrbach Zement in

Dotternhausen, Germany; and (3) circulating fluidized bed combustion (CFBC),

used in two new units at the Narva Power Plant in Estonia, Huadian Power Plant in

China, and PAMA power plant at Mishor Rotem in Israel. Generally speaking, PF

technology is no longer in favor, because it operates at such a high temperature that
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there can be no sulfur capture by the carbonates present in the mineral matter, and

therefore it is environmentally much more problematic. The thermal efficiency of

the new Estonian CFBC units has been reported to be in the neighborhood of about

36%, which is typical of this sort of fluidized bed combustion system. The older PF

units operated at only about 30% thermal efficiency to electricity [52].

An exceptionally extensive study of the correlation between the heating value

and various compositional parameters of Estonian kukersite has been presented by

[7]. While the quantitative results of that study are applicable only to this particular

oil shale, the methodology may well be generalizable. That study suggested that

a good working formula for estimation of the higher heating value of the organic

part of oil shale is

QH ¼ 0:3566Cþ 1:0623H� 0:1339Oþ 0:0658S

þ 0:0106N� 0:0280Cl

in which the heating value is in MJ/kg and the element symbols represent the mass

percentages of the respective elements in the organic fraction of the oil shale.

As part of the same original study by Saar, the lower heating value of the typical

dried whole Estonian shale is (see [89])

QL ¼ 34:45� 0:302A� 0:4369 CO2ð Þc
in which A is the dry oil shale ash content and (CO2)c represents the content of

carbonate mineral CO2 in the dry oil shale.

Since direct combustion of oil shale is not the main focus of this review, the

reader is referred to the comprehensive volume recently published by Ots on this

topic [89].

Low-Temperature Pyrolysis

Low-temperature pyrolysis up to at about 500�C (also referred as retorting or

semicoking or low-temperature carbonization) has been historically the most

favored thermochemical conversion process for high-grade oil shales. In this

pyrolysis or retorting process, the organic matter is converted to oil (termed retort

oil, shale oil, shale crude oil), gas (typically called retort gas), and solid residue

(typically termed semicoke in the oil shale industry). The processes can be carried

out either by mining the oil shale and then producing oil by heating it in above-

ground retorting facilities (termed ex situ processing), or by heating the oil shale

underground without mining it and bringing it to the surface (termed in situ

processing). Limiting the processing temperature to below 500�C is desirable, in

terms of maximizing oil yield.
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Oil shales are commonly retorted in commercial ex situ retorts without

beneficiation (organic matter is not concentrated). Commercial ex situ shale oil

production facilities are in operation in Estonia, Brazil, and China. Commercially

produced shale oils are presently used as heating fuels or as feedstocks for produc-

ing chemicals [85]. Due to their broad boiling point distributions, high pour points,

high viscosities, and high heteroatom contents (nitrogen, sulfur, and oxygen), raw

shale oils need to be upgraded to be considered for higher value uses. Retorts could

be included within a petroleum refinery. There have been a number of

investigations on the use the shale oils as refinery feedstocks for manufacture of

motor fuels [87].

High-Temperature Pyrolysis and Gasification

High-temperature pyrolysis (or gasification) under self-generated atmospheres was

historically used to produce town gas (e.g., commercial-scale chamber ovens used

in Estonia, [30]). Just as in the case of town gas produced from coal feedstocks, gas

production from oil shale was abandoned due to economic reasons, largely having

to do with the low cost of production of natural gas.

Modern gasification technologies, applied to conversion of coals or biomass, use

partial oxidation (steam, oxygen) or hydrogen environments. In these gasification

processes, the solid feed material is converted to synthetic gases (composed mainly

of hydrogen and carbon monoxide) that can be further used as combustion fuel in,

for example, Integrated Gasification Combined Cycle (IGCC) plants designed to

produce electrical power, or further catalytically converted (via Fischer–Tropsch

reactions) to produce chemicals, including liquid fuels. However, existing commer-

cial gasification technologies that would lend themselves to integration with

upgrading plants are not economically/technically suitable for oil shale feed

materials, unless the mineral matter is reduced before gasification. There have

been no demonstrations of large-scale oil shale beneficiation technologies for

concentrating oil shale organic matter (to reduce mineral matter) to levels suitable

for proven gasification technologies. Although in principle, oil shale gasification

could be more attractive than shale oil extraction via retorting, especially for low oil

yield oil shales, this thermochemical conversion process has not been a subject of

commercial interest. Over the course of time a number of laboratory-scale to pilot-

scale studies have been carried out on this topic [8, 10, 37, 57, 113].

Other Thermochemical-Based Conversion Technologies

Thermal dissolution or heating in presence of solvent has been considered as an

alternative to “dry” thermochemical conversion such as classical retorting. These

attempts have included those in subcritical and supercritical fluids, reactive and
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nonreactive fluids, and of special interest have been hydrogen-donor solvents that

can provide hydrogen in the conversion process. In the latter case, gaseous molec-

ular H2 can also be introduced. Again, there is strong analogy to methods that have

been suggested for direct liquefaction or solvent refining of coals. Examples include

processes such as Solvent-Refined Coal processes (SRC-I and the improved ver-

sion, SRC-II), the Exxon Donor Solvent (EDS) process, and the H-Coal process

[8, 94, 99]. A brief review on recent advances in direct coal liquefaction and a list of

major direct coal liquefaction processes is given by Shui et al. [118].

The thermal dissolution processes generally involve heating the oil shale to

temperatures below those characterized by active devolatilization, as there is

a desire to maximize oil yields and minimize gas production. The temperature

range of active devolatilization depends somewhat upon gas pressure applied to the

system.

The thermal dissolution of oil shales has been mainly of academic or research

interest as the H/C ratio of oil shale organic matter is already much more favorable

than of coal. For more information on oil shale thermal dissolution, there are recent

brief reviews covering the topic [48, 136] and, separately, supercritical extraction

[67, 139]. One step toward commercial development is the proposed 1 ton/h so-

called Rendall process demonstration plant under construction in Australia by Blue

Ensign Technologies Limited. This process is designed to use oil shale from the

Julia Creek deposit in Queensland and to hydrotreat it in a two-stage process using

a petroleum-based solvent. Again, this proposal is only at a laboratory stage.

A considerable amount of work (up to process-development unit scale) has been

published on hydropyrolysis or pyrolysis under high hydrogen pressures, including

catalytic hydropyrolysis and hydrogasification [8, 109]. Indeed, this technology was

already explored in Estonia in the 1930s [68].

Shale Oil Production

General Considerations Regarding Process Temperatures

Technologies to recover oil from oil shale are based on thermal breakup of kerogen,

the cross-linked macromolecular organic matter of oil shale. All present technolog-

ical approaches require heat to take kerogen to temperatures at which thermochem-

ical conversion processes are sufficiently fast to be of interest from a practical point

of view. As noted above, depending on process conditions the thermochemical

conversion results in three general classes of products with different quantities and

varying qualities. These products are the oil (more generally non-polymeric organic

compounds with a wide molecular weight distribution), a carbon-rich solid residue,

and gas (including water vapor).
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Kerogen decomposition rates increase with temperature, subject to the Arrhenius

rate law. The rates will be quantitatively explored in a later section. Kerogen

decomposition is slow at low temperatures and occurs on a time scale of days to

years below 350�C, which is why practical processes are generally carried out at

higher temperatures. The decomposition becomes fast enough for practical

purposes at temperatures of 400�C and above. Cummins and coworkers [25]

studied Green River oil shale low-temperature isothermal pyrolysis from 150�C
to 350�C. They showed that 2% of kerogen was converted to benzene solubles in 90

days at 150�C and in 360 days 7.7% of kerogen was converted. At 200�C in 90 days

3% was converted, and in 360 days 8.9%. When the temperature was raised to

300�C in 0.5 days 3.3% was converted and in 4 days 12.8% yield was obtained.

Finally, at 350�C in 0.5 days 27.6% and in 4 days 65.1% of kerogen was converted

into benzene solubles.

The above demonstrates that there is actually no lower temperature limit for

kerogen decomposition, consistent with what would be concluded from Arrhenius

kinetics; rather, the question lies in establishing the time scale needed at any

particular temperature. It is the fact that practical ex situ (i.e., in retort) conversion

processes must be carried out on the timescale of minutes or hours, at most, that sets

the commonly cited “lower temperature limit” for decomposition. These limits may

be extended for in situ techniques, where confinement volume in an aboveground

retort is no longer a consideration, but there is still a lower limit at which the process

would simply take too long to be practical.

Real processes can be run under conditions varying from slow heating rate and

long residence time to fast heating rate and short residence time. For example, in

aboveground (ex situ) retorting equipment, heating rates, and residence times can

vary from the order of 1�C/min and hours to of order of 1,000�C/min and seconds,

respectively. The former is encountered, for example, in moving bed coal gasifier

type retorting equipment, which utilizes particles with size on order of 100 mm

(e.g., 10–125 mm for the Kiviter process, [101]). The latter high heating rate

conditions are encountered in fluidized bed reactors, which use small particles

with sizes below a few millimeters. In all these retorting processes (which take

place in an inert gas environment or under self-generated gas environment with

very low oxygen content, or in a reactive, non-oxygen environment), the oil shale is

heated up to the active pyrolytic reaction region from 450�C to 550�C, where oils
and gases evaporate and hydrogen-deficient organic matter or semicoke is left in the

solid phase.

In situ processes generally involve heating rates below 1�C/min, because of the

impracticality of rapid heating in an in situ environment. The relatively

low-temperature range of 340–370�C, with time scales of years, is utilized by

Shell in its in situ (underground) conversion process (Shell Oil Shale Test project)

[77]. The above-cited timescales for kerogen conversion show that it is not the

kinetics of conversion alone that determine these long times; rather, they are also

influenced by the time needed to heat the large volumes of rock and to allow the

released oil to flow out of the shale.
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Other Processes Taking Place During Retorting

Destruction of kerogen by heating is accompanied by processes in other oil shale

constituents, that is, in bitumen and mineral matter. These processes include:

• Solvent-extractable organic matter or bitumen (non-covalently linked non-

polymeric compounds) can vaporize or decompose, depending on their thermal

stability. Depending on the oil shale, the bitumen content can constitute up to

20% of organic matter [159], though as noted above it is generally much less

than this. If able to quickly escape the hot oil shale and be cooled, these

compounds should be captured in a relatively minimally altered form.

• Mineral matter present in oil shale can have catalytic effect on thermochemical

conversion processes of kerogen [41, 116]. Also, the minerals themselves can

decompose at temperatures of thermochemical conversion of kerogen. Some

minerals can partly or fully decompose even under typical retorting conditions

(e.g., nahcolite, dawsonite, analcite, smectite, kaolinite, siderite, and pyrite)

[76, 89, 92]. These decomposition reactions are generally endothermic.

At temperatures around 450�C magnesium carbonate starts to decompose [76].

The interaction of a mineral with organic matter or other minerals present in the

oil shale can cause altered thermal behavior, relative to the pure mineral [103].

Rajeshwar and coworkers have summarized thermal characteristics/behavior of

minerals (17 minerals) commonly found in oil shale deposits [103]. Thermo-

chemical properties and mineral reactions of oil shale minerals have been

reviewed by many authors (e.g., [76, 77, 88, 92, 103]).

• Trace elements of oil shale can distribute between retorting gas, oil, solid

residue, and retort water [93]. For example, there may be the presence of trace

elements of environmental concern (arsenic, selenium, mercury) in retort oil,

gas, or water [8, 92], or trace elements in oil (vanadium, iron, nickel, arsenic) can

poison refinery catalysts [92, 93]. Actual concentration values depend on the

retorting process and, of course, the trace element composition of specific oil

shale. Most of the trace elements are retained in the solid spent shale itself [8].

Thermal Effects During Retorting

Large quantities of heat are required to manufacture a usable fuel (liquid or

gaseous) from oil shale. Heat requirements include (1) heating the mineral and

organic matter to reaction temperature; (2) providing the heat of reaction related to

organic matter decomposition and heat effects covering chemical changes in

mineral matter; (3) providing the heat of vaporization of volatiles (oil and water).

The thermal management of processes must also include provision for cooling the

products of the process back to ambient temperatures. The major amount of process

heat is consumed with heating mineral matter. The total heat requirement for

heating oil shale to 500�C, including allowing for vaporizing volatiles, is observed
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to be about 650–750 kJ/kg of oil shale [99]. The heat of the pyrolysis reactions is by

itself relatively small [8, 99]. A review of some recent applications of differential

scanning calorimetry (DSC), mainly aimed at providing kinetic information, also

provides reference to some recent work on thermal effects of pyrolysis [70].

Assay Methods: Determining Potential Oil Yield
and Its Relationship to Other Properties

Procedures for determining oil production potentials are known as assay methods.

Assay methods generally involve laboratory scale slow heating rate (order of 10�C/
min) batch pyrolysis systems or so-called carbonization tests. The procedures were

developed to provide a simple and reproducible basis for fossil fuel (coal, lignite,

oil shale) characterization and comparison, as opposed to providing scientific

insights into the material.

The modified Fischer assay method has been widely used (since 1946) to

evaluate the approximate oil potential of oil shale deposits and compare different

oil shales. The term “modified” denotes that the original Franz Fischer method

[161], used in Germany to characterize coals was taken over to characterize oil

shales and has gone through improvement in this process. The technique has been

standardized as the American Society for Testing and Materials Method (ASTM

method) D-3904-80, D3904-85, and D3904-90 or as the International Organization

of Standardization (ISO) standard ISO 647-74 or as the GOST 3168-93 (the GOST

is the former Soviet Union Standard).

The standardized modified Fischer assay method (ISO 647-74; GOST 3168-93)

consists of heating a 50-g dried and crushed oil shale (90% particles passing

through a 1-mm mesh, with not more than 50% particles passing through a

0.2-mm mesh) in a specially designed cast aluminum retort (made of 99.5%

aluminum) to 520�C in 70 min with decreasing heating rate, followed by holding

the sample at that temperature for 10 min. The process is performed in a self-

generated atmosphere. The distilled vapors of oil, gas, and water are passed through

a condenser cooled with ice water, and collected into a graduated centrifuge tube.

The oil and water are then separated by centrifuging. The quantities reported are the

weight percentages of shale oil (and its specific gravity), water, shale residue, and

“gas plus loss” by difference.

The above procedures were developed to provide a reproducible basis for oil

shale characterization/comparison. Estimated errors are not expected to be greater

than 5% (relative) under the standardized conditions used [55]. However, the

Fischer assay is a static assay under self-generated “inert” atmosphere and factors

such as cracking of volatiles due to long residence time in a hot zone, and char

forming reactions [38] can limit the oil yield. Therefore, for example, use of an

inert gas sweep [38] provides greater oil yields than from Fischer assay under

a self-generated atmosphere. It is not uncommon to encounter laboratory retorting

results in which oil yields exceed Fischer Assay results.
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Other assays, developed for carbonization tests of fossil fuels, have also been

applied to characterizing oil shales, and include the Heinze retort [24], the Gray and

King method (developed in England) [152, 161], the original Franz Fischer method

[161], the Bureau of Mines oil shale method [161], the Tosco material balance

assay (with collection of gaseous products) [8], and the “material balance” Fischer

assay method (modification for collection of gaseous products) [47]. Also, results

based upon various TGA analyses have been used by many investigators, and are

not necessarily directly comparable to the results from Fischer assay methods.

One widely applied oil shale rapid characterization and screening method is

Rock-Eval analysis [9, 73]. Rock-Eval pyrolysis has been used to evaluate the

maturity of the rock, as well as its richness (organic carbon content) and quality (oil

and gas potential) [95]. The technique is based on temperature-programmed heating

of a small sample (under 100 mg) in an inert atmosphere (helium or nitrogen) up to

600�C (to 800�C using version Rock-Eval 6). Evolution of hydrocarbon volatiles is

monitored by a flame ionization detector, and carbon dioxide (CO2) by other means,

such as an infrared analyzer or a thermal conductivity detector, for example.

The basic method was designed to measure the amount of free hydrocarbons in

the sample (S1), the evolution peak temperature (Tmax) and the amount of

hydrocarbons generated through thermal cracking of nonvolatile organic

matter (S2), and the amount of CO2 produced during pyrolysis of kerogen (S3).

Based on these, the Hydrogen Index (HI) as mg S2 per gram of total organic carbon,

Oxygen Index (OI) as mg S3 per gram of total organic carbon, and Productivity

Index (PI) as S1/(S1 + S2) can be calculated. Rock-Eval pyrolysis temperature Tmax

and HI are used to evaluate maturity of oil shales. HI and OI have been used to

construct a modified van Krevelen diagram.

Thus the approximate grade of oil shale (average oil yield) has been determined

historically in laboratory batch retorts such as the “modified” Fischer assay method

or the Rock-Eval technique. There are high and low oil yield kerogens based on

modified Fischer assay results. Tables 5.4–5.6 are compiled to show how the

Table 5.4 Fischer assay yields, dry organic matter basis, of some selected Type I and II oil shales.

Parent organic matter H/C and O/C ratios are also shown

Green River

(Utah, USA)

[141]

El-lajjun

[88]

Kukersite

[141]

Eastern USA

Devonian

(Antrim) [141]

Dictyonema

[141]

H/C ratio of

organic matter

1.52 1.42 1.51 1.14

O/C ratio of

organic matter

0.08 0.05 0.11 0.23

Kerogen type I I I/II II II

Oil yield, wt% 59.3 61.9 60.0 22.2 19.8

Gas yield, wt% 22.7 20.9 21.5 25.1 16.5

Semicoke yield, wt

%

11.8 10.8 9.1 42.5 45.4

Retorting water 6.2 6.4 9.4 10.2 18.3
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composition of kerogen affects the product yield and product composition.

Table 5.4 also confirms a general observation that the amount volatiles generated

during thermochemical conversion under an inert environment up to about 500�C
decreases from kerogen Type I to Type II, and gas to oil ratio and semicoke to oil

ratio increase from Type I to Type II [128]. It should be noted that a Van Krevelen

diagram-based classification of oil shale behavior (based upon H/C and O/C ratios)

provides only a rough prediction of behavior, and better correlations between

pyrolysis yields and organic matter types might need additional indicators or

different classification approaches [166].

As the modified Fischer assay has been a standardized method for evaluating oil

yields of different oil shales, the chemical and physical properties of different oil

shale deposits have been correlated with Fischer assay results. Properties that are

successfully correlated include, for example, density, thermal conductivity, organic

carbon, total hydrogen, aliphatic/aromatic carbon, and unpaired electron concen-

tration [82]. In general, each specific deposit exhibits its own correlations and these

correlations need to be derived for the specific deposit, as the relationships are

mostly empirical.

Thermochemical conversion of oil shale kerogen to oil produces changes in oil

chemical composition relative to the original oil shale organic matter. Analysis of

data on hundreds of oil shales (compiled by Urov and Sumberg [141]) indicates that

the Fischer assay oil H/C ratio can be either lower or higher than that of the parent

Table 5.6 Fischer assay oil elemental compositions of the some selected Type I and II oil shales

shown in Table 5.4 [141]

Green River

(Utah, USA) Kukersite

Eastern USA

Devonian (Antrim) Dictyonema

C 84.7 83.0 83.8 83.3

H 12.0 9.9 10.6 9.3

S 0.6 1.1 1.8 2.6

N 2.1 0.1 0.7 1.0

O (by difference) 0.6 5.9 3.1 3.8

H/C 1.7 1.43 1.52 1.34

O/C 0.005 0.05 0.03 0.03

Table 5.5 Fischer assay gas compositions of the selected Type I and II oil shales shown in Table 5.4

Gas composition,

vol%

Green River

(Utah, USA)

[141]

El-lajjun

[88]

Kukersite

[141]

Eastern USA

Devonian (Antrim)

[141]

Dictyonema

[141]

CO2 30.3 14.5 25.0 9.7 13.6

H2S 3.3 25.2 8.8 29.1 20.3

CmHn 2.0 9.3 16.1 2.6 7.5

CO 16.8 1.0 7.9 14.3 5.7

H2 24.2 21.6 8.2 22.4 27.1

CnH2n+2 21.2 28.4 34.0 19.2 25.8
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organic matter. This is consistent with an observation that shale oil aromaticity can

be greater or lower than that of the parent kerogen [82].

There are a number of papers [90, 141] concerned with characterization of

Fischer assay oils, examining, for example, elemental composition, molecular

weight (varying from 190 to 310 Da), density (or specific gravity varying from

0.8 to 1.04, with only a few exceptions<1), heating value (39–44MJ/kg), viscosity,

boiling range (30–70% boiling over up to 350�C), and chemical groups (nonaro-

matic hydrocarbons, aromatic hydrocarbons, heteroatomic compounds, etc.).

It was already noted that the Fischer assay is a standard method and it does not

provide either the maximum or minimum oil yield that can be produced from

a given oil shale. Changes in parameters such as reactor configuration, particle

size, heating rate, pressure, or pyrolysis environment also can affect product yields

and compositions [8, 23, 157]. In real processes these factors are not always

independent, as, for example, high heating rates require fine particles or hydrogen

environment is used with high pressure.

Heating Rate Effects on Retorting Oil Yields

Fluidized bed retorting, where heating rates reach 1,000�C/min and particle sizes

below a few millimeters are used, produce higher oil yields than obtainable from

Fischer assay. For example, yields about 110% relative to Fischer assay have been

reported in the case of Green River oil shale and about 150% of Fischer assay for

eastern US Devonian shale [23]. Fluidized bed pyrolysis shows, in addition to

increased oil yield and decreased gas yield, different oil properties such as higher

aromaticity, molecular weight, density, and viscosity [23], as compared to Fischer

Assay oils. It should also be noted that laboratory-scale fluidized bed retorting

experiments usually resulted in higher oil yield than commercial-scale design

retorts [23].

In large-scale retorting systems, high heating rates require high heat-transfer

rates, and thus, a finely ground feed. Therefore differences in products from low and

high heating rate thermochemical conversion processes are influenced also by the

effect of particle size. The larger the particle, the slower the mass transfer rate of

volatiles to the outer surface of particle, and thus, the more opportunity for the

products to undergo secondary reactions that would alter their nature. Hence, it is

difficult in most cases to separate the effects of heating rate and particle size.

Pressure Effects on Retorting Yields

The mass transfer of oil out of pyrolyzing particles is affected by the pressure

difference between the particle interior, where the products are produced, and the

surrounding atmosphere. Delayed escape of the volatiles can result in secondary
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cracking reactions of higher molecular weight products, resulting in lower oil yields

and increase gas and char yields.

With an increase in pressure under an inert environment (or self-generated envi-

ronment) the oil yield decreases, the gas yield increases, the char yield increases, and

oil specific gravity and viscosity decrease. Also, the amount of lighter distillate oil

fraction increases [8]. All of these phenomena are consistent with a process of

cracking of higher molecular weight oils to lighter oils (with deposition of coke).

Different results can be seen when reactive pyrolysis atmospheres (such as hydrogen

or steam) are used. On the other hand, these conclusions are not necessarily general, as

in high heating rate (1,000K/s), small particle pyrolysis, oil yieldswere observed to be

quite similar, decreasing only a small amount with increasing pressure above

a temperature range of 800–900 K [131]. The oil loss at higher pressures was

associated with the occurrence of cracking reactions. The molecular weight

distributions of the shale oil were relatively insensitive to pressure, though at higher

temperatures, higher pressures tended to slightly favor lower molecular weights. The

results of this work also showed clearly that there was an evaporative equilibrium

responsible for determining themolecular weight distribution in the oil, as the average

molecular weights in the oil were significantly below those of the extractable

thermobitumen left in the shale. Hence the effects of pressure are associated with

evaporative processes, though these effects are not as significant as they are in

determining the yields of tars from coal pyrolysis [127, 132].

Effect of Gas Atmosphere on Retorting

An inert gas sweep of a retort provides greater oil yields than obtained from the

Fischer assay procedure under self-generated atmospheres [38]. Pyrolysis in

a steam atmosphere has been shown to have favorable effect on products by

improving yield and quality of shale oil [38] relative to Fischer assay. In fluidized

bed experiments, steam has been studied as one possible fluidization medium

[23, 38]. However, the beneficial effect of steam relative to nitrogen is the subject

of dispute among different researchers [38].

Pyrolysis under high hydrogen pressure (hydroretorting, hydropyrolysis) is

shown to be a potential way to upgrade low-oil grade oil shales to oil.

Hydroretorting results in increased oil yield and more aromatic oil with lower

heteroatom content and lower molecular weight distribution [106]. Hydrogen

pressures of ca 5–10 MPa were sufficient to have an effect [106]. In some studies,

higher pressures, 15 MPa, have been used [24]. A hydroretorting assay unit has

been developed along with a standardized procedure for its use [106]. In this unit

(538�C and hydrogen pressure 6.9 MPa) for low oil yield oil shales (Type II

kerogens), oil yields can be increased several times relative to Fischer assay,

even 400% over Fischer assay yield [106].
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Chemical Aspects of Oil Recovery by Retorting

Shale Pyrolysis in Comparison to Coal Pyrolysis

The process of recovering shale oil is concerned with decomposition of kerogen,

the major portion of oil shale organic matter. Kerogen is a cross-linked macromo-

lecular structure whose thermal behavior depends upon the severity of heating,

yielding either mostly hydrogen-rich solvent soluble material or light volatiles

(oil, gas) and a carbon-rich solid residue. The overall pyrolysis process is extremely

complex with a variety of physical-chemical mechanisms. The composition and

yields of pyrolysis products depend on the type and characteristics of oil shale

(primarily of kerogen), and as noted above, the particle size, final temperature,

heating rate, residence time of vaporizing products in hot zone, pressure, and

pyrolysis atmosphere. The possibly important role of secondary reactions has

been noted in several places above.

In the period from 1970 to 1990, there were extensive theoretical and experi-

mental studies on coal pyrolysis, and relatively fewer such studies on oil shale. The

aim of both research communities was to improve the fundamental understanding

of pyrolysis chemistry with an ultimate objective of developing realistic simulation

models. The examination of coal pyrolysis tended to place great emphasis on the

importance of the interplay between chemical and physical processes encountered

in pyrolysis, something that received less attention in the shale pyrolysis work.

Coal pyrolysis is an important phenomenon inasmuch as it is an initial step in all

major coal thermochemical conversion processes such as combustion, gasification,

carbonization, and liquefaction. The past 4 decades resulted remarkable advances in

the modeling of coal pyrolysis. There was a shift away from simple, empirical

kinetic models to use of more complex “network” devolatilization models. Those

models provide detailed predictions of pyrolytic behavior for a wide variety of coals

under variable temperature, pressure, and heating rate conditions. There are many

extensive reviews and books published on coal pyrolysis [76, 127], covering the

chemistry of pyrolysis, mass transfer effects, comparison of experimental data and

models, etc.

In some ways oil shale is similar to coal as the organic matter is mostly

a macromolecular three-dimensional structure, however, with different organic

compositions and hydrogen-carbon skeletons. Therefore, oil shale pyrolysis is

characterized by different product characteristics and by different rates and extents

of pyrolytic process events (cross-linking, swelling, softening, resolidification, and

devolatilization). The pyrolytic devolatilization processes of oil shales occur at

somewhat lower temperatures than do the same sorts of processes in coals. The

active devolatilization starts at about 350–400�C with a maximum in the range of

400–500�C and completes at about 500–550�C. The oily pyrolysis products are

more volatile (with higher hydrogen/carbon ratio and lower molecular weight

distribution) than the coal tarry products. Oja has demonstrated that the kukersite

oil shale primary tar (oil) produced during moderate rate pyrolysis (�5�C/s) under
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a nitrogen sweep in a tubular furnace is easily volatile below the temperatures of

active devolatilization [86]. This is not generally the case for coal liquid (tar)

pyrolysis products.

It can be assumed that the general principles used to model the mechanisms of

coal pyrolysis could also be used to describe oil shale kerogen pyrolysis. For coal,

the following pyrolysis event sequence was proposed [127]: disruption of hydrogen

bonds; vaporization and transport of non-covalently bonded “guest” molecules;

low-temperature cross-linking (in low rank coals) that is accompanied with CO2

and H2O evolution; bridge breaking and fragmentation of the macromolecular

network (depolymerization); hydrogen utilization to stabilize free radicals; vapori-

zation and gas phase transport of light fragments; moderate temperature cross-

linking reactions to resolidify the macromolecular network; decomposition of

functional groups to produce light species or gases; and high-temperature conden-

sation of the macromolecular network involving hydrogen elimination. In most

respects, the same processes must take place in oil shale pyrolysis.

The importance of the extent and timing of cross-linking in the pyrolytic

processes of coals has been emphasized in coal pyrolysis models. A number of

studies have been performed on swelling of thermally pretreated coals indicating

loosening and/or tightening of coal structures in the temperature region prior to tar

evolution or active pyrolysis. This phenomenon was found to depend on coal rank:

changes in lower rank coals indicate low-temperature cross-linking whereas trends

in higher rank coals vary from no observable changes to structural relaxation. It was

observed that the extent of low-temperature cross-linking was associated with

decomposition of carboxyl groups and possibly hydroxyl groups as formation of

new cross-links before devolatilization happened together with CO2 and water

release. It has been concluded that low-temperature cross-linking results in low

tar yield and can be a reason for the non-softening pyrolytic behavior seen in low

rank coals. The importance of such processes in oil shale pyrolysis will be consid-

ered below.

General Observations of Oil Shale Pyrolysis Phenomena

A large number of studies (including reviews) on pyrolysis of oil shales have been

conducted and reported over the course of history. The pyrolytic behavior of oil

shales have been investigated generally based on individual oil shales or in some

cases generalized to oil shale kerogen types (Type I, II, or III in accordance of Van

Krevelen diagram) [35, 46, 121]. Although kerogen types (similar to coal ranks)

have been shown to be useful for generalizing oil shale kerogen (organic matter)

behavior, it should be kept in mind that differences between kerogens make a large

difference in behavior, and the trends with kerogen type have not been firmly

established.

There have been a number of studies of the changes in kerogen structure (in the

solid organic residue) during pyrolysis/heating. These changes involve elemental

composition, functional group losses and other structural modifications, as well as

126 V. Oja and E.M. Suuberg



changes in the number of free radicals. Techniques employed for tracking the

changes include, for example, elemental analysis, Fourier transform infrared spec-

troscopy, solid-state nuclear magnetic resonance (NMR) spectroscopy, electron

microscope or electron spin resonance [28, 119]. There are of course also a great

number of studies on volatile product evolution during pyrolysis. This includes

evolution of volatile products correlated with kerogen functional group decompo-

sition. Techniques used have included Fourier transform infrared spectroscopy,

mass spectrometry, or gas chromatography [105].

For properties of crude shale oils readers are referred to [8, 85, 99, 142].

Observations Regarding Changes in the Macromolecular Structure

of Oil Shale Kerogens During Pyrolysis

In relation to the different oil yields observed in the case of pyrolysis of Type I and

Type II kerogens (see Tables 5.4–5.6), solvent swelling experiments on thermally

pretreated oil shales have indicated that high oil yield kukersite kerogen (Type I),

which exhibits softening pyrolysis behavior during pyrolysis, shows a tendency

toward structural relaxation in the low-temperature pre-pyrolysis region [111]. This

observation is qualitatively comparable to that seen in high tar-yield softening

coals. On the other hand, low oil yield Dictyonema kerogen (Type II), which

exhibits non-softening pyrolysis behavior, shows a tendency for pre-pyrolysis

cross-linking or structural tightening [163], similar to what happens in low rank

non-softening coals [126].

Mechanisms and Kinetics of Kerogen Decomposition

Mechanisms of kerogen decomposition have been the subject of numerous studies,

including many different experimental techniques, and have involved both

isothermal and non-isothermal procedures. Techniques used have included

thermogravimetry, differential scanning calorimetry, differential thermal analysis,

Rock-Eval, and various other types of reactors. These studies tracked changes in at

least one pyrolyzing kerogen-related component (parent material or product) as

a function of time and temperature. In many such studies, complex materials, such

as pyrolysis oil, are considered as single pseudo-components. There are many

papers that consider the mechanisms and kinetics of kerogen decomposition, and

only a sampling of these is offered here [4, 5, 13, 18, 26, 27, 29, 39, 53, 58, 61, 63,

69, 76, 103, 121, 130, 134, 136, 138, 148, 150, 153, 154, 156]. Despite the existence

of a relatively extensive literature on oil shale pyrolytic behavior, very few analyses

and reviews are available that offer comparison between the available information

or comparison to coal and biomass research results.

Different mechanisms, with various degrees of complexity, have been proposed

to describe oil shale pyrolytic behavior. Generally, these are based on tracking

intermediate, primary, and secondary pyrolysis products, often without a clear
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identification of all of the products in any of the classes being tracked. Kinetic

parameters have been calculated by fitting experimental data to an assumed semi-

empirical model of the pyrolysis process. There is, thus, not surprisingly a large

variation in reported kinetic parameters (activation energies and frequency factors).

Consequently, the results are often of limited generality, applicable to the particular

experimental conditions studied, often potentially influenced by heat and mass

transfer limitations on observed kinetics.

A sampling of kinetic results is shown in Fig. 5.3. These results have been taken

from studies in which both activation energies and pre-exponential factors have

been reported. Except as noted, they are based upon a model of pyrolysis that is first

order in kerogen, and normally the rate data are those either for total mass loss or

the production of oil. Hence, the “model” can be simply represented as:
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Fig. 5.3 Comparisons of kinetics of kerogen pyrolysis. (a) A comparison of rates on Estonian

kukersite kerogens. Thick lines [59, 60, 62]; thin lines from Oja (unpublished results); lines with

crosses [96]; line with small circles, [160]. (b) A comparison of rates obtained on Colorado Green

River Oil Shale. Dark line with crosses [12]; thin solid line [78]; heavy dashed line [25]; heavy

dotted line [21]; heavy dashed-dotted line [149]; thin line with small black points [124]; thin dotted

line with crosses [96]; thin dashed-dotted line with circles [19]; thin dashed line [84]. (c)

A comparison of rates obtained on kerogens from Rundle Australian Oil Shale. Heavy line with

crosses, [147]; thin line [96]; heavy dashed line [84]; dotted line [91]
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dX dt= ¼ �Aexp �E RT=ð ÞX

in which X is a conversion parameter, expressed in terms of remaining unconverted

fraction. In many of these studies, a variety of different fitting techniques were

employed (e.g., Friedman, Coates-Redfern, and simple Arrhenius). The point here

is not to evaluate the different methods or studies one against the other, but to

provide a rough sense of how much agreement there is in the literature on pyrolysis

kinetics.

It is immediately apparent that despite the clustering of results on the graphs, the

actual rates in the temperature regions of most interest can diverge from one another

by significant amounts. In the case of the kukersite samples of Fig. 5.3a, the

difference near 400�C (1,000/T[K] = 1.49) is about two orders of magnitude. The

spread in reported values for Green River oil shale is not as great near 400�C see

(Fig. 5.3b, which shows an order of magnitude spread), but there are still significant

differences in reported activation energies that lead to differences of even greater

magnitude near temperatures of interest. Likewise, there is a significant disparity in

the results reported for Rundle Australian oil shale kerogen in Fig. 5.3c. Also, these

results point out that there can be significant differences between the kerogens from

different samples. The kerogen from kukersite shows typically higher reactivity

than is shown by the Green River or Rundle samples. Hence, there is not surpris-

ingly a dependence of kinetics on the origin of the shale.

This comparison of kinetics is not offered to evaluate the relative merits of any

one study over another. It is to point out that there remain significant unresolved

differences in reported kinetics, and that this is an issue that will seemingly require

further work to resolve.

The Nature and Role of Thermobitumen

At many pyrolysis conditions, thermobitumen (also referred as pyrolytic bitumen or

“metaplast” in coal chemistry) is an important intermediate of oil shale pyrolysis.

The formation of the thermobitumen has historically caused technological

problems in retort design and development due its sticky and plugging character.

The thermobitumen can be defined as an intermediate organic substance, which is

organic solvent-soluble but nonvolatile at its formation temperatures. Several

researchers define the bitumen more specifically as a benzene soluble pyrolysis

intermediate [165]. The nonvolatile thermobitumen is used in models as a single

pseudo-component that precedes oil generation. In contrast to the thermobitumen,

the oil is defined as a volatile organic product of the pyrolysis process. The kinetics

of thermobitumen formation have been described in several papers, for Green River

oil shale in [18, 165] and for Kukersite oil shale [62, 64, 136].

The observation of thermobitumen formation has been incorporated into

a number of mechanisms [8, 76, 83]. Generally pseudo-first-order formation

reactions are assumed. For example, a qualitative thermal degradation mechanism
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proposed by [1], and now fairly widely accepted in general form by many other

researchers, is shown in Fig. 5.4. It embodies the well-established feature that there

is a breakdown of kerogen to extractable bitumen that precedes a significant amount

of oil release. The thermobitumen formation, its composition, and yield, are related

to the time–temperature history of the process and to the oil shale kerogen structure.

It is now more generally believed that it is the second stage of volatiles formation

(from the thermobitumen) that gives rise to most of the oil product. Light gases may

be released in both volatiles’ release periods.

Figure 5.5 shows the time and temperature dependence of thermobitumen yields

for western US high oil yield Colorado oil shales (Type I kerogens) and eastern US

low oil yield Kentucky New Albany oil shale (Type II kerogens). Figure 5.5

indicates that low oil yield non-softening oil shales cannot form considerable

amounts of intermediate pyrolytic bitumen. This has been explained by cross-

linking behavior of these oil shale kerogens and direct kerogen conversion to

residue, but also by autocatalytic reactions between bitumen and kerogen [165].

There are few studies on thermobitumen characterization, but generally its

chemical, physical, and thermodynamic properties have been little studied. The

properties and composition (elemental composition, molecular weight distribution)
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Fig 5.4 A generally accepted mechanistic scheme for pyrolysis of kerogen

60

50

40

30

20

10

0

12

14

10

8

6

4

2

0
0 100 200 300

Time, min Time, min

Colorado
Exxon-Colony

Kentucky
New Albany

375°C

375°C

400°C

400°C

425°C

425°C

440°C

%
 o

f k
er

og
en

%
 o

f k
er

og
en

400 500 0 30 60 90 120 150

Fig. 5.5 Time and temperature dependence of pyrolytic bitumen for Colorado and Kentucky oil

shales ([165], with permission)

130 V. Oja and E.M. Suuberg



of thermobitumen is temperature and time dependent. Figure 5.6 shows the average

molecular weights of oil and bitumen as a function of time and temperature for

western US Colorado (Exxon-Colony) and eastern US Kentucky (New Albany) oil

shales, and Table 5.7 presents thermobitumen characteristics of Estonian kukersite

oil shale. The results of Table 5.7 show the expected decrease in bitumen molecular

weight as conversion progresses to greater extents at higher temperatures.

These and other available studies [136, 137] indicate that the thermobitumen

relative to oil produced at same temperature has lower H/C atomic ratio (and higher

aromaticity) and higher number-average molecular weight (depending on oil shale

and temperature-time history, the thermobitumen can exceed a value of 1,500 Da).

It was noted by Miknis and Turner [165] that atomic H/C and number-average

molecular weights of the thermobitumen produced were strongly time and temper-

ature dependent, while oil showed remarkably constant values at all times and
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Fig. 5.6 Molecular weights of oil and bitumen versus time and temperature for (a) Colorado

(Exxon-Colony) and (b) Kentucky (New Albany) oil shale ([165], with permission)
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temperatures. These results on bitumen are in general agreement with the results of

[131] on Colorado oil shale, which showed that this fraction had a very high

molecular weight (a significant fraction >1,000 Da). In this latter study, the oil

itself had a higher number-average molecular weight than observed by Miknis and

Turner [165], presumably due to the difference in pyrolysis conditions, which

favored evaporation of higher molecular weight fractions.

In addition to direct pyrolysis (retorting) other technological solutions, such as

supercritical gas extraction, hydropyrolysis, or thermal dissolution with solvents,

take advantage of the chemical processes that occur at thermobitumen formation

stage.

Competitive Reaction Processes and Hydrogen

An important concept in coal thermochemical decomposition is formation of

volatile and nonvolatile reactive radical components as a result of bond breaking

in the macromolecular structure. Reactions between radical components can lead to

char formation, if the radical species involved are located on large fragments of the

network structure. Stabilization of radicals by hydrogen can result in volatiles (or

potential volatiles), if the hydrogen capping of the structures prevents their

incorporation into a new network structure.

On the other hand, the formed volatiles can undergo secondary reactions prior to

escaping the reacting particles. This may happen in contact with solid material or in

the vapor phase. Such secondary reactions are promoted by long residence times in

high-temperature zones within a particle or a reactor. Thermochemical conversion

in the presence of hydrogen can result in an increase in non-polymeric volatile

hydrocarbons, if a radical secondary reaction pathway can be intercepted by

hydrogen capping of a radical. In addition to helping reduce the macromolecular

structure to smaller species by the above routes, hydrogen is also consumed in

reducing sulfur, nitrogen, and oxygen that exist in the kerogen structure [99].

Hydrogen can be introduced into these roles either directly from the gas phase or

from a hydrogen-donor solvent [99]. There are effects of temperature, pressure, and

catalysts on these hydrogen reaction pathways [99, 107].

Table 5.7 Thermobitumen characteristics of Kukersite oil shale (elemental composition of

organic matter C 82.1%, H 10.63%, S 0.75%, O + N 6.5% and atomic H/C 1.55) from thermo-

chemical conversion in a Fischer retort [65, 162]

Process conditions

(temperature, time)

Yield, % thermobitumen

per organic matter

Elemental composition, %

H/C Mol. weightC H S O + N

275�C, 456 h 17.9 83.0 10.1 0.50 6.7 1.46 710

300�C, 387 h 69.8 85.1 8.77 0.32 5.8 1.24 1,300

340�C, 12 h 59.8 83.8 9.78 0.52 5.9 1.40 1,240

360�C, 4 h 63.8 83.6 9.56 0.50 6.3 1.37 790

380�C, 4 h 35.6 85.3 8.85 0.53 5.3 1.25 651
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Technological Aspects of Shale Oil Recovery

The fundamental chemical and heat and mass transfer processes in oil shale

retorting have been described to a limited degree in comparison to similar coal

and biomass processes. By comparison, there is a rich literature on practical oil

shale retorting technologies (including flow sheets, process descriptions, and prod-

uct characterizations) [8, 30, 99]. There are also reviews/reports covering processes

from laboratory scale through process-development unit scale to commercial scale:

[15, 20, 85, 97, 101, 122, 140, 142]. The above books and reviews also cover

a number of other important topics associated with oil shale processing, such as

availability of oil shale reserves [77, 85, 142], oil shale mining [8, 85], research and

development needs [77, 85], socioeconomical problems [85], environmental impact

[77, 85, 142], oil shale upgrading economics and shale oil cost components [38],

shale oil refining [85, 129] and future perspectives [129, 142].

Over hundreds of years of oil shale development, hundreds of retorts (retorting

processes) have been invented [85]. Through the long history of oil shale utiliza-

tion, ex situ (above the ground or surface) retorting technologies have been practi-

cally the only commercial technology for oil production from oil shale. In ex situ

processing, the oil shale must be mined (using surface mining or underground

mining), crushed, and transported to the processing plant for retorting. By compari-

son, in situ processes cause less land surface disturbance associated with mining.

This may involve limited excavation to access oil shale sources or to create

permeability by fracturing or drilling heater holes or production wells. Because

the oil shale is retorted in the ground, in situ processing requires that the produced

oil be extracted through an oil well in the same way as is conventional crude oil

[20]. Therefore, commonly cited advantages of in situ process are limited mining

and solids’ (oil shale and spent shale) handling, and no expense associated with

aboveground retorting equipment. The disadvantage of in situ processing involves

the complexity in controlling process parameters. There are also concerns raised

regarding the ability to capture all of the oil produced underground.

In addition to the issues of technical viability (including process controllability)

and capital cost, the choice to use ex situ as opposed to in situ processes depends on

factors such as richness of the oil shale, the depth or thickness of the shale bed, the

accessibility to deposits, and environmental considerations (associated with escape

of oil into groundwater or extraction of materials from spent shale, e.g.,). Again, ex

situ processes are often also regarded as environmentally problematic beyond their

mining impacts, due to problems of solid residue disposal and potential for ground-

water pollution from that source.

Besides the simple ex situ and in situ classifications, there are many other retorting

classification schemes used in the literature as technologies can differ in various

aspects such as process principle. These include process modes such as batch, semi-

batch, or continuous, as well as process flows including cocurrent, counter-current, or

crosscurrent. An important classification is based upon heat-transfer mechanism to the
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shale (direct or indirect, and what the carrier is in direct) as well as heat generation

method. In addition, retort style, complexity of technology or by-product processing

can be bases of classification.

A vitally important design consideration is always thermal management, both in

terms of heat generation and heat transfer to the shale to be retorted. Heat can be

transferred to oil shale by different means:

1. By conduction through a retort wall. To this group belonged ex situ technologies
such as the vertical Pumpherston retort (Bryson retort) [79] or Davidson hori-

zontal rotary retort [80]. In these types of ex situ technologies, heat is transferred

through the retort wall. Due to the slow conduction that characterizes such

retorts, many such processes are mainly of historical interest as their throughputs

per unit of vessel volume are low. Development phase processes of this genre are

the Oil-Tech electrically heated vertical retort process (Ambre Energy Limited)

[140] and the A.F.S.K. Hom Tov co-pyrolysis process (Mishor Rotem).

The principle of wall conduction can also be applied to in situ technologies. In

that case, it involves placing heating elements or heating pipes into the oil shale

deposit. Representative of this approach is the Shell In Situ Conversion Process

(ICP) technology (Shell Mahogany Project) [140], which uses electric-resistance

heaters combined with a surrounding “freeze wall” to confine the retorting

products. Another example is the EGL Oil Shale process [140] in which heat

is transferred by superheated steam (in a closed system) through a series of pipes

serving as heat exchangers below the oil shale bed. The Geothermic Fuel Cell™
approach (GFL™) developed by Independent Energy Partners, Inc. (IEP) uses

a high-temperature fuel cell stack [140].

2. By gases from shale combustion in the retort (referred to as the directly heated

retorts approach). These technologies utilize heat that originates from burning

materials (char and oil shale gas) inside the retort and is therefore also called

internal combustion retorting. The heat is transferred through the retort by gases

generated in the combustion process. In combustion retorts the retorting gas is

diluted and has low calorific value (for syngas classification depending on the

heating values, see [77]). A currently used commercial ex situ retorting technol-

ogy of this type is the Fushun process [101] in China. Other examples of

thoroughly investigated ex situ technologies based upon this approach are the

Kiviter process (early versions), Nevada-Texas-Utah (NTU), Paraho Direct,

Union “A” and Superior Multimineral processes [8, 77]. In situ retorting also

utilized this principle in technologies that burned oil shale underground. An

example of this was the Occidental Petroleum Corporation Oxy process [85]

(modified in situ combustion retorting process).

3. By gaseous heat carrier heated outside retort (referred as indirectly heated

retorts). In this case, heat is transferred by hot gases heated in an outside furnace

and then injected into the retort (or retorting bed). Again, in these systems the

retorting gas is diluted and has low calorific value. Currently used commercial ex

situ technologies of this group are the current Kiviter process in Estonia and

Petrosix process in Brazil [8]. Other main ex situ technology examples are Union
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“B,” Paraho Indirect, Superior Indirect processes [8], and fluidized bed-based

processes. Similarly, in situ technologies can utilize gases that are heated

aboveground (such as by combustion), which are then injected into the oil

shale formation as heat carriers. Examples of such hot-gas injecting methods

are the Chevron CRUSH process and the Petro Probe process and the in situ gas

extraction technology (IGE) of Mountain West Energy [140].

4. By solid heat carrier heated outside the retort (referred indirectly as heated

retort). In this instance, heat is transferred by mixing hot solid particles (heated

outside the retort) with the oil shale. Reactive heat carriers, such as oil shale ash,

or nonreactive, such as sand or ceramic balls, have been used. In these processes

retort gases with high calorific value are produced. These are ex situ processes

that typically take place in rotating kiln-type retorts. Currently used commercial

ex situ technology of this type includes the Galoter process [44] in Estonia,

which utilizes hot shale ash as the heat-carrying medium. Other main

technologies of this type include the Alberta Taciuk Process (ATP), TOSCO II

(developed by The Oil Shale Corporation, utilizing externally heated ceramic

balls 15 mm in diameter as heat carrier) Lurgi-Ruhrgas (retorting is accom-

plished by mixing with spent shale/sand) [77], the Shell SPHER Process (Shell

Pellet Heat Exchange Retorting) [49], and the LLNR HRS (Lawrence Livermore

National Laboratory Hot Recycled Solid) process [20].

5. By other means such as radio frequency [15], microwave [11], solar [17] or

nuclear explosion (e.g., Project Bronco) [8], etc. A number of recent shale oil in

situ recovery schemes (e.g., Raytheon/Schumberger; PyroPhase) have been

proposed based on volumetric heating by means such as radio frequency or

microwave heating [140]. These have thus far been mostly of interest on the

research and development level [15].

6. By combinations of the above. For example, a combination of solid and gaseous

heat carriers is utilized in hot recycle solids fluidized bed retorting systems (e.g.,

KENTORT II, [23, 133]). Since gas density is about 1,000 times lower than that

of oil shale, assuming that roughly same mass heat carrier must be contact the

shale, then a large volume of gas is needed to heat the oil shale [18]. The

KENTORT II [23, 133] uses recirculating hot spent shale from a gasification

section.

The above-mentioned Shell SPHER process and LLNR HRS process could arguably

also be included in this class of processes.

An example of an in situ combined heat-transfer mode process could be

Electrofrac™ (Exxon Mobil Corporation) [140], which combines wall conduction

and volumetric heating through electrically conductive material (used to fill

fractures).

There are a large number of different retorting solutions. Generally, the perfor-

mance of retorts (in situ or ex situ reactors) are typically evaluated or compared

based on the percentage of Fischer assay yield achieved and an overall thermal

efficiency (as energy efficiency). Typical commercial-scale retorts, with the excep-

tion of fluidized bed retorts, have lower oil yields than obtainable from Fischer
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assay. For example, for modified in situ internal combustion retorting, it is around

60% [99] of Fischer assay. For a Fushun generator type of retort, this value is 65%

[101] and for the Kiviter type of retort 70% [101]. Higher values are obtained with

Petrosix retorting 85–90% [101], Galoter retorting 85–90% [101], and for Taciuk

retorting 82% [101].

The thermal efficiency is defined as heat of desired product divided by the total

heat of the process [99]. For example, some comparisons may involve using the

equation

Thermal efficiency ¼ Gross Galorific value of oilþ gasð Þ
Gross Galorific value of shaleþ heat of retorting

which can be found in Probstein and Hicks [99].

More detailed evaluation of processes comes down to desired product yields

(oil and gas) and energy consumption per unit of desired product produced,

including additional energy requirement such as for gas purification, spent shale

disposal, or water treatment.

References offering insights regarding the construction details and operational

principles of the retorting equipment referred to above, including product

characteristics, are found in Tables 5.8 and 5.9. As there are hundreds of retorting

Table 5.8 Some selected ex situ retorting technologies

Process/retort References

Fushun retort [101]

Brazilian Petrosix [77, 85]

The Nevada-Texas-Utah retort or NTU (also known as the Dundas-Howes

retort)

[8, 85]

The Paraho direct/indirect process [85, 99]

The Union Oil retort “A” (Union Oil Company) [8, 76, 77, 159]

The Union Oil retort “B” indirectly heated retort (Union Oil Company) [8, 76, 77, 85, 159]

The Union Oil Steam Gas Recirculation (RSG) retorting process (Union Oil

Company)

[8]

The Superior Oil process [8, 85]

TOSCO II (Tosco corporation) [77, 85, 99]

The Lurgi-Ruhrgas process [8, 76, 77, 85, 142]

Kiviter process [8, 101, 159]

Galoter process [8, 44, 101, 159]

Aostra Taciuk Process (ATP) [8, 101, 142]

Chamber oven (similar to coke batteries) [159]

HYTORT (Institute of Gas Technology, IGT) [38, 106]

Chattanooga process (pressurized fluid bed reactor) [140]

Gas combustion retort, US Bureau of Mines [8, 76, 77, 142, 159]

Oil-Tech vertical surface retort technology (Millenium Synfuels, LLC) [140]

KENTOR II [133]

Shell SPHER processes (Shell Pellet Heat Exchange Retorting) [49]
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options that have been considered, this is far from being a complete list of

possibilities. Nonetheless, it offers some insight into some significant processes.

The next sections offer a few more details on selected ex situ and in situ processes.

Ex Situ Technologies: An Example and Some Further
Considerations

There are many ex situ retorting technologies that differ by reactor types (fluidized

bed, moving packed bed, solid mixers), by operating conditions (temperature,

residence time), technical details such as drying of feed, feed distributor, discharge

of spent shale, oil and gas separation (oil and gas separation from offgas), heat

recovery or by-product utilization. Therefore in addition to the pyrolysis reactor,

the heart of retorting process, a particular retorting technology includes various

other components (unit operations) in the plant.

Figure 5.7 shows a principal schematic diagram of the Galoter process [44].

The principle of the Galoter process is heating fine-grained oil shale (particles with

size below 25 mm) in a horizontal rotary kiln-type retort, with contact of hot oil

shale ash obtained from solid retorting residue combustion outside of the retort. The

process operates in continuous mode with oil shale and ash in cocurrent flows. The

Table 5.9 Some selected in situ retorting processes and technologies

Process/retort References

Occidental Petroleum “Oxy” [8, 77, 85]

Sinclair oil and gas company process [76, 77]

Equity Oil company process [76, 77]

Shell Oil’s thermally conductive in situ conversion process [77, 140, 142]

Osborne’s in situ process [77]

Dow Chemical Co.’s process [8, 77]

Equity Oil company process [8]

Chevron’s Technology for the Recovery and Upgrading of Oil from Shale

(CRUSH) process

[140]

EGL oil shale process [140]

Electrically enhanced oil production (EEOP) (Electro-Petroleum, Inc.) [140]

PetroProbe process (Petro Probe, Inc.) [140]

Electrofrac™ (Exxon Mobil Incorporation) [140]

Geothermic Fuel Cell™ technology (GFL™) [140]

In situ gas extraction technology (IGE), Mountain West Energy [140]

Radio frequency/critical fluid oil extraction technology (Ryethon and CF

technology)

[140]

EchoShale in-capsule process (Red Leaf Resources, Inc.) [140]

PyroPhase [140]

American Shale Oil Company (AMSO) process: Conduction, Convection, Reflux

(CCR) process (former EGL Resources process)

[140]
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properties of the shale oil produced (specific gravity, H/C ratio, viscosity, boiling

range, and hydrocarbon types) depend upon retorting temperature and residence

time, of course, but can also depend on other factors such as condenser construction

and temperature of recovery and separation of shale oil and the reactive properties

of the hot shale residue heat carrier.

A heat-transfer medium (the heat carrier) can generally be reactive or nonreac-

tive. Examples of reactive heat carriers include the gaseous heat carriers such as

hydrogen or solid heat carriers such as oil shale ash. Oil shale ash from carbonate oil

shales has chemisorptive properties, due to its alkaline nature, and can reduce the

concentration of H2S in the product gas as well as phenolic compounds in the oil

[88]. Also the iron oxide in ash shows potential to reduce H2S in the gas, but has

little effect on phenolic compounds [88]. It should, however, be emphasized that

heat carrier ash used in solid heat carrier retorts does not affect significantly

the sulfur concentration in oils (i.e., organic sulfur) [40, 88].

It needs to be emphasized again that an important parameter in ex situ retorting

design is the heat up time of the retorted shale. This determines overall process time

and therefore reactor volume and thus retorting process cost [18], but also impacts

retort oil quality. The time to transfer heat to shale depends on the feed oil shale

particle size. Often, operational details require specific particle size ranges [8].

It has been indicated that [18] the heat up time of the oil shale particles larger than 1

cm scales roughly as diameter squared and thus a heat up time of 2.5 min can be

estimated for 10-mm particles and 4 h for 100-mm particles. Accordingly, the ex

situ technologies have been divided in three groups, based upon particle size:

1. Processes with large feed particle sizes (so-called lump oil shale). These pro-

cesses take place over the longest time scale; the shale residence time in retorts is

measured in hours. For example, the industrial Kiviter process [8] uses a feed

size of 10–125 mm and the Fushun process of 10–75 mm [2].

2. Processes that use coarsely ground particles. The shale residence time scale is of

minutes. For example, the industrial Galoter process [8] uses a feed size of 0–25

mm [2].

3. Processes fed with pulverized oil shale with size below 5 mm. The residence

time is shortest, with the time scale of seconds. This is used in fluidized bed

retorting units [151]. The fluidized bed retorting systems are less developed than

the two former types and no commercial units are yet in use.

In Situ Technologies: Further Considerations

The common principle of in situ processes is heating the oil shale deposit under-

ground. Different versions use different methods of heat transfer, as already

described. With in situ technologies there is an opportunity to utilize poorer and

deeper oil shale deposits than can be used for conventional aboveground processing

[71]. Although a number of field-scale experiments have been conducted over the
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last decades in several countries [15, 77, 85, 97] no in situ technology-based

commercial plant has been placed in operation to date. However, several of the

latest innovative technological approaches involve in situ processes [140].

There are different possible ways of classifying in situ technologies (see [77]).

The most common is classification into true in situ processes and modified in situ

processes. Some define the true in situ processes as involving minimal disturbance

of the oil shale ore bed, and the modified in situ as processes as any that use

rubblizing either through blasting or partial mining. Therefore the distinction

between true and modified in situ processes is a matter of degree of the bed

disturbance.

True in situ processes thus do not generally require significant mining. This

category of in situ processes uses natural rock permeability or permeability created

by artificial fracturing (by explosives or hydrostatic pressure) in place. The true in

situ processes follow a general sequence involving dewatering and establishing

measures to minimize contact between groundwater and the reaction zone; fractur-

ing or rubblizing to create permeability (if natural permeability is not sufficient);

heating the oil shale by ignition, hot fluids, or other means; recovering oil and gas

through wells [85].

The modified in situ processes involve partial mining under the oil shale deposit

to create void space followed by rubblizing the rest into the created void. To create

voids about 10–25% of overall space is mined out [77].

Final Considerations and Future Directions

This review was intended to capture many aspects of the current state of knowledge

and basic research directions in the field of oil shale research. It did so in the context

provided by currently and historically explored technologies for oil shale conver-

sion. Generally speaking, there is more new development interest in oil production

processes, but the direct combustion processes will remain in use in particular

instances (such as in Estonia). While the pyrolytic phenomena that shale undergoes

are common to both oil production and combustion processes, there has not been as

much emphasis on fundamental exploration of these phenomena from the combus-

tion side, and in that case there are other technologically important issues that have

captured more basic research interest (e.g., the behavior of ash in the boilers, the

high-temperature corrosion of boilers, the problems of ash handling and disposal,

the problems of sulfur capture). For the combustion community, the behavior of the

organic portion of the ash has been somewhat secondary, and even the final phases

of organic materials’ burnout, which has captured the attention of many researchers

in the coal combustion community, has been of less interest, because of the

inherently higher reactivity of oil shale chars as compared to coal chars.

From the perspective of those who seek to produce oil, the major problems have

been those of thermal management and the handling of large amounts of solids, as

well as dealing with a range of environmental problems associated with the

140 V. Oja and E.M. Suuberg



processing (whether aboveground or in situ). What can be economically done with

oil shale in light of the above has dictated the nature of the processes more than

consideration of the chemical aspects. Nonetheless, it has been observed that there

can be factors whose importance may be sometimes overlooked. Issues of mass

transport can materially impact both yields and quality of the product oils, and may

be sensitive to factors such as pressure, particle size, heating rate, temperature, and

residence time in a hot environment and gaseous environment. All of these factors

have been studied, but the general impression is that more work is needed to better

establish general trends. Likewise, there have been an enormous number of studies

performed on elucidating the kinetics of pyrolysis, but rarely has there been

a critical examination of results obtained on the same material examined by

different means in different laboratories. As a result, there is a crude understanding

of rate processes, but one that for predictive purposes cannot be claimed to be better

than an order of magnitude. Despite large numbers of carefully performed studies,

there has not yet been closure on the overall nature and rates of the many processes

that determine behavior in practical processes.
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38. Ekinci E, Yürüm Y (1995) Steam and coprocessing of oil shales. In: Snape C (ed) Composi-

tion, geochemistry and conversion of oil shales. NATO ASI Series. Kluwer, The Netherland

39. Ekstrom A, Callaghan G (1987) The pyrolysis kinetics of some Australian oil shales. Fuel

66:331–337

40. Elenurm A, Oja V, Elenurm A, Tali E, Tearo E, Yanchilin A (2008) Thermal processing of

dictyonema argillite and kukersite oil shale: transformation and distribution of

sulfur compounds in pilot-scale Galoter process. Oil Shale 25:328–334

41. Espitalie J, Madec M, Tissot B (1980) Role of mineral matrix in kerogen pyrolysis: influence

on petroleum generation and migration. AAPG Bull 64:59–66

42. Forsman JP (1963) Geochemistry of kerogen. In: Breger IA (ed) Organic geochemistry.

Pergamon, Oxford, pp 148–182

43. Gavin JM (1924) Oil shale. U.S. Government Printing Office, Washington, DC

44. Golubev N (2003) Solid oil shale heat carrier technology for oil shale retorting. Oil Shale

20:324–332

45. Gonzalez-Vila FJ (1995) Alkane biomarkers. Geochemical significance and application in oil

shale geochemistry. In: Snape C (ed) Geochemistry and conversion of oil shales. NATO ASI

Series. Kluwer, London

46. Gonzalez-Vila FJ, Ambles A, del Rio JC, Grasset L (2001) Characterization and differentia-

tion of kerogens by pyrolytic and chemical degradation techniques. J Anal Appl Pyrol

58–59:315–328

47. Goodfellow L, Haberman CE, Atwood MT (1968) Modified Fischer assay equipment,

procedures and product balance determinations. In: Joint symposium on oil shale, tar sand,

and related materials. American Chemical Society, San Francisco National Meeting, 2–5

April 1968.

48. Gorlov EG (2007) Thermal dissolution of solid fossil fuels. Solid Fuel Chem 41:290–298

49. Gwyn JE, Roberts SC, Hardesty DE, Johnson GL, Hinds GP (1980) Shell pellet heat

exchange retorting: the SPHER energy-efficient process for retorting oil shale. American

Chemical Society, San Francisco, pp 59–69

50. Hamarneh YM (1984) Oil shale deposits in Jordan. Symposium on characterization and

chemistry of oil shales. Am Chem Soc 29(3):41–50

51. Hamarneh Y (2006) Oil shale resources development in Jordan. Natural Resources Authority

of Jordan, Amman, 1998. Revised and Updated by Dr. Jamal Alali, Amman

52. Hotta A, Parkkonen R, Hiltunen M, Arro H, Loosaar J, Parve T, Pihu T, Prikk A, Tiikma

T (2005) Experience of Estonian oil shale combustion based on CFB technology at Narva

Power Plants. Oil Shale 22:381–397

53. Huss EB, Burnham AK (1982) Gas evolution during pyrolysis of various Colorado oil shales.

Fuel 66:1188–1196

54. Hutton AC (1987) Petrographic classification of oil shales. Int J Coal Geol 8:203–231

55. Hutton AC (1995) Organic petrography of oil shales. In: Snape C (ed) Geochemistry and

conversion of oil shales. NATO ASI Series. Kluwer, The Netherland

56. Hutton A, Bharati S, Robl T (1994) Chemical and petrographic classification of kerogen/

macerals. Energy Fuels 8:1478–1488

57. Jaber JO (2000) Gasification potential of Ellajjun oil shale. Energy Convers Manage

41:1615–1624

58. Johannes I, Zaidentsal A (2008) Kinetics of low-temperature retorting of kukersite oil shale.

Oil Shale 25:412–425

59. Johannes I, Kruusment K, Veski R (2007) Evaluation of oil potential and pyrolysis kinetics of

renewable fuel and shale samples by Rock-Eval analyzer. J Anal Appl Pyrol 79:183–190

60. Johannes I, Kruusment K, Veski R, Bojesen-Koefoed JA (2006) Characterisation of pyrolysis

kinetics by Rock-Eval basic data. Oil Shale 23:249–257

5 Oil Shale Processing, Chemistry and Technology 143



61. Johannes I, Tiikma L (2004) Kinetics of oil shale pyrolysis in an autoclave under non-linear

increase of temperature. Oil Shale 21:273–288

62. Johannes I, Tiikma L, Zaidenstal A (2010) Comparison of the thermobituminization kinetics

of Baltic oil shales in open retorts and autoclaves. Oil Shale 27:17–25

63. Johannes I, Tiikma L, Zaidenstal A, Luik L (2009) Kinetics of kukersite low-temperature

pyrolysis in autoclaves. J Anal Appl Pyrol 85:508–513

64. Johannes I, Zaidenstal A (2008) Kinetics of low-temperature retorting of kukersite oil shale.

Oil Shale 25:412–425

65. Kask KA (1955) About bituminization of kerogen of oil shale kukersite. Report I. Trans

Tallinn Polytech Inst A 63:51–64 (in Russian)

66. Kelemen SR, Afeworki M, Gorbaty ML, Sansone M, Kwiatek PJ, Walters CC, Freund H,

Siskin M, Bence AE, Curry DJ, SolumM, Pugmire RJ, Vandenbroucke M, Leblond M, Behar

F (2007) Direct characterization of kerogen by x-ray and solid-state 13C nuclear magnetic

resonance methods. Energy Fuels 21:1548–1561

67. Koel M, Ljovin S, Hollis K, Rubin J (2001) Using neoteric solvents in oil shale studies.

Pure Appl Chem 73:153–159

68. Kogerman PN, Kopwillem JJ (1932) Hydrogenation of Estonian oil shale and shale oil. J Inst

Petrol Technol 18:833–845

69. Kök MV (2002) Oil shale: pyrolysis, combustion, and environment: a review. Energy

Sources 24:135–143

70. Kök MV (2008) Recent developments in the application of thermal analysis techniques in

fossil fuels. J Therm Anal Calorim 91:763–773
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Chapter 6

Developments in Internal Combustion Engines

Timothy J. Jacobs

Greek Symbols

�c Combustion efficiency

�f Fuel conversion efficiency

�f,b Brake fuel conversion efficiency

�f,i, Indicated fuel conversion efficiency

�m Mechanical efficiency

�th Thermal efficiency

�th,Carnot Thermal efficiency of the ideal Carnot cycle

�th,Otto Thermal efficiency of the ideal heat engine Otto cycle

�v Volumetric efficiency

g Ratio of specific heats

gb Ratio of specific heats of the burned mixture

’ Fuel–air equivalence ratio. For ’ < 1 mixture is lean. For ’ = 1, mixture

is stoichiometric. For ’ > 1, mixture is rich. Note that ’ is the inverse of

the often-used air–fuel equivalence ratio, or l.
ra,i Inlet air density

t Engine torque

Symbols

BMEP Brake mean effective pressure

Cp,b Constant pressure specific heat of the burned mixture
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Cv,b Constant volume specific heat of the burned mixture

f Residual fraction

ffinal Final calculated residual fraction

ffinal � 1 Previous iteration residual fraction to final calculated residual fraction

(F/A) Fuel–air ratio

FMEP Friction mean effective pressure

h1 Specific enthalpy at state 1

h2 Specific enthalpy at state 2

h3 Specific enthalpy at state 3

h3a Specific enthalpy at state 3a

h5 Specific enthalpy at state 5

h6 Specific enthalpy at state 6

he Specific enthalpy of exhaust mixture

hi Specific enthalpy of inlet mixture

IMEPg Gross indicated mean effective pressure

IMEPn Net indicated mean effective pressure

m Mass

m1 Mass at state 1

m2 Mass at state 2

m3 Mass at state 3

m4 Mass at state 4

m6 Mass at state 6

ma Mass of air

mf Mass of fuel

mr Residual mass

mtotal Total mass

_ma Mass flow rate of air

_mf Mass flow rate of fuel

MEP Mean effective pressure

Mb Molecular weight of the burned mixture

nR Number of revolutions per engine cycle

N Engine speed

R Universal gas constant

R Gas constant

R5 Gas constant of mixture at state 5

R6 Gas constant of mixture at state 6

Re Gas constant of exhaust mixture

P Cylinder pressure or power

P1 Pressure at state 1

P2 Pressure at state 2

P3 Pressure at state 3

P3a Pressure at state 3a

P4 Pressure at state 4

P5 Pressure at state 5
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P6 Pressure at state 6

P7 Pressure at state 7

Pb Brake power

Pe Exhaust pressure

Pi Inlet (initial) pressure

Pin Net indicated power

Plimit Limit pressure

PMEP Pumping mean effective pressure

1Q2 Heat transfer of process 1–2

6Q1 Heat transfer for process 6–1

QHV Heating value of fuel

QHV,f Heating value of fuel

QHV,i Heating value of specie i

rc Compression ratio

s1 Entropy at state 1

s2 Entropy at state 2

s3 Entropy at state 3

s4 Entropy at state 4

s5 Entropy at state 5

T1 Temperature at state 1

T4 Temperature at state 4

T5 Temperature at state 5

T6 Temperature at state 6

Tcv,adiabatic Constant volume adiabatic flame temperature

Te Exhaust temperature

TH Temperature of a source reservoir

Ti Inlet temperature

TL Temperature of a sink reservoir

Tr Residual fraction temperature

u1 Specific internal energy at state 1

u2 Specific internal energy at state 2

u3 Specific internal energy at state 3

u3a Specific internal energy at state 3a

u4 Specific internal energy at state 4

U1 Internal energy at state 1

U2 Internal energy at state 2

U3 Internal energy at state 3

U4 Internal energy at state 4

v1 Specific volume at state 1

v2 Specific volume at state 2

v3 Specific volume at state 3

v3a Specific volume at state 3a

v4 Specific volume at state 4

V Cylinder volume

6 Developments in Internal Combustion Engines 151



V1 Volume at state 1

V2 Volume at state 2

V3 Volume at state 3

V5 Volume at state 5

V6 Volume at state 6

Vd Displaced volume

Vmax Maximum cylinder volume

Vmin Minimum cylinder volume

W Thermodynamic work

1W2 Work for process 1–2

2W3 Work for process 2–3

3W4 Work for process 3–4

4W5 Work for process 4–5

5W6 Work for process 5–6

6W1 Work for process 6–1

Wb Brake work

Wf Friction work

Wgross Gross work

Wig Gross indicated work

Win Net indicated work

Wip Pump work

Wnet Net work

xi Mole fraction of specie i

yi Mass fraction of specie i

Glossary

Combustion Rapid oxidation of a fuel–air mixture (reactants) converting

reactants to products and in the process releasing thermal energy.

Lean Air–fuel mixture is such that there is more air than is chemically

necessary to oxidize the available fuel.

Products Species formed as the result of a chemical reaction (in the context

of this article species formed as the result of a combustion

reaction).

Reactants Species that are to be involved in a chemical reaction (in the

context of this article species that are to be involved in a combus-

tion reaction).

Rich Air–fuel mixture is such that there is less air than is chemically

necessary to oxidize the available fuel.

Stoichiometric Air–fuel mixture is chemically balanced such that there is the

correct amount of air to fully oxidize the available fuel.
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Definition of the Subject

An internal combustion (IC) engine is a thermodynamic work conversion device

that converts chemical energy (typically delivered to the engine in the form of

a liquid or gaseous fuel) to work energy (typically in the form of shaft work issuing

from a rotating crankshaft). The internal combustion engine markedly distinguishes

itself from other types of power-producing equipment – most notably, the heat

engine (e.g., steam engine or steam-cycle plant). In the former, chemical energy is

released, via combustion (i.e., rapid oxidation) mechanism, internal the same

device that converts the released energy to work energy. In the latter, thermal

energy is passed into the device via heat transfer; the device thereby converts the

thermal energy to work energy. Because of this subtle difference, the thermody-

namic limits of maximum efficiency of the internal combustion engine are

constrained differently than the thermodynamic limit of maximum efficiency of

the heat engine.

There are several types of internal combustion engines; the two most common

being the piston/cylinder reciprocating engine and the gas turbine engine. This

article constrains its discussion to just piston/cylinder reciprocating engines. As this

article is meant to be brief, readers seeking additional and thorough information are

referred to the associated cited articles and the authorities listed in “Books and

Reviews”.

Introduction

Internal combustion engines are pervasive to our daily activities. They are the

primary powerhouse of the transportation industry. They serve as neighborhood

and small municipality backup power generators or primary power stations. They

provide convenience by powering lawnmowers, leaf blowers, and weed trimmers.

They deliver excitement and entertainment in pleasure boats, race cars, and motor

bikes. Their scale of usability nearly spans the scales of classical physics, from as

small as “micro engines” that fit in the palm of your hand to as large as marine

engines that scale three stories and use human-sized doorways for entry into the

cylinder block.

The story of the internal combustion engine dates back around 150 years ago,

when J.J.E. Lenoir built an engine that combusted coal–air mixtures in a cylinder

outfitted with a piston with a two-stroke type fashion (without compression). Soon

thereafter, Nicolaus A. Otto and his colleague Eugen Langen expanded on the

Lenoir concept, creating an engine that had 11% efficiency compared to Lenoir’s

5%. Determined to improve efficiencies of internal combustion engines (which at

11%, were not much better than the steam engine), Otto built the first engine

operating on the four-stroke principle which today serves as the primary operating

cycle of engines [1]. It is here noted that, although Otto built the first working
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four-stroke engine, Alphonse Beau de Rochas described in theory the principles of

the four-stroke cycle. Further, Beau de Rochas outlined several conditions to

achieve maximum efficiency of the internal combustion engine [1].

From this point, and with the aid of several important developers including

Rudolf Diesel, Sir Harry Ricardo, Robert Bosch, and Charles Kettering, the internal

combustion engine has become one of the most highly efficient, power dense, cost-

effective, easily maintained, and versatile power machinery available to consumers.

This article will provide some of the important basic information about internal

combustion engines, and indicate some of the more recent developments that

continue to make internal combustion engines competitive as the preferred

power-producing technology.

The Basics of Internal Combustion Engines

Basic Operating Cycle

As this article concentrates its discussions of IC engines on those of the piston/

cylinder reciprocating type, Fig. 6.1 [2] shows the basic geometrical considerations

of the piston/cylinder/crankshaft arrangement, which kinematically is described as

a crank-slider mechanism. The chemical energy to work energy conversion occurs

inside the cylinder, usually bound on the sides by the cylinder walls, on the top by

the cylinder head (which typically houses the gas exchange valves, such as the

intake and exhaust valves, and other important hardware such as spark plugs and/or

fuel injectors), and on the bottom by the piston which reciprocates within the

cylinder. A rigid connecting rod fastens the piston to an eccentric location on

the rotating crankshaft. The eccentric placement of the connecting rod converts

the reciprocating motion of the piston (i.e., boundary motion work) to the rotating

motion of the crankshaft (i.e., shaft work). The eccentric placement of the

connecting rod to the crankshaft also dictates the important geometrical parameter

of the piston engine called the “stroke.” The stroke and “bore,” or diameter of the

cylinder, create the displaced volume, Vd, of the piston engine. The maximum

volume of the cylinder, Vmax, is attained when the piston is at its bottom-most

position; a position referred to as “bottom dead center,” or BDC. The minimum

volume, or clearance volume, Vc, is attained when the piston is at its top-most

position; a position referred to as “top dead center,” or TDC. The ratio between

Vmax and Vmin is called the compression ratio, rc, and is given as Eq. 6.1:

rc ¼ Vmax

Vmin

(6.1)

The compression ratio, as will be described in section on “Thermodynamic

Analysis of Internal Combustion Engines”, is a fundamentally critical parameter
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for controlling the efficiency (i.e., the ratio of work energy out to chemical energy

in) of an internal combustion piston engine.

There are two major cycles used to exploit the piston engine’s conversion of

chemical energy to work energy: a “two-stoke” cycle and a “four-stroke” cycle. The

earliest prototype engines were of the two-stroke variety (e.g., Lenoir and Otto/

Langen engines) [1]. In pursuit of achieving higher efficiency, Otto (for whom the

thermodynamic ideal “Otto Cycle” is named) built the four-stroke version of his

engine [1]. Today, four-stroke cycle engines are the dominant form; thus, most of

the article will center on the details of the four-stroke cycle.

Four-stroke cycle engines require four strokes of the piston to complete one

power-producing cycle, as shown in Fig. 6.2 [3]; the reader is also referred to

Fig. 6.4a to aid the discussion. Consider first the cycle starting with the piston at

TDC and the intake valve open. The piston moves from TDC to BDC, inducting

fresh mixture (conventionally, fuel and air in a gasoline engine and only air in

a diesel engine) through the open intake valve in what is called the “intake stroke.”

At some location near BDC, the intake valve closes, and the piston reverses its

motion at BDC. Once the valve closes, the piston/cylinder arrangement creates

a closed system. As the piston moves from BDC to TDC, the trapped mixture is

Bore

BC

TC
0°

90°270°

180°
BC

q

TC

Stroke

Vc

Vd
Vt

Fig. 6.1 Illustration of

a piston/cylinder

arrangement, as often

employed in a reciprocating-

piston internal combustion

engine (Used with permission

from [2])
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compressed in what is called the “compression stroke,” increasing the mixture’s

temperature, pressure, and decreasing its specific volume (i.e., increasing its den-

sity). At a point near TDC combustion is expected to commence. In the case of

a spark ignition engine (e.g., a conventional gasoline engine), combustion is

initiated by the release of spark at a point near (usually advanced of) TDC. In the

case of a compression ignition engine (e.g., a conventional diesel engine), combus-

tion is initiated by injecting liquid fuel directly into the cylinder; the compressed air

at elevated temperature and pressure atomizes, vaporizes, and mixes with the

injected fuel. After a period of time, the high temperature environment causes

chemical reaction and start of combustion. Around start of combustion, the piston

reaches TDC, reverses direction, and expands the cylinder volume as combustion

converts chemical energy into work energy. This stroke takes on many names,

including “power stroke,” “combustion stroke,” and “expansion stroke.” As the

piston approaches BDC, the exhaust valve opens, allowing the products of com-

bustion to escape the cylinder. At BDC, the piston reverses direction and motions

toward TDC with the exhaust valve open, in what is called the “exhaust stroke.”

Depending on the engine’s crankshaft rotational speed – which can vary from as

low as 100 rev/min for large marine-application engines to as high as 15,000 rev/

min for race car engines – the four-stroke cycle requires as much as about 1.2 s to as

little as 8 ms to complete.

Up to this point, the discussion has centered on the processes occurring in

a single cylinder. Most engines, however, are composed of many cylinders and

take on various forms (e.g., in-line four-cylinder, “V6”, “V8”, and “W” engine). In

such cases, each cylinder undergoes the same processes but usually out of phase.

For example, in an in-line four-cylinder engine (i.e., an engine that has four

Inlet

Intake Compression Expansion Exhausta b c d

TC

Vt

Vc

Vd

BC

Exhaust Inlet Exhaust Inlet Exhaust Inlet Exhaust

Fig. 6.2 Illustration of the four-stroke operating principle (Used with permission from [3])
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cylinders oriented sequentially in a single-line bank, an example of which is shown

in Fig. 6.3), the cylinder processes are typically out of phase by 180� (720�/4). The
firing order is usually not linear, however, in order to ensure smooth and continuous

operation. For example, a four-cylinder firing order may go 1-3-2-4; that is, as the

engine crankshaft rotates cylinder 1 produces a power stroke first, followed by

cylinder 3, then cylinder 2, and finally by cylinder 4 (which is then followed again

by cylinder 1). Finally, when describing an engine’s displacement, it refers to

a summation of each cylinder’s displacement; thus, each cylinder displacement is

on average the total engine displacement divided by the number of cylinders.

How an Engine Makes Power

The reciprocating motion of the piston in a cylinder is the means by which the

chemical energy released during combustion is converted into useful work. Work is

transferred when a force acts through a displacement; in the case of the piston/

cylinder engine, the in-cylinder pressure, P, is interpreted as the force and the

changing cylinder volume, dV, during piston strokes is interpreted as the displace-

ment. Thus, the thermodynamic work of an engine cycle is given by Eq. 6.2:

W ¼
I

PdV kJ=cycle½ � (6.2)

Fig. 6.3 Illustration of the

Audi 2.0-L TSI, an example

of an in-line four-cylinder

engine (Used with permission

from [4])
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The work of the cycle given by (Eq. 2) is considered boundary work, since it

results from the changing boundary of the control system (in this context, the

control system is that enclosed by the piston/cylinder arrangement, and the moving

boundary is manifested by the moving piston). Conventional engines convert this

boundary work of the piston to shaft work through the piston connecting rod’s

eccentrically located connection to the crankshaft. The shaft work issuing from the

crankshaft is often best interpreted as torque, t; the work given by Eq. 6.2 is related
to the torque of the crankshaft via Eq. 6.3:

W ¼ 2pnRt kJ=cycle½ � (6.3)

where nR is the number of crankshaft revolutions per power cycle (i.e., nR = 2 for

a four-stroke cycle and nR = 1 for a two-stroke cycle). The units for t in Eq. 6.3 are
kN-m.

The torque of an engine is routinely measured with a dynamometer; in this way,

the torque is considered “brake torque,” or the amount of resistance torque the

dynamometer must apply to “brake” the engine to a certain speed condition. Via

application of Eq. 6.3, the “brake work,”Wb, is determined. Only determining brake

work, however, reveals no insight into the in-cylinder work processes. The in-

cylinder work processes can be calculated using in-cylinder pressure measurement

that is precisely coupled to the in-cylinder volume via a crankshaft encoder and

detailed knowledge of the cylinder’s and crank-slider’s geometries. An example

“pressure–crankangle” diagram is shown Fig. 6.4a, where crankangle is reported

in degrees after top dead center (� ATDC) relative to “combustion TDC.” Also

shown in Fig. 6.4a are the four strokes of the four-stroke cycle as described in
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section “Basic Operating Cycle”. In-cylinder pressure is typically measured with

a piezo-electric pressure transducer which is able to provide a fast-response indica-

tion during the engine cycle [5]. It should be noted that measuring in-cylinder

pressure is not a trivial task and great care must be taken to do it properly [6–9].

When using digital equipment (i.e., an analog–digital converter) to electronically

record in-cylinder pressure, it becomes necessary to determine the sample rate,

which is usually determined by the crankshaft encoder. Varying crankangle

resolutions can be used, depending on the level of precision needed of the analysis.

For calculating in-cylinder work (described next), a crankangle resolution of up to

10� [6] can be used; for detailed combustion analysis much finer resolution must be

used (e.g., about 1� for gasoline engine combustion and 0.25� for diesel engine

combustion). The data shown in Fig. 6.4 is recorded every 0.2�. In addition to the

crankangle resolution, the engine speed also determines the needed sample rate of

the data acquisition system. Finally, it is equally important to know the cylinder

volume at each record of pressure when calculating in-cylinder work. This requires

precise phasing between the piston’s location and the crankshaft encoder; it also

requires knowing the precise geometries of the cylinder and crank-slide mecha-

nism. Specifically, the minimum volume (i.e., clearance volume), the piston stroke,

and the cylinder bore must be precisely known. It is often best to determine these

using precise measuring instruments, rather than rely on manufacturer

specifications (which, although have tight tolerances, are nominal values). An

example “pressure–volume,” or “P–V,” diagram is shown in Fig. 6.4b.

Once a precise P–V diagram is determined, the in-cylinder work associated with

each process can be determined. The area between the P–V curves, as suggested by

Eq. 6.2, represents the in-cylinder work, or “indicated” work (named for the

antiquated use of a mechanical stylus-indicator device to record pressure [10]).

There are two portions of the typical four-stroke engine cycle, as shown in Fig. 6.4:

(1) compression and expansion strokes which in combination result in the “gross

work,” Wig, and (2) intake and exhaust strokes which in combination result in the

“pump work,” Wip. It is important to note that gross work and pump work corre-

spond to the respective strokes of the piston, not necessarily the valve events (i.e.,

not necessarily the closed portion of the cycle versus open portion of the cycle). In

combination, i.e., the sum of gross work and pump work result in the “net work,” as

given by Eq. 6.4:

Win ¼ Wig þWip (6.4)

Note that the subscript “i” on the terms in Eq. 6.4 represents “indicated”; since

terms “gross,” “pump,” and “net” only have relevance from indicated data (i.e., in-

cylinder pressure data), it is often dropped as a designator on the work terms.

Pump work, which will be nonzero when intake pressure is different from

exhaust pressure (nearly all situations), often decreases net work relative to gross

work (i.e., the gas exchange process requires the piston to do work on the gas, or,

pump work is negative). There are a few situations, with the use of a turbocharger or
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supercharger for example, when intake pressure is greater than exhaust pressure and

pump work is positive. In such situations, net work will be greater than gross work.

The difference between net work and brake work, as shown in Eq. 6.5, is the

friction work, Wf, of the engine. Friction, of course, always requires work from the

system; thus, brake work will always be less than net work. In Eq. 6.5, Wf captures

all forms of mechanical friction of the engine, including friction among crank-slider

components, in bearings, in valve springs, and in various accessories (e.g., water

and oil pumps):

Wf ¼ Win �Wb (6.5)

Engine researchers typically quantify all of the above-describedwork parameters on

volume-normalized parameters, which in general represent a “mean effective pres-

sure.” The general definition for mean effective pressure, MEP, is given as Eq. 6.6:

MEP ¼ W

Vd

(6.6)

The various mean effective pressures and their definitions are summarized

in Table 6.1.

One of the major benefits of describing the work of an engine in terms of mean

effective pressure is that the “size” of the cylinder is removed from consideration.

In other words, it is possible to produce more work from an engine that has a larger

displaced volume; however, the mean effective pressure may be lower (relative to

a lower displaced volume engine) due to a number of other possible influencing

parameters that affect and engine’s ability to make power (i.e., fuel conversion and

volumetric efficiencies, fuel–air ratio, inlet air density, and fuel heating value).

To make these types of assessments, refer to Eq. 6.7, which is developed from

the basic definition of power, P (i.e., work per unit time), and respective definitions

of other involved parameters as shown by Heywood [11]. An example of the use

of Eq. 6.7 to assess factors affecting power in a technology comparison is provided

in [12].

P ¼ �f�vra;i F A=ð ÞQHVVdN

nR
(6.7)

Table 6.1 Summary of various mean effective pressures describing the various work transfers

defined for a reciprocating-piston internal combustion engine

Name Definition

Gross indicated mean effective pressure (gross IMEP) IMEPg ¼ Wig Vd=

Net indicated mean effective pressure (net IMEP) IMEPn ¼ Win Vd=

Pump mean effective pressure (PMEP) PMEP ¼ Wip Vd=

Friction mean effective pressure (FMEP) FMEP ¼ Wf Vd=

Brake mean effective pressure (BMEP) BMEP ¼ Wb Vd=
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where

�f Fuel conversion efficiency (described in section on “Thermodynamic Analy-

sis of Internal Combustion Engines”).
�v Volumetric efficiency, or the engine’s effectiveness at “breathing” air. It is

defined as �v ¼ ma

ra;iVd
, wherema is the actual mass of air inducted per cycle (kg)

and ra,i is the density of the intake air at some reference point (kg/m3) (usually

the intake manifold, but also may be atmospheric air upstream of the engine

air filter). Note that Vd has units of (m
3) in Eq. 6.7. It is important to note that

volumetric efficiency only quantifies the engine’s ability to breath air, i.e., not

a fuel–air mixture. Thus, for example, premixing fuel with air prior to induc-

tion tends to lower the engine’s volumetric efficiency. It is also important to

note that volumetric efficiency of the engine depends on the chosen reference

point. Thus, if the volumetric efficiency of the whole breathing stream is

desired, the reference point is taken as upstream of the intake air filter (for

example). If, however, volumetric efficiency of just the intake ports and

through the valves is desired, then the reference point is taken as the intake

manifold.
ra;i As defined above, the density of the intake air at some reference point (kg/m3).

F=A The mass-based fuel–air ratio of the mixture.

QHV Heating value of the fuel (typically, lower heating value is used since

the products leaving the piston/cylinder system with water as a vapor) (kJ/kg).
N Engine speed (rev/s)

To reveal the form of mean effective pressure, Eq. 6.8 is given as a modified

form of Eq. 6.7.

MEP ¼ �f�vra;i F A=ð ÞQHV (6.8)

Thus, it is apparent from Eq. 6.8 how an engine with a relatively small displace-

ment might have a higher mean effective pressure than an engine with a large

displacement, even though the larger-displaced engine may produce more power. It

is also clear from Eqs. 6.7 and 6.8 how the performance (i.e., power) of an engine

may be improved beyond the “easy” action of increasing displaced volume. One

parameter, for example that benefits the power and mean effective pressure of the

engine is the fuel conversion efficiency. This very important parameter is discussed

in the next section.

Finally, this section concludes by illustrating a typical power/torque/speed

curve. Apparent from Eq. 6.3 and the definition of power, there is a relationship

among power, torque, and speed of an engine. This relationship for a typical

internal combustion engine is shown in Fig. 6.5. There are a few interesting features

to point out in this figure. The first, a practical feature, is the identification of “rated

torque” and “rated power”. Engines are usually “sized” based on the speed at which
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they develop maximum torque (also known as rated torque) and the speed at which

they develop maximum power (also known as rated power). The second feature,

which is apparent from the knowledge that rated torque exists, is the seemingly

dependent relationship of torque on engine speed. It is clear from the definition of

power that it should have a functional relationship on the speed of the engine, which

dictates the amount of work per unit time the engine can deliver. But, based on

assessment of Eq. 6.3, there is not a direct relationship between in-cylinder work

per cycle and the speed of the engine. In fact, in an ideal sense, the torque of the

engine should be constant with engine speed (and, if constraining to an ideal engine,

higher than the maximum attained torque of the real engine), similar to how torque

of an electric motor is nearly constant with motor speed. Thus, the behavior seen in

Fig. 6.5 suggests that there exist factors in a real engine that depend on engine speed

and also affect the work produced per cycle (thereby affecting the torque of the

engine). These factors predominantly consist of heat transfer and friction; both of

which have dependencies on the speed at which the engine operates. Heat transfer

of course is a time-dependent phenomenon. At low engine speeds there is more time

per cycle for thermal energy to be transferred from the cylinder; thus, torque droops

at low engine speeds as heat transfer diminishes the energy available for in-cylinder

work production. Friction, too, is a speed dependent function due to the mechanical

behavior of the engine’s interacting components. At high engine speeds, there is
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increased friction to be overcome on a per cycle basis; thus torque droops at high

engine speeds as increased work energy is required to overcome increased friction.

Relating this discussion to Eq. 6.7, both heat transfer and friction effects tend to

decrease �f . There is, however, another factor of Eq. 6.7 being influenced by heat

transfer and friction and thus serving as a major contributor to the behavior of the

torque curve shown in Fig. 6.5; this factor is the volumetric efficiency. The

maximum amount of work that can be developed per cycle is firstly dependent on

the amount of air (or oxidizer) the engine can breathe; the amount of air the engine

can breathe ultimately dictates the amount of fuel that can be delivered, which of

course serves as the energy carrier to be converted in the cylinder.

A representative volumetric efficiency curve as a function of mean piston speed

(which is correlated to engine speed) is shown in Fig. 6.6. There is much important

detail in this figure, and the following will describe this in detail; after this

discussion, a return to the effect of volumetric efficiency on the torque curve of

Fig. 6.5 will be made. First, notice that under ideal situations the volumetric

efficiency curve would be 100% and independent of engine speed (like work,

trapped mass per cycle ideally has no functional dependency on the number of

cycles per unit time, or, speed of the engine). It is noted that, depending on the

reference point chosen for quantifying it, volumetric efficiency could be greater

than 100% if the engine is, for example, boosted. In such a situation, the chosen

reference point is upstream of the boosting device (e.g., turbocharger compressor

inlet). Although such a chosen reference point is useful to indicating the quantity of

trapped mass in the cylinder, it prevents the quantification of the engine’s breathing

system outside of the boosting device, and masks opportunities for further improve-

ment to the engine’s design.

Returning to the volumetric efficiency curve of Fig. 6.6, and for the specific case

of premixed charge engines such as conventional gasoline spark-ignited engines,

the premixing of fuel with air prior to induction diminishes the amount of trapped

mass of air in the cycle. Such a factor is considered a “quasi-static” effect since it

will be present regardless of the speed of the engine. Other quasi-static effects
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include factors such as, for example, residual fraction due to manifold pressure

differences (between exhaust manifold and intake manifold) and exhaust gas

recirculation. Thus, notice secondly that the diminishing effect of quasi-static

factors is represented as curve “A” in Fig. 6.6. The next phenomenon to be captured

in the volumetric efficiency curve is called “charge heating” and is a heat transfer

effect. During normal engine operation, the breathing system of the engine reaches

a steady state temperature that is higher than the ambient temperature. Thus, the

elevated temperature of the intake port results in heat transfer to the intake air,

increasing the air temperature, decreasing its density, and decreasing the amount of

mass per unit volume. As described above, heat transfer is a time-dependent

phenomenon, therefore its presence is most notable at low engine speeds (low

mean piston speeds); notice thirdly in Fig. 6.6 the effect of charge heating on the

volumetric efficiency curve, which in combination with quasi-static effects lowers

it to the curve labeled “B.” Similar to how friction affects work per cycle, friction

also affects air flow and has a dependency on mass flow rate (i.e., has a dependency

on engine speed). The fourth factor to notice in Fig. 6.6 is the effect of flow friction;

its effect in concert with quasi-static and charge heating factors result in the curve

labeled “C.” Notice at very high speeds, the flow friction effect seems to level off

and play a speed-independent role as engine speed increases; this results from the

flow attaining choke conditions where, regardless of the pressure drop across the

intake system, the mass flow rate remains constant as its velocity reaches the speed

of sound. Thus, the fifth factor to notice in Fig. 6.6 is the effect of choking on the

volumetric efficiency curve. The net result of all combined effects including choke

is the curved labeled “D.” Interestingly, some phenomena help to increase the

engine’s volumetric efficiency; ram effect is one such example. Ram effect occurs

at high flow rates where fluid momentum results in continued charging of the

cylinder even as the in-cylinder motion of the piston no longer provides the

pumping action (i.e., volume increase during intake stroke). The sixth factor to

note in Fig. 6.6 is the increase in volumetric efficiency due to ram effect. The

combined effects, including ram effect, result in the curve labeled “E.” A similar

but diminishing gas exchange phenomenon occurs at low engine speeds, known as

backflow. Backflow occurs during the valve overlap period (the period during

which both exhaust and intake valves are open as exhaust valves close and intake

valves open) where in-cylinder motion becomes quiescent as the piston reaches top

dead center and exhaust products of combustion backflow into the intake port. The

seventh factor to notice in Fig. 6.6 is the effect of backflow on the engine, which

tends to pervade at low engine speeds where exhaust momentum is low. The

combined effects, including backflow, on volumetric efficiency result in the curve

labeled “F.” Finally, to end on a positive note, the eighth and last factor to observe

in Fig. 6.6 is that of tuning. Tuning is the effort to make use of established

resonating sound waves in the intake and exhaust systems to either aid in charging

the cylinder (intake tuning) or discharging the cylinder (exhaust tuning). Because

this charging or discharging benefits relies upon the timing of compression and

rarefaction waves being positioned at precise locations in the intake or exhaust

systems, fixed geometry intake and exhaust systems can only be tuned at a narrow
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speed range. The benefit of tuning is shown in Fig. 6.6, where for this particular

application tuning is designed for the mid-speed range of the engine. Variable

tuning systems are becoming available in production, which through the use of

creative flow channeling and blocking, can change the “effective” runner length of

the flow passage and allow for tuning across broader speed ranges than allowed by

fixed geometry runners. With all factors considered, the final volumetric efficiency

curve is the solid curve labeled “G.”

Now that the details of the volumetric efficiency curve as a function of engine

speed, identified as curve “G” in Fig. 6.6, have been discussed, a return to its effect

on engine torque will be made. In fact, it is interesting to note the similarities

between the final volumetric efficiency curve (curve “G”) of Fig. 6.6 and the torque

curve of Fig. 6.5. Such a similarity is not a coincidence, as the maximum amount of

work attainable per cycle is a strong function of how well the engine breathes air per

cycle. Correspondingly, based on the assessment of Eq. 6.7, significant

improvements to an engine’s ability to make power can be realized through creative

improvements to the engine’s volumetric efficiency.

Thermodynamic Analysis of Internal Combustion Engines

At its core, an internal combustion engine is a thermodynamic device. That is, it

takes one form of energy (i.e., chemical energy) and converts it into another form of

energy (i.e., mechanical “shaft work” energy). There are several considerations that

should be given to the thermodynamics of the internal combustion engine, in

pursuit of improving its ability to make power and, more importantly, to make

power efficiently. Efficiency is an important thermodynamic concept which

quantifies the ability of a work conversion device to convert one form of energy

(e.g., chemical energy) into work energy (i.e., mechanical shaft work). In the

context of internal combustion engines, fuel conversion efficiency is used, as

given by Eq. 6.9:

�f ¼
W

mfQHV

(6.9)

where mf is the mass of fuel per cycle. Typical maximum fuel conversion

efficiencies for internal combustion engines vary from ca. 20% to 45%, depending

on engine design and type of combustion system. Fuel conversion efficiency, like

power, can be designated as brake or indicated fuel conversion efficiency. The

relationship between brake and indicated fuel conversion efficiency is given as

Eq. 6.10:

�f;b ¼ �f;i�m (6.10)
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where �f;b is brake fuel conversion efficiency, �f;i is net indicated fuel conversion

efficiency, and �m is mechanical efficiency and given by �m ¼ Wb

Win
¼ Pb

Pin
¼ BMEP

IMEPn
. In

words, fuel conversion efficiency is the ratio of work output to fuel energy deliv-

ered. There is another efficiency definition that can be considered, called thermal
efficiency, which is the ratio of work output to fuel energy released. In other words,
since the combustion process converts the fuel’s chemical energy to thermal

energy, the thermal efficiency indicates the conversion of thermal energy to work

energy. It is not possible to precisely measure the energy released by the fuel during

the combustion process; it is, however, possible to precisely determine the extent of

incomplete combustion, or combustion inefficiency. Thus, combustion efficiency is
introduced to allow for the determination of the engine’s thermal efficiency.

Combustion inefficiency is defined as the energy of unreacted fuel in the exhaust

to fuel energy delivered to the engine. Combustion efficiency, �c, is thusly given as
Eq. 6.11 [14]:

�c ¼ 1�
P

yiQHV;i

m
�
f m

�
f þ m

�
a

.h i
QHV;f

(6.11)

where yi is an unreacted fuel specie in the exhaust (e.g., carbon monoxide), QHV,i is

the heating value of specie i, m
�
f and m

�
a are the fuel and air mass flow rates,

respectively, and QHV,f is the fuel’s heating value. Fuel conversion efficiency,

combustion efficiency, and thermal efficiency, �th, are all related by Eq. 6.12:

�f ¼ �c�th (6.12)

Note that �f of Eq. 6.12 could be either brake or indicated, in which case the

corresponding �th will have the same basis.

At this point, it is instructive to question what the maximum possible fuel

conversion or thermal efficiency of an internal combustion engine could be. To

begin to answer this question, it should be established that, contrary to what is

sometimes simply conveyed, an internal combustion engine is not, by rigid defini-

tion, a heat engine [15–17]. A heat engine is a device that collects thermal energy,

via heat transfer mechanism, from a high temperature reservoir and converts the

available portion of this thermal energy to useful work. The portion of thermal

energy that is not available for conversion to useful work (i.e., the entropy of the

thermal energy) is rejected to a low temperature sink via heat transfer mechanism.

A practical example of a heat engine is the steam engine. It is the steam engine that

caused N.L. Sadi Carnot to establish his two postulates on the maximal conditions

of the heat engine [18], thus laying the foundation for what would become the

second law of thermodynamics and the mathematical axioms for the property

entropy. The fully reversible heat engine cycle, i.e., the Carnot cycle, is the most

efficient cycle for converting thermal energy into useful work (which, because of its

reversible nature, is the most efficient cycle for converting work energy into
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thermal energy). These details are provided because a common misconception is

that the maximum efficiency of an internal combustion engine is limited by a so-

called Carnot efficiency; this really has no technical basis because the internal

combustion engine does not operate on the same principle (i.e., the heat engine

principle) around which the Carnot cycle is created.

Perhaps much of the misdiagnosis of considering an internal combustion engine

a heat engine comes from the use of ideal heat engine cycles to “model” an internal

combustion engine; namely the Otto and Diesel cycles. These cycles do serve an

important purpose in that certain fundamental parameters affecting the efficiency of

the ideal heat engine cycles (i.e., Otto and Diesel cycles) transcend to also affecting

the efficiency of the internal combustion engine. An example of such is compres-

sion ratio. Thermodynamic analysis of the Otto Cycle, the four processes of which

are shown in Fig. 6.7, on (a) pressure–volume and (b) temperature–entropy

diagrams reveal that efficiency of the cycle, �th,Otto, is given by Eq. 6.13:

�th;Otto ¼ 1� 1

rg�1
c

(6.13)

where g is the ratio of specific heats for the working fluid (e.g., gair = 1.4 at 300 K).

This result reveals the asymptotic relationship of increasing thermal efficiency with

compression ratio, as shown in Fig. 6.8. Similar behavior is observed in internal

combustion engines (i.e., increasing efficiency with increasing compression ratio)

as the capability to expand the working fluid (i.e., combustion products), and thus

the ability to convert thermal energy to work energy, increases with increasing

compression ratio. Another fundamental behavior is apparent Fig. 6.8 related to the

changing value of g. Notice that thermal efficiency tends to increase with an

increase in g; similar to the increase in compression ratio, a mixture with a higher

g suggests it requires more energy to increase its temperature during a work-transfer

(i.e., constant pressure) process compared to a nonwork (i.e., constant volume)

process. The corollary to this is more work energy is transferred out of a mixture

with higher g as the mixture is expanded. In internal combustion engines, leaner

fuel/air mixtures (i.e., those with less than stoichiometric, or chemically complete,
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concentrations of fuel in the mixture) have higher g values, and thus realize an

efficiency improvement.

Although the examples of using the Otto cycle to assess the effects of compres-

sion ratio and g value on thermal efficiency are helpful, the Otto cycle efficiency

cannot be used to predict maximum attainable efficiency limits of an internal

combustion engine. There are several inaccuracies in applying the Otto cycle (or

any ideal heat engine cycle) to predict internal combustion engine performance and

efficiency. Specifically, the assumptions that go into the development of Eq. 6.13

are as follows (refer to Fig. 6.7):

1. Processes 1–2 and 3–4 are reversible and adiabatic (i.e., isentropic, or constant
entropy) processes.

2. Process 2–3 is a constant volume heat addition process, where thermal energy of

the system increases due to heat transfer with the surroundings at a temperature

of no less than T3.
3. Process 4–1 is a constant volume heat rejection process, where thermal energy

of the system decreases due to heat transfer with the surroundings at

a temperature no greater than T1.
4. Properties of the working fluid are constant throughout the cycle.

Of the above four assumptions, all four are impractical (meaning, an actual

engine’s efficiency will be less than the ideal limit because of real effects, which

will be discussed in more detail below). Further, assumptions 2–4 are theoretically

improper to impose on an internal combustion engine. Assumptions 2–4 imply

a heat engine cycle, which has already been established that an internal combustion

engine is not. Instead, an internal combustion engine operates as a collection of

processes, all which have ideal limits dictating, in aggregate, the ideal maximum

efficiency of the engine. Energy is transferred to the control system (i.e., the
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cylinder of the engine) through mass flow rate, as opposed to heat transfer mecha-

nism (as in the heat engine apparatus). This energy, initially in the form of chemical

energy, is converted to thermal energy during the combustion process and the

expansion of the piston thereby converts the thermal energy to work energy.

Additionally, because of the change from reactants to products during the combus-

tion process and the dependence of species’ properties on temperature and pressure,

it is not appropriate to assume properties of the working substance remain constant

during the engine’s operation (i.e., assumption no. 4 is not valid).

Instead, maximum ideal efficiency limits of internal combustion engines could

be assessed by improving upon the inappropriate assumptions of the Otto heat

engine cycle, i.e., allow energy to be transferred into the system via mass flow (i.e.,

via the intake process) and allow properties of the mixture to change with species,

temperature, and pressure. The resulting analysis, referred to as Fuel–Air Cycle
Analysis [20], employs the following processes (refer to Fig. 6.9) and assumptions

in modeling an internal combustion engine cylinder (i.e., the control volume):

Process 6–7–1: Ideal intake process of fuel and air and adiabatic mixing with

residual gas from the preceding cycle. Residual gas, or often referred to as

“residual fraction,” is left-over products of combustion not fully exhausted

from the cylinder during the previous cycle’s exhaust displacement process.

Process 1–2: Reversible and adiabatic compression of the fuel/air/residual mixture

(i.e., the reactants). Chemical species are frozen.

Process 2–3: Complete, adiabatic combustion of reactants to products (the latter of

which are assumed to exist in equilibrium concentrations). Combustion, in ideal

sense, is modeled as constant volume, constant pressure, or limited pressure.

Limited pressure is a combination of constant volume and constant pressure

processes. Constant volume combustion occurs until a “limit pressure” is

reached, when remainder of combustion occurs at constant pressure.

Process 3–4: Reversible and adiabatic expansion of products, which remain in

chemical equilibrium throughout the process.
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Process 4 – 5: Reversible and adiabatic “blowdown” of products to exhaust pressure

of products remaining in the cylinder. Products remain in fixed composition

based on concentrations at State 4.

Process 5–6: Ideal, constant pressure, and adiabatic exhaust displacement of

products, remaining in fixed composition.

Ideal gas behavior of the mixture and conserved mass are assumed throughout

the analysis. Further, mass transfers only occur during intake and exhaust processes

(i.e., no leakage, blow-by, or crevice flow during the cycle). By employing first and

second laws and various assumptions to each of the processes, respective states can

be thermodynamically fixed, thus allowing determination of work transfers. An

item to note about Fuel–Air Cycle Analysis, because it accommodates changing

species, is that three independent properties must be known to fix the states (i.e.,

two thermodynamic properties, such as temperature and pressure, and species

composition). Process 6–7–1 is assumed adiabatic. Further, it is assumed that

during the stroke from TDC to BDC, the cylinder pressure is constant and equal

to the intake pressure, Pi:

P7 ¼ P1 ¼ Pi

6Q1 ¼ 0

With these two statements, and use of first law, the enthalpy at State 1, h1, is
given as:

h1 ¼ f he þ ReTe
Pi

Pe

� 1

� �
� hi

� �
þ hi

where f is residual gas fraction, he is enthalpy of the exhaust (and equal to h6 = h5),
Re is the gas constant of the exhaust (and equal to R6 = R5), Te is temperature of the

exhaust (and equal toT6 = T5),Pe is pressure of exhaust (and equal toP6 =P5), and hi is
the enthalpy of the fresh intake mixture. Residual fraction, as explained above, is the

residual mass, mr (which is equal to m6, the mass at State 6), divided by the total

cylinder mass, mtotal (which is equal to m1 = m2 = m3 = m4, the mass of the system at

States 1, 2, 3, and 4, respectively), and is related to rc, Pe, Te, and the pressure and

temperature at State 4, P4 and T4, respectively, by the following:

f ¼ mr

mtotal

¼ m6

m1

¼ m6

m4

¼ 1

rc

PeT4
P4Te

It is clear from the equations for h1 and f that a priori knowledge of the cycle is
needed in order to fix State 1 (note that rc, Pi, Pe, hi are chosen based on desired cycle
compression ratio, manifold conditions, inlet composition, and inlet temperature,

Ti, respectively). Thus, initial values for State 1 are typically assumed for the first

iteration; State 4 temperature, pressure, and composition from the initial iteration are
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then used to estimate f and h1 for the next iteration. This iterative process continues
until some convergence criterion is met (e.g., close match between ffinal and ffinal � 1).

Rather than assume values of f and h1, it is perhaps more intuitive to assume initial

values of f and temperature at State 1, T1; the following expressions [22] are

approximations for establishing initial iteration State 1 properties:

f ¼ 1þ Te
Ti

rc
Pi

Pe

� �
� Pi

Pe

� � g�1ð Þ g=
" #( )�1

T1 ¼ Tercf
Pi

Pe

� �

It is also noted that composition of the residual gas must be assumed to fully fix

State 1; it is suggested that ideal products of stoichiometric combustion of the

fuel–air mixture be used as the residual gas species.

Work analysis of Process 6–7–1 gives the intake work quantity:

6W1 ¼ Pi V1 � V6ð Þ

Process 1–2 is assumed reversible and adiabatic (i.e., 1Q2 = 0); from second law,

this gives:

s1 ¼ s2

Geometric relationship gives: v1 = rcv2
The assumption that chemical composition remains fixed during compression

(i.e., Process 1–2) gives chemical composition at State 2; thus, State 2 is fixed.

First law analysis of Process 1–2 gives:

1W2 ¼ U2 ��U1 ¼ m u2 � u1ð Þ

Process 2–3 is the adiabatic combustion process, where reactants become

products (products assumed to be in chemical equilibrium) modeled typically in

three simple fashions: (1) constant volume combustion, (2) constant pressure

combustion, and (3) limited pressure combustion. First law analysis for each of

the three cases results in the following, respectively:

1. Adiabatic constant volume combustion

u3 ¼ u2

v3 ¼ v2

2W3 ¼ 0

2. Adiabatic constant pressure combustion

h3 ¼ h2
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P3 ¼ P2

2W3 ¼ P2 V3 � V2ð Þ ¼ P3 V3 � V2ð Þ
3. Adiabatic limited pressure combustion

Constant volume portion

u3a ¼ u2

P3a ¼ Plimit

v3a ¼ v2
Constant pressure portion

h3 ¼ h3a

P3a ¼ P3 ¼ Plimit

2W3 ¼ P3 V3 � V2ð Þ

At this point, it becomes necessary to describe a way in which product species of

combustion can be modeled. It is clear from the above discussion that combustion is

modeled as adiabatic and (a) constant volume, (b) constant pressure, or (c) limited

pressure. In order to capture a representative combustion reaction, it is necessary to

assume that several product species may exist and will exist in equilibrium. Also, it

is important to clarify that this approach assumes initial and final equilibrium states

in predicting combustion; i.e., the thermodynamic process goes from one equilib-

rium state (reactants) to a different equilibrium state (products). This is in contrast

to using a more detailed approach that models the progression of combustion and

relies upon reaction kinetics to predict intermediate species and their nonequilib-

rium concentrations. See, for example, Foster and Myers [16] for overview of

detailed engine modeling and, for example, Westbrook and Dryer [23] for overview

of kinetic modeling of combustion. While perhaps hundreds of species could be

included as products, Olikara and Borman [24] propose a combustion reaction,

given as Reaction (6.R1), that might nearly be general for internal combustion

engine purposes:

x13 CnHmOlNkþnþm 4= � l 2=

’

�
O2þ3:7274N2ð

þ0:0444ArÞ
�
! x1Hþ x2Oþ x3Nþ x4H2

þ x5OHþ x6COþ x7NOþ x8O2þ x9H2O

þ x10CO2þ x11N2þ x12Ar

((6.R1))
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where x1 through x12 are the mole fractions of the respective product species. x13
represents the moles of fuel per mole of products. Solution of the 13 unknowns of

course requires 13 independent equations; five of these equations come from the

species balance (i.e., balance of C, H, O, N, and Ar species). The remaining eight

equations come from the assumption of equilibrium among various product species

[24]. As a final note, it is recognized that NO appears as a product species; this

represents the equilibrium concentration of NO at the reaction temperature and

pressure. Because both the formation and decomposition of NO in the post-flame

gas regions are rate limited [25], it is necessary to take a chemical kinetic approach

to modeling IC engine exhaust NO concentrations (see, e.g., [26–29]).

Process 3–4 is reversible and adiabatic expansion with the mixture in chemical

equilibrium (resulting in different species at State 4 relative to State 3), resulting in

the following thermodynamic state (along with geometrical constraint imposed):

s4 ¼ s3

v4 ¼ v1

First law analysis gives the following expression, which is the expansion work of

the cycle:

3W4 ¼ U4 � U3 ¼ m u4 � u3ð Þ

Process 4–5 is the ideal blowdown process (i.e., mixture that remains in the

cylinder expands isentropically, filling the cylinder volume voided by the products

irreversibly escaping past the open exhaust valve). Species are fixed based on State

4 concentrations. Thus, State 5 is fixed with the following relationships:

s5 ¼ s4

P5 ¼ Pe

Although specific volumes change during the blowdown process (due to mass

transfer), total volume is constant; thus, work transfer is 0:

4W5 ¼ 0

Finally, Process 5–6 is the ideal exhaust displacement process, i.e., cylinder

contents are transferred out of the adiabatic control volume via piston displacement

at constant pressure.

At this point, it is useful to describe the attainment of various property values

indicated above (e.g., s1). Because Fuel–Air Cycle Analysis seeks to capture the

effects of changing properties on the cycle analysis, the approximations for con-

stant-specific heat ideal gas property equations cannot be used. Instead, it becomes

6 Developments in Internal Combustion Engines 173



necessary to employ techniques that accommodate changes to mixture properties

based on the mixture’s temperature, pressure, and species composition. One such

technique is to use NASA’s Chemical Equilibrium with Applications program

[30–34] coupled with the JANAF Thermochemical Tables. By doing so, species

at any given temperature and pressure can be predicted (using NASA’s Chemical

Equilibrium with Applications program) and the corresponding mixture’s

properties (using JANAF Thermochemical Tables) can be determined. This type

of technique, for example, can be programmed into a computer routine.

Based on first law analysis and constant pressure assumption, State 6 is fixed as

follows:

T6 ¼ T5 ¼ Tr

P6 ¼ P5 ¼ Pe

The exhaust work is given by the following:

5W6 ¼ Pe V6 � V5ð Þ

Based on the above analysis, the net work and gross work of the cycle are given

by:

Wnet¼6W1þ1W2þ2W3þ3W4þ5W6

Wgross¼1W2þ2W3þ3W4

Pump work is as defined by Eq. 6.4.

Further, various efficiencies can be calculated using Eqs. 6.9, 11, and 6.12. Note

that although Fuel–Air Cycle Analysis is ideal, there may still be incomplete

combustion due to the assumption of species existing in chemical equilibrium.

Thus, combustion inefficiency will occur at fuel–air mixtures approaching stoichio-

metric and rich conditions, as dissociation creates concentrations of CO, H2, and

other partially oxidized species. Upon execution of the above analysis in

a computer routine, for example, the theoretical limits of maximum efficiency of

an internal combustion engine can be determined. Examples of such ideal

efficiencies for constant volume combustion of isooctane/air mixtures at two

different EGR levels are given in Fig. 6.10.

Figure 6.10 reveals interesting behavior of two important internal combustion

engine parameters on the various efficiencies, i.e., fuel–air equivalence ratio (often

designated as ’) and EGR level. First, notice that as ’ approaches stoichiometric

(i.e., ’ = 1), �th decreases, and then begins to increase as ’ goes rich (i.e., ’ > 1).

Further, �th increases as EGR level increases. To understand this behavior, it is

necessary to understand how mixture properties are affected by (a) effect of varying

’ on species, (b) effect of varying EGR level on species, and (c) effects of ’ and
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EGR level on temperatures and pressures of the cycle. Ultimately, as fundamentally

revealed by Eq. 6.13, a change to mixture properties that results in an increase in g
will cause an increase in efficiency. Figure 6.11 [35] summarizes how burned gas

mixture properties of an isooctane/fuel mixture are affected by various parameters

such as ’ and temperature. The behaviors of the parameters shown in Fig. 6.11 can

be related to g by recognizing that g can be written as given by Eq. 6.14:

gb ¼
1

1� �R
MbCp;b

(6.14)

where gb is g for the burned gas mixture, �R is the universal gas constant (i.e., �R �
8.314 kJ/kg-K), Mb is the molecular weight of the burned gas mixture, and Cp,b is

the constant pressure specific heat of the burned gas mixture. As an example of the

type of analysis that might be done on Fig. 6.11, notice that Mb, (Fig. 6.11a)
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Fig. 6.10 (a) Thermal efficiency, (b) combustion efficiency, and (c) fuel conversion efficiency of

an ideal fuel–air cycle analysis of an internal combustion engine assuming constant volume

combustion of isooctane (C8H18) with Ti = 300 K, Pi = Pe = 100 kPa, TEGR = 300 K, and rc = 10
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decreases as ’ increases (for any given temperature of the burned mixture);

although concentrations of CO2 (MCO2
� 44 g/mol) increase as ’ increases, so

too do concentrations of H2O (MH2O � 18 g/mol). Since isooctane, being a paraffin,

produces more H2O than CO2 in the products, the lighter, higher concentration of

H2O dominates the net effect of decreasing Mb with increasing ’. As the mixture

approaches ’ = 1 and becomes rich (’ > 1), Mb decreases substantially as

concentrations of partially oxidized species (e.g., CO and H2) with relatively lighter

molecular weights increase. Based on analysis of Eq. 6.14, a decrease in Mb will

tend to increase gb, which tends to increase �th. Also contributing to gb behavior,
however, is Cp,b, which is shown in Fig. 6.11b. Notice that, up to about ’ = 1, Cp,b

increases with ’. A portion of this increase is due to the increasing concentration of

species with higher constant pressure specific heats as ’ increases (e.g., At 1,750 K,

ðCp=RÞH2O
� 5.94 and ðCp=RÞCO2

� 7.15 whereas ðCp=RÞN2
� 4.28 and ðCp=RÞO2

�
4.46, as shown in Fig. 6.12b); another portion, however, comes from the increase in

burned gas temperature which causes an increase in constant pressure specific heat

for most species. Specifically, as ’ increases, adiabatic flame temperature and thus

burned mixture temperature increases up to a peak that occurs slightly rich of

stoichiometric (for isooctane; location of peak adiabatic flame temperature will

vary depending on the type of fuel), as shown in Fig. 6.12a for isooctane/air–fuel

cycle analysis with 0% EGR (note that adiabatic flame temperature, or TCV,adiabatic
is equal to State 3 temperature, or T3 of Fuel–Air Cycle Analysis and that T3 is

partially influenced by the changing State 2 temperature, or T2, as ’ varies). The

effects of increasing burned gas temperature on the various species’ constant

pressure specific heats are shown in Fig. 6.12b. Thus as ’ increases Cp,b increases

as species concentrations change (i.e., increased concentrations of CO2 and H2O)

and burned gas temperature increases. An increase in Cp,b, likeMb, will cause gb to
decrease. Thus, for ’ less than stoichiometric, there are two competing effects on

gb; a decreasing Mb and an increasing Cp,b as ’ increases. The net result, as shown

0.2
26

27M
ol

ec
ul

ar
 w

ei
gh

t M
b

28

30 atm

2750 K

2250 K

T = 1750 K

29

0.4 0.6 0.8

Fuel/air equivalence ratio

1.0 1.2 1.4 0.2
1.0

1.5

 g
b,

 =
 c

p,
 b

/c
n.

 b

c p
 , 

b,
kJ

/k
g 

• K

2.0

30 atm

2750 K

1750 K

2250 K

2750 K

30 atm

2250 K

1750 K

2.5

0.4 0.6 0.8

Fuel/air equivalence ratio Fuel/air equivalence ratio

1.0 1.2 1.4 0.2

1.16

1.18

1.20

1.22

1.24

1.26

1.28

1.30

0.4 0.6 0.8 1.0 1.2 1.4

a b c

Fig. 6.11 Burned mass (a) molecular weight, (b) constant pressure specific heat, and (c) ratio of

specific heats as functions of equivalence ratio of isooctane/air mixtures at various burned mass

temperatures and pressure of 30 atm (Used with permission from [35])
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in Fig. 6.11c, is a decrease in gb which correspondingly explains the decrease in �th
as ’ increases up to stoichiometric (see Fig. 6.10a).

The behaviors of Mb and Cp,b change as ’ increases beyond ’ = 1 (i.e., the

mixture becomes rich), causing a corresponding change in gb and ultimately in �th.
As explained above, Mb decreases more dramatically rich of stoichiometric due to

the abundantly increasing concentrations of CO, H2, and other dissociated species

which have lower molecular weights than the fully associated (i.e., CO2 and H2O)

species. The dramatic decrease inMb generally dominates any potential increase in

Cp,b, resulting in a net increase in gb. Thus, as ’ becomes larger than 1, �th
increases. Further, at certain temperatures (e.g., 2,750 K) Cp,b decreases as ’
becomes greater than 1; the higher temperature of the burned mixture causes higher

dissociation, which causes increased concentrations of dissociated species (e.g., CO

and H2), which have lower constant pressure specific heats than the fully associated

species (e.g., at 2,750 K, ðCp=RÞH2O
� 6.6 whereas ðCp=RÞH2

� 4.4). For such

temperatures where Cp,b simultaneously decreases along with Mb as ’ becomes

larger than 1, there is a dramatic increase in gb and a corresponding dramatic

increase in �th.
Although �th may tend to increase as ’ becomes larger than 1, �c tends to

decrease (again, as concentrations of dissociated species such as CO and H2

increase as ’ becomes larger than 1). The result is a general decrease in �f. Similar

analysis can be conducted to understand the effect of EGR on the various

efficiencies. It becomes necessary at this point, however, to assess the extent of

the utility of such “first law analysis” – i.e., an analysis centered only on energy

transfer – in pursuing future developments of internal combustion engines. For

example, an engineer may “dream” of a situation where an engine operates rich at

a fuel–air equivalence ratio of 1.4 and 30% EGR, yielding a �th of nearly 70%; this

certainly outperforms an engine operating lean at a fuel–air equivalence ratio of 0.5
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Fig. 6.12 (a) Constant volume adiabatic flame temperature as function of fuel–air equivalence

ratio of isooctane with initial temperature and pressure as predicted by Fuel–Air Cycle Analysis of
isooctane/air mixture and 0% EGR, and (b) CP/R for various species typically found in burned

mixtures as function of temperature (Data adapted from JANAF Thermodynamic Tables [36])
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and 30% EGR (see Fig. 6.10a). If only an energy-analysis is conducted to assess this

“dream,” the idea will immediately be discounted because the corresponding �f for
the engine running at 1.4 fuel–air equivalence ratio and 30% EGR is only ca. 32%

(compared to the lean operation which is close to 54%). But, the products of the rich

combustion still have useful energy, that is, energy that can be converted to useful

work. While it is true the cycle cannot convert such available energy to useful work,
it is more than a “dream” that some other device could convert it (e.g., a fuel cell or

a thermoelectric generator). Thus, it might be conceivable to design an engine that

allows it to operate at maximal �th and couple it to another device that, while not

having as high of a �th, has a high enough �th to suitably convert the available

chemical energy to useful work, so that the net efficiency of both devices is greater

than the �f of the internal combustion engine operating at the lean condition

(for example).

Analysis of such “dreams” can only be completed by (a) introducing the concept

of available energy, or modernly called exergy, by employing second law

considerations on the analysis and (b) introducing real effects on the engine analysis

that include such factors as heat transfer, friction, and other energy “losses” – but

not necessarily exergy losses (friction is, of course, an exergy loss). Thus, a brief

discussion will follow describing the major benefit of conducting an exergy analysis

of an engine system. The idea of available energy – or, that portion of energy which

is available to do useful work – is introduced by Gibbs [37] and, in its basic form,

suggests that a system with a given amount of energy can transfer that energy out of

the system as useful work until the point of equilibrium between the system and its

environment (i.e., its surroundings). Using a simplified example, a piston/cylinder

arrangement that contains a gas at 2 atm. will, if allowed to interact with its

surroundings at 1 atm., expand and transfer work energy until the system pressure

is in equilibrium with the surrounding’s pressure (i.e., 1 atm.). In a more theoretical

sense, it captures the notion that only an orderly flow of energy (e.g., like that

established because of a temperature gradient between a system and its surround-

ings) can be converted into useful work; disorderly energy cannot be converted to

useful work. Entropy is the idea of disorder within a system; thus, exergy analysis

combines the effect of a system’s entropy on its ability to convert its energy into

useful work. Because real processes in net increase entropy (i.e., real processes are

irreversible and result in entropy generation), systems undergoing real processes

destroy exergy; that is, the opportunity to convert energy into useful work is

destroyed via some disordering of what had been an orderly flow of energy.

Examples of real effects, or irreversibilities, either in a general thermodynamic

system or between a general thermodynamic system and its environment (all of

which happen to be present, also, in internal combustion engines) are heat transfer

through a finite temperature difference, mixing, unrestrained expansion, combus-

tion, and friction. The general premise of an irreversibility is one which renders

a system/environment combination changed as the system undergoes a cycle and

returns to its initial state. For example, if a warm body exchanges thermal energy

with a cold body (i.e., heat transfer through a finite temperature difference), there is

heat transfer, but not work transfer, until the two bodies are in thermal equilibrium.
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To return the two bodies to their initial states (i.e., transfer thermal energy from the

cold body to the warm body), work energy must be transferred into the system to

effect the heat transfer. In the forward process (i.e., the bodies attaining thermal

equilibrium), heat transfer occurs without work transfer; in the reverse process (i.e.,

the bodies returning to their initial states), heat transfer is manifested by a necessary

work transfer. A net effect has been made to the surroundings (transfer of work

energy) as the system is returned to its initial state; thus, the process is irreversible.

If, on the other hand, a device had been positioned between the two bodies of

dissimilar temperature that was able to extract the orderly sense of energy motion

into useful work (i.e., a heat engine), the irreversibility of the heat transfer through

finite temperature difference is diminished. Further, if the heat engine is conceived

to be ideal itself, then all the orderly sense of energy motion is converted into useful

work; hence, the concept of the Carnot heat engine, or, fully reversible heat engine.

On the one hand, the heat transfer is viewed as a loss; on the other hand, it

becomes apparent that there may still be an opportunity to extract useful work from

the heat transfer. It is the latter supposition that exergy analysis centers on. To begin

a discussion of energy and exergy analysis of an internal combustion engine,

a revisit to the assumptions made in the Fuel–Air Cycle Analysis is necessary.

First, the assumption that the engine is adiabatic is not realistic; all real engines

have heat transfer. Thus, it becomes necessary to capture an understanding of the

effects of heat transfer on the engine cycle. Second, the assumption of how

combustion is modeled is inaccurate. Of course, constant volume combustion in

an operating engine is not physically possible due to the finite time required by

chemical kinetics to decompose the fuel molecule. Even constant pressure combus-

tion is not realistic because it supposes a constant burn rate with instantaneous starts

and ends of combustion. Thus, it becomes necessary to include the effects of “real”

combustion on the engine cycle. Third, if it is desired to know the actual torque

from the engine (as opposed to what is indicated by the pressure–volume relation-

ship), then a sense of friction must be included in the analysis.

The inclusion of “real effects” in engine cycle analysis is well established. For

example, comparisons between actual engine cycles and Fuel–Air Analysis Cycles
are made by Edson and Taylor [38]. Inclusion of heat transfer, finite combustion

rates, and mechanical losses is demonstrated by Strange [39]. The beginnings of

detailed combustion modeling, including spatial location of start of combustion and

flame propagation, are demonstrated by Patterson and Van Wylen [40]. Such early

demonstrations, and the corresponding advancement in digital computers, result in

advanced models of heat transfer (e.g., [41–43]), friction [44, 45], and combustion;

the latter of which are described in the context of doing a complete engine cycle

simulation (e.g., [44, 46–51]). The influences of “real effects” on both energy and

exergy perspectives of internal combustion engines are also well established (see,

e.g., the reviews by Caton [52] and Rakopoulos and Giakoumis [53]). For example,

Fig. 6.13 illustrates both the energy (Fig. 6.13a) and exergy (Fig. 6.13b)

distributions of using 0% and 20% adiabatic EGR in a spark ignition engine, as

computed by a thermodynamic simulation [54]. Note that when real factors, such as

heat transfer and real combustion, are considered, the maximum indicated fuel
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conversion efficiency is about 30.7% for non-EGR case (0% EGR) and 31.5% for

20% EGR case. Most of the balance of energy is transferred to the coolant (ca. 29%

for non-EGR case) due to nonadiabatic control system and out the exhaust (ca. 40%

for non-EGR case) due to underutilized conversion of thermal to work energy.

Thus, the importance of considering real effects is clear. It is noted that the data

shown in Fig. 6.13 do not include the effect of friction; the brake fuel conversion

efficiency for the studied conditions of Fig. 6.13 are available in [54]. It is further

noted that friction offers no opportunity for conversion to useful work (i.e., energy

lost to friction is all destroyed exergy). Finally, it is noted that EGR seems to have

a small to negligible effect on the calculated friction of the simulation [54].

Also clear from Fig. 6.13 is the importance of considering the internal combus-

tion engine from an exergy perspective. If considering only the energy transfers of

Fig. 6.13a, it may appear that ca. 70% of the energy is “lost,” or unavailable for

conversion to useful work. While it is correct to say that a fraction of the fuel’s

energy is underutilized in the engine control system’s (i.e., piston/cylinder cham-

ber) conversion to useful work, it is not correct to say that all this energy is lost. As

explained above, exergy provides insight into the fraction of energy that is available

to do useful work. For example, Fig. 6.13 illustrates that (for non-EGR cases)

28.8% of the fuel’s energy is transferred out of the control system via heat transfer,

whereas only 23.1% of the fuel’s exergy is transferred out of the control system via

heat transfer. That is, for one unit of fuel, 0.288 unit of energy is transferred via heat

transfer, but only ca. 80% (0.231/0.288) of that energy is available to do useful

work; thus, 0.231 unit of fuel exergy are a missed opportunity for conversion to

useful work. This 0.231 unit of missed opportunity could be exploited by

configuring an ideal heat engine between, for example, the cylinder walls and the

environment (i.e., representative TH and TL). Such a conceptualization seems

impractical, but exergy is not just passed into the coolant. Exergy is also transferred

to the exhaust; ca. 24.3% of the fuel’s exergy for the non-EGR case under study in

Fig. 6.13b. The high temperature exhaust, with ease of accessibility, offers an
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Fig. 6.13 (a) Energy distribution and (b) exergy (availability) distribution of various transfer and

destruction (in the case of exergy) mechanisms for 0% EGR and 20% EGR in a spark ignition

engine modeled using a thermodynamic simulation [54] (Used with permission from Professor J.

Caton, Texas A&M University)
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opportunity to exploit the fuel’s exergy transferred through the exhaust system.

There are several practical technologies that offer an opportunity to extract the

fuel’s exergy transferred out of the engine control system; these are discussed in

more detail in the section “Waste Heat Recovery”.

One of the important features of Fig. 6.13b is the exergy destroyed due to

combustion. Combustion, in any application, is an irreversible phenomenon and

thus will render entropy generation (i.e., exergy destruction). Like friction, the ca.

20% of fuel exergy destroyed due to combustion cannot be recovered for conver-

sion to useful work. The major causes for exergy destruction of a typical hydrocar-

bon-based combustion process include (1) thermal energy exchange among

particles within the system, (2) diffusion among fuel/oxidizer particles, and

(3) mixing among product species [55]; of these three, the dominant exergy

destruction source is the thermal energy exchange among particles. At the onset

of combustion, with the system containing reactants, a metastable equilibrium

exists as gradients exist between fuel and oxidizer molecules. As combustion

proceeds during the process, natural phenomena cause the system to eliminate

such gradients and maximize entropy in the pursuit of attaining a more stable

equilibrium (i.e., the products state). The maximization of entropy in reducing the

gradients is manifested entirely through entropy generation. Using the dominant

source of exergy destruction (i.e., entropy generation) during combustion as an

example: internal thermal gradients among particles [56] established during the

combustion process create microscopic opportunities to do useful work (i.e., ther-

mal gradients can be converted to useful work via a heat engine). Of course,

practical implementations of microscopic heat engines do not exist, thus, the

thermal gradients are reduced to zero during the combustion process without any

conversion to useful work; heat transfer through a finite temperature difference, as

described above, generates entropy (destroys exergy).

The general behavior of exergy destruction due to combustion in internal

combustion engines is generally well characterized, as summarized by [57]; gener-

ally, an increase in combustion temperature decreases exergy destroyed due to

combustion. This statement should not be confused with the situation of internal

thermal gradients which, as mentioned above, are a major source of combustion-

based exergy destruction. While it is tempting to seek ways to minimize (or even

eliminate) combustion irreversibilities (and thus minimize or eliminate combus-

tion-based exergy destruction), it should be recognized that such efforts may

decrease the conversion of exergy in other ways. Consider, for example, the use

of a lean mixture versus the use of a stoichiometric mixture; the former has higher

exergy destruction than the later. While a stoichiometric mixture reduces exergy

destruction, its mixture composition also causes lower conversion of thermal to

work energy during the expansion process (and, coincidentally, increases exergy

transfer via heat transfer). Thus, overall efficiency is lower with a stoichiometric

mixture. Again, energy- and exergy-based analyses, such as that presented in

Fig. 6.13, are necessary to quantitatively make such assessments. In the case of

eliminating combustion irreversibilities, a reversible combustion process [58] can

be conceptualized [59, 60] where initially separated reactant species are
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isentropically compressed to their respective partial pressures and a certain temper-

ature; concentrations of individual species, when allowed to interact with each

other, will be in equilibrium. After compression, individual species will be col-

lected forming a mixture that is a priori in equilibrium (thus, there are no irreversi-

bilities due to mixing) and allowed to expand isentropically. Because of the

increase in moles of the mixture as it expands isentropically maintaining equilib-

rium along the path, net work is extracted from the collection of processes.

Quantitative analysis [60] of such a concept reveals 0% exergy destruction; because

of exergy retention in the exhaust products, however, thermal efficiency of the

“reversible combustion engine” is around 28% (for a fuel–air equivalence ratio of

1.0, compression pressure and temperature of 10 MPa and 6,000 K, respectively,

and an expansion ratio of 18:1). Of course, such concepts are presently impractical;

but the notion of reversible combustion is theoretically possible.

In fact, it is briefly noted that, although not explicitly calling his concept one of

“reversible combustion,” a close inspection of Diesel’s original engine design [61]

describes a method of nearly attaining reversible combustion (at least, one which

eliminates internal thermal gradients). This is described in more detail in sec-

tion “A Case Study: Diesel Engines Versus Gasoline Engines”.

In closing this section on “Thermodynamic Analysis of Internal Combustion

Engine”, it is noted that assigning a “maximum possible efficiency” of an internal

combustion engine is anything but straightforward. Fuel–Air Cycle Analysis reveals
that the efficiency of an engine cycle depends on several different characteristics of

the control system. A more advanced and appropriate analysis of an engine – that

which includes real effects of heat transfer, real combustion, friction, and other

irreversibilities – gives realistic senses of tangible factors that engineers can strive

to improve. Further, exergetic-based analysis offers the important insight of what

future opportunities might be exploited in improving the overall system efficiency

associated with an internal combustion engine. In returning to the engineer’s

“dream” engine concept described above, such computed numbers as shown in

Fig. 6.13 are more realistic than the ideal Fuel/Air Cycle Analysis numbers shown

in Fig. 6.10. Further, the exergy-based analysis of Fig. 6.13 could be used to make

the necessary assessment of the engineer’s dream, to quantify if there are real

opportunities of “downstream” exergy conversion when the engine is operated

close to maximum theoretical thermal efficiency levels.

Spark Ignition Combustion

As discussed in section on “Thermodynamic Analysis of Internal Combustion

Engines”, real combustion in an internal combustion engine is not ideal in the

sense that it can be modeled as precisely constant volume, constant pressure, or

even the combination of the two (limited pressure). Real combustion, instead,

involves several complex and interacting features that, on the one hand, make it

difficult to predict and model, but on the other hand create opportunities for further
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development. Conventional engines are either spark ignited or compression ignited.

Since the type of ignition results in substantially different combustion features, the

two are separated into respective sections. This section describes spark ignition

combustion.

Spark ignition combustion is the typical form of combustion found in the

commonly called “gasoline” engine (also commonly called either “petrol” engine

or “otto” engine); it is more descriptive to refer to such engines as spark ignition

engines. The “spark” aspect of the term implies that combustion is initiated by

introducing a high voltage electrical arc, typically through the use of a spark plug,

into the reactant mixture at a point during the cycle where sustained combustion

reaction will proceed. Most spark ignition engines (exceptions are described in

section on “Future Directions of Internal Combustion Engines”) induct a premixed

and homogeneous mixture of fuel and air during the intake process. At a point near

the end of compression, the spark plug discharges an arc into the mixture. This arc,

in the near-by region of the spark plug, forms a high temperature plasma that

evolves into a flame kernel. The flame kernel transitions from the plug region in

a laminar sense establishing a flame front with initial velocity close to the laminar

flame speed. This initial flame development is referred to as the flame-development

period. Because of turbulent motion among particles composing the mixture, the

flame then rapidly spreads throughout the mixture in a turbulent fashion,

enveloping microscale eddies with flame. This rapid flame propagation is referred

to as the turbulent entrainment period. Upon flame envelopment of the turbulent

eddies within the mixture, the flame then laminarly burns the microscale eddies in

the final stage of the process referred to as rapid burnup. Turbulent entrainment and

rapid burn practically occur simultaneously, and together compose what is referred

to as rapid-burning period. This described sequence of spark ignition combustion

for a typical operating point (i.e., 1,400 rev/min, part-load condition) is shown in

Fig. 6.14 [62], and, for the same typical operating point, requires about 10 ms from

spark to finish.

One of the important features of Fig. 6.14, along with the shown in-cylinder

pressure, is the corresponding mass fraction burned. Using the first law of thermo-

dynamics, it possible to develop an expression that determines the chemical-to-

thermal energy conversion rate (commonly called the “heat release rate”) of the

combustion process. Since the mass of fuel present in the cylinder, along with the

fuel’s heating value, are known, the mass fraction burned rate of fuel can be

calculated from the heat release rate. Figure 6.15 illustrates a typical mass fraction

burned curve, as a percent of the total fuel, and defines the above-described periods

referred to as flame-development period (shown in Fig. 6.15 as the flame-

development angle, Dyd) and the rapid-burning period (shown in Fig. 6.15 as the

rapid-burning angle, Dyb). These periods are conventionally defined as the angle

swept from spark release to 10% mass fraction burned and the angle swept from

10% mass fraction burned to 90% mass fraction burned, respectively.

The mass fraction burned profile of spark ignition combustion can be modified,

and the parameters that cause alterations to the mass fraction burned profile are

often coupled. Perhaps the most obvious parameter that can affect the mass fraction
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burned profile is the spark timing, or sometimes called the spark advance. By

adjusting the time in the cycle when combustion is initiated (i.e., the spark

advance), the times required for flame development and rapid-burning periods are

altered. An advance in spark timing (i.e., spark timing is moved earlier into
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compression stroke) generally results in combustion occurring earlier in the cycle

and in-cylinder pressures becoming higher in magnitude. Correspondingly, a retard

in spark timing (i.e., spark timing is moved later into the compression stroke, or

possibly even into the expansion stroke) generally results in combustion occurring

later in the cycle and in-cylinder pressures becoming lower in magnitude. There are

several other parameters, however, that can affect the burn profile of spark ignition

combustion. Examples of such parameters include the mixture’s fuel–air ratio (i.e.,

stoichiometry), the level of EGR, the level of turbulence in the mixture, the level of

heat transfer, initial mixture pressure (i.e., load variation), initial mixture tempera-

ture, and engine speed. Analysis of each of these parameters is outside the scope of

this article; readers are referred to the “Books and Reviews” for additional refer-

ence text on the subject.

One item that is important to mention, however, is the effect of burn profile on

engine-scale parameters such as performance, efficiency, and emissions. The rate of

combustion, and its corresponding effect on in-cylinder pressure, flame tempera-

ture, and mixture gas temperature, alters the performance, efficiency, and emissions

of the spark ignition engine. For example, Fig. 6.16 illustrates the effect of spark

timing (spark advance) on in-cylinder pressure and relative torque to maximum

brake torque (MBT). MBT is the maximum torque attained over a given parametric

sweep, most commonly over a spark-timing sweep. Note that there is nearly a single

spark timing that yields the maximum torque delivered by the engine. Too early of

a timing (advanced) or too late of a timing (retarded) renders a lower torque than

MBT. Three spark timings are shown in Fig. 6.16: 50�, 30�, and 10� before TDC

(BTDC). The most advanced timing (50� BTDC) renders the earliest burn profile

(of the studied timings), the highest magnitude of in-cylinder pressure, and the

earliest location of peak pressure (occurring around 0� BTDC). Although it may
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appear from Fig. 6.16 that the spark advance of 50� BTDC yields the maximum

area under the pressure-volume curve (and thus, the maximum work for the cycle),

it should be noted that its pressure is lower through most of the expansion stroke

than the other two shown spark timings (i.e., 30� and 10� BTDC). This lower

pressure through the expansion stroke results from the increased level of heat

transfer manifested by the higher gas mixture temperature caused by the faster

burn rate-induced higher cylinder pressures. Thus, spark timings advanced of MBT

timing result in lower torque due to higher levels of compression work, heat

transfer, and friction. Conversely, the most retarded timing (10� BTDC) renders

the latest burn profile (of the studied timings), the lowest magnitude of peak

pressure, and the latest location of peak pressure (occurring around �40� BTDC).
Because of the later-phased combustion, the location of the rise in pressure misses

the full opportunity of the expansion stroke. Thus, spark timings retarded of MBT

result in lower torque due to expansion losses. It is clear that MBT occurs in the

balance of minimized compression work and maximized expansion work, both of

which are affected by combustion phasing, heat transfer, and friction. In the

example of Fig. 6.16, this balance occurs around 30� BTDC. Notice that peak

pressure for this timing is around �20� BTDC; a general “rule of thumb” is that

MBT occurs when peak pressure is positioned between �15� and �20� BTDC. As
revealed in Fig. 6.16, this rule of thumb extends to the mass fraction burned profile,

where maximum brake torque is timed when 50% of the fuel burns by�10� BTDC.
In some cases, MBT timing may be “knock limited,” meaning that a higher torque

could be attained at an earlier timing if fuel knock were not present. Fuel knock is

a combustion abnormality of spark ignition engines that, due to the combustion-

generated compression of the reactive mixture in the end regions of the cylinder,

results from autoignition of the mixture prior to its controlled burn by the

propagating flame. Fuel knock can be very damaging because the uncontrolled

combustion tends to cause dramatic rises in pressure near critical mechanical

components (such as piston rings). The octane rating of a fuel indicates the fuel’s

resistance to knock in a spark ignition engine; a fuel with a higher octane has

a higher resistance to autoignition. Additional discussion about this is provided in

the sections. on “A Case Study: Diesel Engines Versus Gasoline Engines” and

“Direct Injection, Spark Ignition Engines”.

At MBT timing, since fuel flow rate is generally held constant during spark-

timing sweeps, efficiency will also be correspondingly maximized. In the case of

emissions, however, the trends are not straightforward and a brief discussion of

emissions is reserved for the section on “Emissions Formation and Exhaust

Pollution”.

Finally, it is noted that several parameters affect the spark ignition burn profile.

Thus, for each change to a given parameter (e.g., initial pressure, initial tempera-

ture, fuel–air equivalence ratio, engine speed, and level of mixture turbulence),

a potentially different spark timing will correspond to maximum brake torque.

Again, the general trend of spark timing will be such that 50% mass fraction burned

occurs at �10� BTDC for maximum brake torque.

186 T.J. Jacobs



Compression Ignition Combustion

In contrast to spark ignition combustion – which uses an electrical arc, or spark, to

initiate combustion of a reactive mixture – compression ignition combustion relies

on compressive heating – or, the increase in temperature of a gas due to the increase

in pressure resulting from the decrease in volume – where combustion initiation is

kinetically driven by exceeding the ignition temperature of the fuel–air mixture.

Compression ignition combustion is the typical mode of combustion used in the

commonly called diesel engine, an engine which more descriptively is called a

compression ignition engine.

It is immediately recognized that one challenge of compression ignition engines

is the lack of a direct trigger of ignition; the spark acts as the direct trigger of

combustion initiation in a spark ignition engine. Conventional applications of

compression ignition engines (e.g., the conventional diesel engine) overcome this

challenge by using the fuel injection event as the direct trigger. Thus, conventional

compression ignition engines typically induct an air and residual mixture (i.e., no

premixing of fuel) during the intake stroke. This same unreactive mixture is

compressed during the compression stroke until near the point when combustion

is desired to begin. At this point fuel is introduced into the mixture, which, due to

compression, is a high temperature, high pressure environment. After several

complex and coupled processes occur (described below), combustion initiates and

chemical to thermal energy conversion takes place.

At this point, it is instructive to briefly describe the role of “glow plugs” often

used in compression ignition engines. Glow plugs should not be confused with

spark plugs. A glow plug is a resistive heating element inserted into the cylinder of

a compression ignition engine to aid in the initial starting of the engine. It acts as

a warming device during “cold start”; after engine warm up and stable operation,

the glow plugs deactivate. They are not necessary on a cyclic-basis. Spark plugs, on

the other hand, are integral components of spark ignition engines; they provide the

source of ignition for every combustion cycle of a spark ignition engine.

The method by which fuel is injected into the compressed mixture typically falls

into one of two categories: (1) direct injection, or (2) indirect injection. Indirect

injection involves injecting fuel into a “prechamber” which is connected to the

main chamber. Fuel injected into the prechamber ignites and causes the mixture to

issue into the main chamber where main heat release and work extraction occurs.

Indirect injection engines are used primarily in applications where motion of the

nonreactive mixture in the main chamber is too quiescent for ignition; this typically

occurred in the early implementations of small, high speed automotive compression

ignition engines. Use of a prechamber, where nonreactive mixture forced through

orifices or nozzles connecting the main chamber to the prechamber suitably

increased mixture swirl and turbulence, generated sufficient fluid motion to allow

ignition to occur. Technological developments in intake port design, combustion

chamber design, and fuel injection systems have rendered indirect injection systems

nearly obsolete and technically inferior to direct injection techniques.
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Direct injection, as the name implies, indicates that the fuel is injected directly

into the cylinder at the point near when combustion is desired to begin. Because of

the compressed nature of the nonreactive mixture into which fuel is injected, fuel

injection pressures must be very high; i.e., modern fuel injection systems inject fuel

at pressures on the order of 100–2,000 bar (ca. 3,000–30,000 psi). The processes of

fuel injection, combustion initiation, and subsequent combustion propagation (or

burning) are very complex in compression ignition engines. The following discus-

sion will briefly highlight these complexities.

Figure 6.17 illustrates the sequence of events that occur in a typical direct

injection compression ignition engine. Two load conditions at 1,400 rev/min are

shown, with a high-load condition (ca. 75% peak load which is about 11.3 bar

BMEP) shown as Fig. 6.17a and a low-load condition (ca. 25% peak load which is

about 1.9 bar BMEP) shown as Fig. 6.17b. Both plots illustrate the fuel injector

needle lift profile (which roughly correlates to the fuel delivery rate), the rate of heat

release profile, and the mass fraction burned profile. Focusing first on the high-load

condition (Fig. 6.17a), notice that fuel injection occurs near 2� BTDC. Fuel in

typical compression ignition engines is injected as a liquid. Thus, the fuel must

undergo a series of physical processes (e.g., penetration, breakup, atomization, and

vaporization) before it undergoes its chemical process of bond fragmentation and

eventual ignition. This period of time – i.e., the time between start of fuel injection

and ignition (commonly called start of combustion) – is often called the ignition

delay period. As will be described below, the ignition delay period of a compression

ignition engine is an important parameter that affects the remainder of the burn

profile and is affected by several other parameters. The end of the ignition delay

period after start of injection will witness start of combustion and noticeable heat

release, as indicated in Fig. 6.17a as the positive rate of heat release. During heat

release, the mass fraction burned profile steadily increases until end of combustion

when all the fuel is most nearly completely burned.
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Fig. 6.17 Fuel injector needle lift profile, rate of heat release, and mass fraction burned for

a typical diesel engine operating at 1,400 rev/min (a) high-load condition (ca. 75% peak load =

11.3 bar BMEP) and (b) low-load condition (ca. 25% peak load = 1.9 bar BMEP) with the use of

pilot injection (Data from author’s laboratory, Texas A&M University)

188 T.J. Jacobs



An interesting and important feature of Fig. 6.17 is the rate of heat release profile

between start of combustion and end of combustion. Notice in Fig. 6.17a there are

two distinct components of the rate of heat release: a premixed component and

a diffusion component. These two respective components are nearly an exclusive

feature of compression ignition combustion that relies on fuel injection as the

ignition trigger. The premixed heat release component results from the complex

processes involved in physically preparing the initial “packets” of fuel for chemical

decomposition [65]; as described above, the injected liquid fuel must be prepared

and sufficiently mixed with the cylinder gases before chemical decomposition can

begin. Once ignition occurs, the parcels of fuel that prepared for burning during the

ignition delay period react under kinetic control, with relatively high rates of

burning for the given mixture temperature. Fuel continues to inject during the

premixed portion, and the increase in temperature due to premixed combustion

accelerates the physical preparation of the newly introduced parcels of fuel. In spite

of this acceleration of fuel preparation, the burn rate becomes limited by the fuel’s

mixing rate with the air. Since the time scales for mixing are larger than the time

scales for chemical kinetic decomposition [66], the burn rate becomes mixing-

controlled, rather than kinetically controlled. The mixing-controlled, or diffusion-

controlled, component of heat release is observed in Fig. 6.17a as the longer heat

release following premixed heat release and is identified as “diffusion heat release.”

The burn rate of diffusion heat release is generally slower than premixed heat

release at any given reaction temperature. Figure 6.17a shows diffusion heat release

having a much higher burn rate than premixed heat release; this is manifested,

however, by the associated higher mixture temperature effected by the combustion

process.

The situation is slightly different for the low-load case, shown as Fig. 6.17b.

Conventional compression ignition engines that use fuel injection as the ignition

trigger typically also use the amount of fuel delivery as the means to control engine

load. Thus, the need to produce less power at a given engine speed is effected by

decreasing the amount of fuel delivered during the injection process. This is evident

in Fig. 6.17b where the area under the fuel injector needle lift profile is less than that

of the high-load case (for the moment, disregard the bimodal fuel injection profile,

which will be explained below). Consequently, the distribution of premix versus

diffusion heat release is not apparent on the low-load heat release profile. This does

not imply that mixing-controlled combustion does not occur during low-load

operation; it does imply, however, that combustion is predominantly kinetically

controlled at low-load conditions whereas it is predominantly diffusion-controlled

at high-load conditions.

The bimodal feature of the fuel injection profile in Fig. 6.17b is the result of the

use of a double-injection strategy on this particular engine at this particular condi-

tion. Modern advanced engine fuel systems are capable of introducing fuel in

sequences, or pulses, in what is commonly called “multi-injection strategies.” In

the case of the engine highlighted in Fig. 6.17b, the first injection is considered

a “pilot” injection, while the second injection is considered a “main” injection. The

pilot injection introduces only a small portion (e.g., ca. 10%) of the total fuel to be
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delivered in the cycle, creating an opportunity to prepare a smaller portion of fuel

for burning during the ignition delay period. This small pilot increases cylinder

temperature, so that the ignition delay period of the main injection is much shorter,

and there correspondingly is a lower fraction of premixed heat release during the

main combustion event. Such a strategy is used, for example, to reduce combustion-

generated noise of a diesel engine. Interestingly, diesel engine noise is an “age-old”

problem, serving as a primary focus of development for Sir Harry Ricardo (a

pioneer in the development of high speed diesel engines) [67].

The above-described use of multiple injections hints at an ever-present relation-

ship within compression ignition combustion systems using fuel injection as the

direct trigger; i.e., a relationship among ignition delay, fraction of premix heat

release, and fraction of diffusion heat release exists. This relationship is shown in

Fig. 6.18a, which illustrates the rates of heat release at two different injection

timings of a typical compression ignition engine operating at 1,400 rev/min,

high-load condition (11.3 bar BMEP, nominal). Notice for the advanced injection

timing there is a substantial level of premix heat release and a correspondingly

lower fraction of diffusion heat release relative to the retarded injection timing. The

advanced injection timing, due to the injection of fuel into a relatively cool

environment when rates of physical and chemical processes are low, results in

a relatively longer ignition delay. Because of the longer ignition delay, there is more

time for fuel preparation prior to ignition; once ignition occurs, there is a relatively

higher concentration of fuel that is prepared for burning and correspondingly

combusts in a premix and kinetically controlled fashion. As more fuel is prepared

during the ignition delay period for premix burn, there consequently is less fuel

available for diffusion heat release; thus, as premix burn fraction increases, diffu-

sion burn fraction decreases. Likewise, at the retarded injection timing, fuel is
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injected in a relatively hotter environment which enables fuel preparation for

burning at a faster rate and combustion commences relatively sooner (i.e., shorter

ignition delay). Because of the shorter ignition delay, there is less fuel prepared for

burning, thus there is lower fraction of premix heat release and correspondingly

larger fraction of diffusion heat release.

Because premix heat release rate is relatively faster (at a given temperature) than

diffusion heat release, the “combustion duration” – or, the time taken between start

of combustion and end of combustion – for a mostly premix heat release combus-

tion event will be shorter than that of a mostly diffusion heat release combustion

event. Thus, there tends to be an inverse relationship between ignition delay and

combustion duration, as shown in Fig. 6.18b, where changes to ignition delay are

manifested by alterations to injection timing. The shorter ignition delay results in

less premix heat release, more diffusion heat release, and correspondingly a longer

combustion duration.

Injection timing is just one parameter that can affect ignition delay, and thus the

burn profile of a compression ignition combustion event when fuel injection is used

as the ignition trigger. Other engine parameters such as EGR level [68], initial

temperature and initial pressure [69], injection pressure [70–72], and swirl and

turbulence [69, 73] all have certain effects on ignition delay and the resulting

relative fractions of premix and diffusion heat release. Like the effect of various

parameters of spark ignition engine performance, efficiency, and emissions, the

various effects of compression ignition engine parameters on ignition delay and

burn profile also have an effect on engine efficiency, performance, and emissions.

For example, overly advanced or retarded injection timings will cause decreases in

engine torque for a given fuel delivery rate. Additionally, fuel quality is particularly

important for conventional diesel combustion operation, where low volatility fuels

with high ignitability are generally used to ensure ignition occurs during the cycle. An

important fuel parameter – i.e., its cetane number – is used to identify the quality of

fuels appropriate for use in a diesel combustion system.A higher cetane corresponds to

a fuel with a shorter ignition delay.

Finally, in closing, it is important to recognize the above-described phenomena

are largely phenomenological observations that can be made using conventional

diagnostics with relatively straightforward analysis. Considerable development

(e.g., [49, 74, 75]) has been made to provide substantial insight into the complex

fluid, heat transfer, and chemical processes that occur during compression ignition

combustion where fuel injection is used as the direct ignition trigger. Description of

these details is outside the scope of this work.

Emissions Formation and Exhaust Pollution

A discussion on the basics of internal combustion engines, actually any combus-

tion-based device, is incomplete without a description of the associated harmful

species that may exist in the products of combustion. Such harmful species are
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generally called “exhaust pollution” and many governing agencies around the

world place restrictions on the emission of certain pollutants from combustion-

based devices. Because the application of the internal combustion engine is so

varied, emission regulations tend to be application-oriented. For example, in the

USA, emission regulations are placed on passenger vehicles differently than emis-

sion regulations placed on heavy trucks or hand-held engine devices (such as lawn

mowers). Because of such variability in regulation, the time-oriented nature of the

regulations (i.e., regulations have, to this point, been in a state of flux), and variation

in regulation among various governing agencies around the world, further descrip-

tion of specific emissions will not be provided. The basic issues at hand, however,

can be briefly described.

As shown in Reaction (6.R1), there are several species formed during the

combustion reaction of a typical hydrocarbon–air mixture. Some of these species

are generally stable and nonreactive in the atmosphere, thus pose little to no harm to

the five kingdoms of nature. Other species, however, are either harmful or reactive

in ways that lead to harmful consequences. Specifically, there is little scientific

debate about the harmful nature of certain combustion products such as CO, NO/

NO2, unburned hydrocarbons (HC), and particulate matter (PM, or the solid/liquid

components of exhaust that can be collected on a filter. It is noted that historically

sulfur oxides and sulfates have been considered either separately from [76] or in

combination with [77, 78] particulate matter). There is, perhaps, continued debate

about the potential consequences of other products of combustion; in particular,

there is current debate on the consequence of CO2 and the role it may play in the

presently observed warming of the planet (i.e., so-called global warming or global

climate change). Because of the certainty of the effects of the former species,

attention will be given to them and basic information on their formation during

combustion. Because of the uncertainty of the effects of the latter species, readers

are referred to other literature to uncover the current state-of-debate of CO2 and its

potential impact on global trends currently believed to occur (see, e.g. [79, 80]).

The first such species to describe is CO, which due to its fatal effects on human/

animal life is one of the first combustion products to be considered a pollutant [76]. It

is well established [76] that all precursor hydrocarbon decomposition reactions firstly

form CO. Thus, increased concentrations of CO in engine exhaust result from

incomplete reaction of the principal COoxidation step [26], given as Reaction (6.R2):

COþ OH $ CO2 þ H (6.R2)

In internal combustion engines, the incomplete oxidation of CO most typically

occurs during rich engine operation [76], where available oxidants for final CO

oxidation are lacking [81]. Fuel–air mixtures close to stoichiometric or even

slightly lean, however, result in nonnegligible concentrations of CO.

The next species to consider is NO. NO emerged as combustion-generated

pollutant due to its observed effect of reacting with hydrocarbons in the presence

of sunlight to produce tropospheric ozone [82]. Its formation in a combustion

system is rather complex, as there are several major pathways through which
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it can form. These major pathways include thermal (or commonly called

Zeldovich), prompt, and fuel-based nitrogen [26]. For reciprocating-type internal

combustion engines, the primary NO formation mechanism is the thermal mecha-

nism where atmospheric air serves as the principal source of nitrogen in the

mechanism [27]. There are three reactions that compose the mechanism, given as

Reactions (6.R3)–(6.R5):

Oþ N2 $ NOþ N (6.R3)

Nþ O2 $ NOþ O (6.R4)

Nþ OH $ NOþ H (6.R5)

The forward and reverse reaction rate constants of Reactions (6.R3) and (6.R4)

are generally exponentially dependent on temperature. To demonstrate the substan-

tial role temperature plays on NO formation, several simplifying assumptions (see

below) are applied to Reactions (6.R3) and (6.R4) to yield Eq. 6.15 [26]:

d NO½ �
dt

¼ 6� 1016

T
1
2

exp
�69090

T

� �
O2;eq

� �1
2 N2;eq

� � � mol=cm3-s
� 	

(6.15)

where [NO] is the concentration (mol/cm3) of NO at time, t (s), and [O2,eq] and [N2,

eq] represent the equilibrium concentrations (mol/cm3) at temperature T (K) of

oxygen and nitrogen, respectively. The several simplifying assumptions that go

into Eq. 6.15 include the following. The first assumption is that the nitrogen

chemistry is de-coupled from the combustion reactions. Although combustion

reactions generally occur much faster than nitrogen chemistry [25], the presence

of O and OH radicals in the thermal mechanism (which are also important species in

combustion reactions) may require the chemistries to be coupled for accurate NO

prediction [27]. By assuming the chemistries are de-coupled, O, O2, OH, H, and N2

can be approximated by their equilibrium concentrations at equilibrium tempera-

ture; assuming equilibrium temperature is the second assumption applied to

Eq. 6.15. The third and last assumption applied to Eq. 6.15 is that nitrogen radical

(N) is in steady-state concentration (i.e.,
d N½ �
dt ¼ 0). Finally, it is reinforced that the

forward reaction rate constant of Reaction (6.R3) is used from [26] in Eq. 6.15;

updated reaction rates are available in Dean and Bozzelli [29]. It is clear from

Eq. 6.15 the strong dependency NO formation rate has on temperature.

Because of the dominance of the thermal mechanism on NO formation in internal

combustion engines, combustion-based efforts to reduce NO center on reducing the

reaction temperature and O2 concentration. Such techniques include altering spark

advance [83, 84] or injection timing [85–87] for spark ignition or compression

ignition engines, respectively, and introducing EGR into the mixture [87–90].

As described above with NO, unburned hydrocarbons (HC) play a role in the

formation of tropospheric ozone. Further, they represent unreacted fuel; if left to
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discharge into the atmosphere, there is lost opportunity to convert that chemical

energy into useful work. Formation of HC species during combustion reaction are

complex and varied depending on the type of fuel used [91]. A general cause for HC

emissions, however, is insufficient mixing between fuel and air [76], where most of

the HC emission species are formed during low temperature (T < 1,000 K)

reactions [26]. Typically, in conventional reciprocating internal combustion

engines, most of these species are oxidized as combustion enters high temperature

mechanisms [26]. Reciprocating engines, however, contain “sources” for hydrocar-

bon storage that, if not oxidized upon release in the gas mixture in the later portion

of the cycle, emit as HC emissions in the exhaust [92]. Although there are special

considerations given to engines operating under cold-start conditions [93], the

general storage locations of HC species (and thus, the major source of HC

emissions [94]) include cylinder head gasket crevice, spark plug crevices, piston

ring pack crevices, and valve seat crevices. In addition to crevice HC storage, other

sources of HC emissions [94] include single-wall flame quenching, oil film layers,

combustion-chamber deposits, exhaust valve leakage, and liquid fuel (i.e., HC

species not vaporized during the process). Because of the relative importance of

crevice storage on HC emissions, much of the combustion-based effort to decrease

HC emissions has centered on reducing the volume and flow pattern of crevices in

the piston/cylinder arrangement.

The final major pollutant to briefly describe is particulate matter, or PM. PM is

essentially any exhaust specie that can be collected on a filter; it typically is

structured on a solid organic component (which is mostly pyrolized carbon

particles, or “soot”) upon which organic (e.g., unburned HC) and nonorganic

(sulfates) components build. Since soot serves as the building block for PM,

much of the research efforts are dedicated to understanding soot formation pro-

cesses [95–99]. The general path for soot formation begins with the high tempera-

ture pyrolysis, or fragmentation to hydrocarbon radical, of the hydrocarbon fuel.

Such pyrolysis typically leads to a certain group of hydrocarbon radicals called

polyaromatic hydrocarbons. Such polyaromatic hydrocarbons that do not oxidize

during the reaction serve as the nucleation site for soot growth. Nuclei then begin to

coalesce and substantially increase surface area. Now particles, the high surface

area soot particles agglomerate and allow other species (i.e., liquid HC, condensed

gaseous HC, and sulfates) to absorb onto the surfaces [99]. Soot formation is

strongly dependent on mixture fuel–air ratio and also temperature (both tend to

govern the rate of pyrolysis). Formed soot can, however, undergo oxidation as well.

Soot oxidation is likewise a function of temperature, but has a stronger dependency

on temperature than soot formation [99]. The difference between soot that is formed

and soot that oxidizes is ultimately released in the engine exhaust, and is commonly

called “net soot release.” Compression ignition engines (e.g., diesel engines) are

often plagued with high PM emissions, largely due to the heterogeneity induced

into the fuel/air mixture by use of fuel injection as a direct trigger for ignition. Spark

ignition engines, however, are recently being considered as sources of nanoscale

soot particles [100, 101].
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It is clear from the above discussion that soot and PM emission processes are

complex. From phenomenological considerations, however, Khan et al. [86, 102]

and Ahmad [103] provide insight into the general behavior of PM with, in particu-

lar, diesel engine combustion. Specifically, it is observed that increases in diffusion

heat release generally increase the emissions of PM. A portion of this may be due to

the overall lower reaction temperatures, manifested by relatively lower premix heat

release, decreasing the rate of soot oxidation through the diffusion flame. This

observation is also supported, however, by Dec’s [74] observation that precursor

soot formation occurs in the standing premix reaction zone within a diffusion flame

sheet that exists in diesel combustion. Thus, increased diffusion burn correspond-

ingly results in increased soot emission. Either way, it becomes apparent when

relating this discussion to the known effects of injection timing, for example, on

diffusion combustion and NO emissions that an attempt to decrease soot by creating

higher temperatures with, perhaps, more premix heat release will correspondingly

increase NO emissions; hence, the establishment of the conventional “soot-NOx”

tradeoff of diesel engines.

As described briefly above with each species, there are in-cylinder and combus-

tion-based methods to reduce the formation of various exhaust pollutants.

Advanced development of combustion systems continues to focus on these in-

cylinder methods, as described in section on “Future Directions of Internal Com-

bustion Engines”. Also in use to eliminate exhaust pollution are exhaust after

treatment systems, which conventionally are catalyzed devices (hence, their com-

mon name of “catalyst” or “catalytic converter”) [104–106]. The basic idea of

a catalyst is to promote a reaction that otherwise would not proceed. In

aftertreatment of engine exhaust, there are several catalysts in use depending on

the species composition of the exhaust. For example, the conventionally named

“three-way catalyst” is often used with conventional gasoline spark ignition

engines. Such a catalyst is typically an exhaust flow-through device composed of

a ceramic monolith (the substrate) with thru-hole passages to allow exhaust gases to

flow and a metal-oxide “washcoat” that suspends catalytic particles on the surfaces

of the monolithic passages. The monoliths are usually constructed of coerderite and

the metal-oxide washcoat is often an alumina washcoat. Catalyzed particles are

often from the precious metals group (e.g., platinum, palladium, and rhodium), with

platinum being the most commonly used metal. The general operation of the three-

way catalyst is to promote the reduction–oxidation reactions among CO and HC

(the reductants) and NO/NO2 (the oxidants). In other words, the catalyst promotes

the reduction of NO or NO2 to yield stabilized N2 and the oxidation of CO and HC

to yield stabilized CO2 and H2O. The efficiency of the three-way catalyst – or, the

conversion effectiveness of converting a given species to its more stable species,

e.g., CO to CO2 – is strongly dependent on the constituent composition on the inlet

mixtures, as shown in Fig. 6.19 [104]. Notice that maximum conversion efficiencies

of NOx, CO, and HC occur very near stoichiometric air–fuel ratios; a small depar-

ture from stoichiometric conditions – e.g., about 0.5% increase or decrease in A/F
ratio – results in a nearly 20% decrease in conversion efficiency. Because of such an
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intolerable response of the catalyst, effective control of gasoline spark ignition

engines requires precise control of the mixture stoichiometry during operation.

Also clear from Fig. 6.19 is the challenge of outfitting a typical platinum-based

catalyst with non-gasoline spark ignition engine technology. Diesel engines which

typically operate fuel lean (i.e., oxygen rich), for example, create constituent

exhaust species that are difficult to catalyze using conventional techniques.

Advanced aftertreatment technologies for diesel engines, or other advanced com-

bustion/engine systems, are under development and beginning to appear in produc-

tion applications [105, 106].

A Case Study: Diesel Engines Versus Gasoline Engines

At this point, with the basics of internal combustion engines having been described,

it is useful to do a “state-of-the-art” technology comparison between the two

dominant conventional internal combustion engines – i.e., the gasoline spark

ignition engine and the diesel compression ignition engine – to set the stage for

discussions on future directions in internal combustion engines. The elementary

comparison is provided in Table 6.2; note that this comparison is neither compre-

hensive nor general. It is intended to highlight the common state-of-the-art of the

two technologies, and create a sense for the trends of future directions in internal

combustion engine development.

It is clear from Table 6.2 that the two engine types differ in virtually every way,

save for their common use of the kinematic elements of the crank-slider and piston/

cylinder components. Consider first the spark ignition engine; its use of spark

requires a relatively tight control on the fuel–air mixture equivalence ratio. The
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flame travel time is minimized when fuel–air equivalence ratio is near stoichiomet-

ric, and greater than about 20–40% departure from stoichiometric will typically

cause misfire [107]. It is noted that this requirement [107] is only for ignition and

flame propagation. The integration of a three-way catalyst with a conventional

spark ignition engine requires even more precise control over fuel equivalence

ratio, as described in section on “Emissions Formation and Exhaust Pollution”

[104]. Thus, conventional spark ignition engines are not able to tolerate substantial

departures from stoichiometric conditions. Further, because of this requirement, it

is necessary to avoid mixture striations between fuel and air. Thus, conventional

spark ignition engines make use of premixing devices (e.g., carburetors or throttle

body and port fuel injectors) to prepare the fuel–air mixture prior to induction. The

result is a homogeneous mixture of fuel, air, and other residuals such as residual

fraction and purposefully introduced constituents such as EGR. In order to assist

with the homogenization of the fuel–air mixture, light distillates and aromatics with

high volatility are typically used as the fuel for conventional spark ignition engines.

The most common, of course, is the mixture of light distillates and aromatics

commonly called “gasoline” or “petrol.” Interestingly, largely due to the reactive

nature of the homogeneous and near-stoichiometric mixture [108], compression

ratios of spark ignition engines are limited to around 11. Compression ratios higher

than this promote the undesirable autoignition of certain regions of the fuel–air

mixture during the combustion process; a phenomenon known as “fuel knock.”

Fuel knock can be very damaging to an engine, mostly due to its occurrence in

the end regions of cylinder, where uncontrolled autoignition of the mixture

results in excessively high rises in pressure near susceptible components of the

Table 6.2 Elementary comparison between conventional spark ignition engines and conventional

compression ignition engines. The comparison is not comprehensive nor general, rather it is

intended to highlight the common state-of-the-art and create a sense for the trends of future

directions in internal combustion engine development

Feature

Conventional spark ignition

engine (homogeneous charge

spark ignition)

Conventional compression

ignition engine (heterogeneous

charge compression ignition)

Also known as Gasoline, petrol, Otto engine Diesel engine

Method of ignition Spark Compression

Fuel equivalence ratio Precisely controlled to

stoichiometric

Varies depending on engine load;

typically remains lean

Fuel/air mixture preparation Carburetion, throttle-body

injection, port injection

Direct injection or indirect

injection

Degree of fuel/air mixing Homogeneous Heterogeneous

Fuels used Gasoline, alcohols, ethanol,

hydrogen, high volatility

hydrocarbons

Diesel, oils (transesterified),

hydrogen, low volatility

hydrocarbons

Compression ratios Ca. 8–11 Ca. 14–21

Method of load control Throttle restriction of air or

fuel/air mixture (depending

on mixture preparation)

Fuel injection duration (i.e., fuel

quantity)
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piston/cylinder arrangement (e.g., piston rings). As an aside, initially tetra-ethyl

lead and eventually other lead alkyls were used in gasoline as anti-knock agents,

allowing for compression ratios to increase in spark ignition engines [109].

Concerns over the effect of lead on human and animal life, as well as the

implications of lead on catalytic devices, have mostly eliminated lead-based

additives from fuels [110]. Finally, and similarly related to the spark’s need to

ignite a near-stoichiometric and homogeneous mixture, conventional spark ignition

engines control their load, or power output, via the use of a throttle. In other words,

the power of the engine at any given speed is minimized by decreasing the

efficiency by which the engine can induct fresh mixture.

Consider now the conventional compression ignition engine, or commonly

called diesel engine. It seems that from its first inception, the diesel engine was to

be a compressively ignited machine, as Diesel intended to create an isothermal

reaction where air and fuel were (separately) compressed to the combustion tem-

perature and expansion occurred isothermally as chemical energy converted

directly into mechanical energy [61]. Of course, Diesel never succeeded in attaining

this isothermal process (nor has anyone since); but, the foundation had been laid for

a compression ignition engine. By using compression ignition combustion, many of

the constraints placed on the spark ignition engine (i.e., near-stoichiometric fuel

equivalence ratio, homogeneous mixture, and throttle of intake mixture) no longer

need apply to the diesel engine. It also seems that from its initial inception, Diesel

intended the fuel to be directly delivered to the compressed air [61]; of course, it is

also clear that direct (or indirect) injection of the fuel to compressed air is necessary

so as to control start of combustion. Further, to aid in the gradual and isothermal

conversion from chemical to mechanical energy, Diesel stipulated that there be

a chemical abundance of air (i.e., fuel lean) in the mixture [61]; practical

implementations of diesel engines make use of varying fuel-equivalence ratios to

control the load of the engine. The direct (or indirect) injection of fuel into the

compressed air, contrary to Diesel’s conception, establishes a heterogeneous mix-

ture that within itself has widely varying fuel–air ratios and reaction temperatures.

Further, since ignition is manifested through compression, fuels with high ignit-

ability (e.g., heavy distillates and aromatics) are required (correspondingly, the

fuels also have relatively lower volatility, further establishing the heterogeneous

nature of diesel combustion). Also related to the use of compression to ignite the

mixture is the need to have high compression ratios (i.e., typically varying between

14 and 21). Finally, as already described, engine load is controlled by the direct and

exclusive control of fuel; thus, engine load varies as mixture fuel–air equivalence

ratio varies. Due to the heterogeneous nature of diesel combustion, and the depen-

dency of soot formation on mixture stoichiometry under conventional conditions,

fuel equivalence ratios rarely exceed 90% of stoichiometric to avoid “smoke

limitation.”

In the context of the three common attributes of internal combustion engines

(i.e., performance, efficiency, and emissions), and the comparison given in

Table 6.2, brief comments will be made about the pros and cons of each conven-

tional technology.
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In terms of power, consider Eq. 6.7 and the qualitative relation of each parameter

for a given technology at their “wide-open throttle” or full-load operation, as given

in Table 6.3. Described in more detail below, diesel engines tend to have higher fuel

conversion efficiencies. Because of not premixing the fuel with air and generally

lower engine speeds (which allows the avoidance of flow choke), diesel engines

tend to have higher volumetric efficiencies (refer to the discussion surrounding

Fig. 6.6 and [111] for more detail on factors affecting volumetric efficiency of

engines). Typical applications of diesel engines use turbocharging, which increase

the inlet mixture density to above atmospheric conditions (typical spark ignition

engines operate naturally aspirated). As described above, spark ignition engines

generally operate stoichiometric, whereas compression ignition engines generally

operate lean even at full power. The heating value of diesel fuel is marginally higher

than that of gasoline. Displaced volumes of typical compression ignition engines

tend to be larger than those of typical spark ignition engines. Correspondingly, peak

power speeds for typical spark ignition engines tend to be higher than compression

ignition engines. Mostly due to the larger displaced volumes, but also assisted by

higher fuel conversion and volumetric efficiencies, higher inlet density, and higher

heating value of the fuel, typical compression ignition engines tend to exhibit

higher peak powers than typical spark ignition engines. If the power is normalized

by displaced volume to render the specific power, however, spark ignition engines

tend to have higher specific power than compression ignition engines (in spite of

compression ignition engines having high efficiencies, density, and heating value,

the stoichiometric and high speed operation of the spark ignition engine tends to

yield higher specific power).

As described in section on “Thermodynamic Analysis of Internal Combustion

Engines”, engines operating with high compression ratios and lean fuel equivalence

ratios will tend to have higher efficiencies than engines operating with relatively

lower compression ratios and near-stoichiometric equivalence ratios. As a result,

Table 6.3 Comparison of the various parameters that control an engine’s ability to make power

(Eq. 6.7) between typical applications of conventional spark ignition and conventional compres-

sion ignition engines at wide-open throttle or full load condition. It should be noted that these are

qualitative assessments of typical technology, and should not be viewed as absolute truths of the

respective technologies. Since typical applications of internal combustion engines operate on the

four-stroke principle, its effect on the comparison is neutral

Parameter

Parameter’s effect on

powera
Conventional spark

ignition engine

Conventional compression

ignition engine

�f " "
�v " "
ra,i " "
(F/A) " "
QHV " "
Vd " "
N " "
nR # $
aIn other words, an increase in the parameter will have the listed effect on power
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typical compression ignition engines tend to have higher efficiencies than typical

spark ignition engines. In some instances, turbocharging that is typically found on

compression ignition engines could increase efficiency if intake manifold pressure

is boosted to higher than exhaust manifold pressure; the primary function of

a turbocharger, however, is to increase inlet mixture density to increase the

power capabilities of the engine (as shown in Eq. 6.7). The efficiency improvement

of compression ignition engines at part-load conditions becomes amplified as (a)

the mixture becomes leaner for the compression ignition engine and (b) the use of

throttle to manifest part load in the spark ignition engine introduces

a thermodynamic loss parameter in the cycle.

Finally, a brief comparison of emissions between the two engines at wide-open

throttle or full load condition is made. Because of their near-stoichiometric opera-

tion, engine-out emissions of HC and CO for spark ignition engines tend to be

relatively higher for those of compression ignition engines (where the latter uses

fuel-lean mixtures, creating an oxygen rich exhaust and high level of oxidation of

partially oxidized species such as CO and HC). Engine-out emissions of NO tend to

be nearly the same between engine technologies. Engine-out emissions of PM are

much higher for compression ignition engines, where mixture heterogeneity creates

numerous opportunities for soot formation. Of course, it is important to note that

conventional spark ignition engines are typically coupled with an effective catalyst,

substantially lowering the catalyst-out emissions of the various species to levels

well below the engine-out emissions of compression ignition engines. While the use

of aftertreatment systems with conventional compression ignition engines are less

straightforward, technology is becoming available to also allow substantial reduc-

tion of their engine-out emissions [106].

At this point, it becomes clear both engine technologies have features which are

more favorable than the other for power, efficiency, and emissions considerations. For

example, the high compression ratio and lean mixture required by compression

ignition are attractive from efficiency perspectives. The homogeneous mixture of

spark ignition is attractive from uniform combustion and emissions perspectives.

The lack of a throttle to control load of a compression ignition engine is attractive,

but the direct ignition trigger of a spark ignition engine is also attractive. Thus, it is

clear that future engine developments could exploit the favorable features of engine

technologies to create the next generation internal combustion engine. The next section

will describe such efforts and offer insight into the likely future direction of internal

combustion engines.

Future Directions of Internal Combustion Engines

There are several types of advanced technology that exist for internal combustion

engines. Some of this technology is very prevalent on engines (e.g., turbocharging

on diesel engines). Some technology is beginning to appear on production models

(e.g., variable valve timing). Other technology is still in its development stages,
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awaiting its potential entry into full-scale production (e.g., homogeneous charge

compression ignition combustion). This section will briefly describe such

technology.

Engine Downsizing

A general idea that permeates much of the technology under development of

internal combustion engines is that of engine downsizing – or, the effort to use

advanced technology to enable the use of smaller-sized engines to produce the same

power (i.e., increase power density) [112]. The application-oriented benefit is that

a smaller engine likely weighs less, thus could improve application efficiency (e.g.,

better vehicle fuel economy with a lighter engine). The engine itself, however, will

likely realize improved efficiency. For example, a smaller engine that uses

turbocharging to maintain same power (as a larger-sized engine) will generally

operate more often near the location of peak efficiency. Some benefit of such is

realized in diesel engines, which typically have best efficiencies near mid-speed,

and 75% peak load conditions. More benefit, however, is realized in gasoline

engines where throttles are used; a smaller engine with higher power density will

require less throttle and thus realize larger gains in efficiency improvement. Over-

all, the major purpose of engine downsizing is to improve parameters other than Vd

in Eq. 6.7. This idea will become more apparent as specific technology is discussed

below.

Turbocharging/Supercharging/Boosting

Boosting an engine – i.e., increasing the inlet mixture density to increase the

trapped mass per cycle – is a very common means to increase the power density

of an engine. As evident from Eq. 6.7, an increase in the inlet air density will

directly increase the power of the engine. There are two major types of boosting

technology: turbocharging and supercharging. The major difference between the

two technologies is the former uses a centrifugal device (i.e., a turbine) to exploit

available exhaust energy for conversion to shaft work whereas the latter absorbs

shaft work via a direct mechanical connection to the engine. In both cases, the shaft

work of the device is coupled to a boosting component – typically, either

a centrifugal-based compressor or a positive-displacement compressor – which

acts as an “air pump” to increase density of the inlet air. In most applications,

a turbocharger uses a centrifugal turbine/compressor configuration while a super-

charger uses a positive-displacement compressor.

Diesel engines are typically favorable engines to outfit with boosting devices

(further, usually with turbochargers as they assist over the entire engine operating

map). Boosting compensates for the diesel engine’s typical use of fuel-lean
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mixtures to improve its power density. Further, since diesel engines do not employ

throttles for load control, boosting of a diesel engine provides benefit over the entire

operating map. For this latter reason, and due to the general higher efficiency of

a turbocharger over a supercharger, turbochargers are the most common boosting

device on a diesel engine. Gasoline engines also can be outfitted with boosting

devices, with additional complexity to consider. First, boosting devices on gasoline

engines usually offer benefit only at wide-open throttle conditions; a point of

operation for most applications of engines that is rarely used. Also, for this reason,

directly coupled superchargers are often used where improved response to boost is

provided. Second, increasing density of the inlet mixture tends to increase the

propensity to knock. Thus, while boosting provides additional trapped mass to

deliver increased power, a potential retard in timing to avoid fuel knock likely

decreases fuel conversion efficiency and introduces a tradeoff in how much addi-

tional power can be expected from the boost. Third, because of the typical use of

superchargers when boosting is applied to gasoline engines, the system efficiency

tends to decrease as shaft work is transferred to provide the boosting action

(whereas turbocharging uses available energy of the exhaust).

Often times, boosting devices – in particular, turbochargers – are viewed as

devices to increase the overall system efficiency of the engine. In other words, it is

thought that because a turbocharger uses exhaust energy that would otherwise be

wasted, its conversion to useful work (i.e., boosting) should increase efficiency.

This work transfer, however, usually does not leave the control system (i.e., the

shaft work of the turbine is directly coupled to the pumping action of the compres-

sor). In some instances, efficiency improvements can be realized if a “negative

pumping loop” is created by boosting the intake manifold to a higher pressure than

the exhaust manifold. It is also possible to improve the overall engine efficiency if

boosting an engine enables the use of a smaller-sized engine for a given application;

an effort, as described above, known as downsizing. In most instances, however,

overall system efficiency may decrease even with the use of a turbocharger, as the

major objective of increasing inlet density to increase power density requires

additional energy transfer through the exhaust than out as shaft work. This latter

aspect is often realized as an increase in exhaust manifold pressure to “drive” the

turbocharger.

An area of technology development for turbocharging is the use of waste-gated

and variable geometry turbochargers. In non-waste-gated or non-variable geometry

turbochargers, the turbine has fixed geometry and thus fixed flow characteristics. As

such, a fixed geometry turbocharger is restrictively designed to provide maximum

benefit to the engine at a narrow operating range which usually centers on the peak

power condition of the engine. As such, at low speed or low-load conditions, the

turbocharger’s boosting benefits are diminished. While decreasing the

turbocharger’s maximum benefit over a broader regime of the engine’s operating

map, such a constraint also typically creates a dynamic issue during engine

accelerations known as “turbo lag.” The large turbine designed for maximum

engine flow rates requires substantial inertia to rotationally accelerate to maximum

boosting benefit. Waste-gated and variable geometry turbochargers offer
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opportunities to overcome such issues. In the case of a waste-gated turbocharger,

usually a smaller turbine with less inertia is used with an exhaust “waste-gate.” The

smaller turbine provides faster response and better boosting at low-loads and

speeds; upon approach of the engine’s peak power condition (where either boosting

becomes excessive for the intake system or turbocharger speeds exceed maximum

limits) a waste-gate opens that allows exhaust energy to bypass the turbine. Thus,

the turbocharger is supplied by a fraction of the available exhaust energy providing

suitable boost at allowable rotational speeds of the turbocharger at the engine’s

peak power condition. A variable geometry turbocharger uses a similar concept,

except that it is designed to change the flow momentum of the exhaust gases and

create multiple pressure ratios for a given exhaust flow rate [113, 114].

Finally, it is noted that outfitting a boosting device to an engine is not a trivial

task [115]. There is not an exclusive match between an engine and a given boosting

device; instead, the match of a boosting device to its engine application is dictated

by the objectives of adding the device, whether it is to exclusively increase power

density, efficiency, and/or emissions of the engine system [116–118].

Advanced Engine Controls

Much of the advanced technology that appears on modern engines, or will appear

on future engines, is enabled by advanced engine controls. Engine control has

always been an integral component of the engine’s success at delivering cost-

effective and efficient power. Early engine control systems were purely mechanical

and only concerned with controlling the level of power (e.g., throttle or rack

position) or holding a constant speed with variable load (such as a generator system,

using a speed governor). Modern-day engine control systems, however, are virtu-

ally all electrical-based, and at the very least sense several aspects of the engine’s

operation (e.g., cam position, throttle position, manifold temperatures and

pressures, and air flow) and typically control most aspects of the engine (e.g.,

spark timing, injection timing, injection pressure, EGR level, and boost pressure)

[119].

Like the engine itself, engine controls are becoming more sophisticated and

advanced. Specifically, a general trend to use in-cylinder information as a feedback

signal is an example of the type of complexity future engine control systems intend

to resolve. Knowledge of in-cylinder pressure, for example, can provide immediate

information to the engine controller about load produced by the engine. Addition-

ally, in-cylinder pressure is the major property necessary for assessing the rate of

energy release during the combustion process; having such information could allow

engine control systems to change parameters based on a desired burn profile in the

cylinder [120–122]. Further, along with the continuing advancements in engine

model development (e.g., [46–50]), a trend toward model-based engine control

[123, 124] intends to decrease engine development time and improve control over

the several parameters now present on internal combustion engines.
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Variable Geometry Engine Designs

Along with efforts to effect engine downsizing, and made possible with

advancements in engine control systems, is the notion of variable geometry engine

designs. In other words, conventional reciprocating internal combustion engines

have mechanically fixed geometries, i.e., constant compression ratios and constant

displaced volumes. A variable compression ratio is attractive, for example, since it

might enable high compression ratio operation for a spark ignition engine at part-

load conditions where there is decreased propensity for knock. Similarly, it could be

used in diesel engines to avoid excessively high peak pressures at full load

conditions. Variable displacement engines are attractive since they enable high

peak powers, but use less throttle at part-load conditions (thus diminishing pumping

losses).

An early concept of variable compression ratio was proposed by J. Atkinson, for

whom the Atkinson Cycle is named. As described by [125], Atkinson’s original

conception involved mechanical linkages to displace the piston such that the

engine’s compression ratio is lower than its expansion ratio; the main idea being

that more expansion work will yield higher efficiency. Similar in idea, but different

in implementation, is the Miller concept [125] which uses either late intake valve

closing or late exhaust valve opening to shorten or extend the compression or

expansion strokes, respectively. Both concepts are attempted in modern-day

applications, using both variable compression ratio techniques [112, 126, 127]

and altered valve timing techniques [112, 127, 128]. The latter approach, of using

altered valve timing techniques, is fluidly made possible through the use of variable

valve timing [112, 127], a concept discussed in more detail in the next section.

While variable compression ratio concepts attempt to increase engine efficiency

by way of increasing expansion, variable displacement engines attempt to increase

engine efficiency by decreasing the use of throttle (thereby, decreasing the pumping

work associated with the gas exchange process of a conventional spark ignition

engine). With variable displacement, an engine is able to deliver high power using

full displacement; at part-load conditions, rather than use throttle, cylinders can be

“deactivated” so that they produce no power and allow the engine to deliver part-

load power [129]. The deactivated cylinders typically continue to stroke and

exchange gases; the closed portion of the cycle (i.e., compression and expansion)

realize some loss due to heat transfer and friction but this is intended to be less than

the gain realized through decreased pumping work.

Variable Valve Timing

Briefly discussed in the above sections is the idea of variable valve timing, or, the

ability to change the valve events (i.e., intake and exhaust valve opening and

closing) at any given point during the engine’s operation [130]. In conventional
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engine design, the valve events are “fixed” by mechanical positions of the lobes on

the cam shaft. The effectiveness of an engine to induct and exhaust mixture depends

on many things including, for example, engine speed, engine load, the use of EGR,

spark timing, and injection timing. Thus, there are not valve events that will

universally yield peak power, efficiency, and/or emission for any given engine

design.

The idea of variable valve timing allows the engineer to decouple the valve

events from the in-cylinder processes. In other words, flexibility of intake and

exhaust is afforded with the use of variable valve timing. This not only allows the

valve events to be uniquely tuned for each operating point of the engine for

improved performance [131] and efficiency [132], but it also can enable other

advanced technology. For example, having variable valve timing allows the imple-

mentation of the Miller approach to effecting variable compression ratio at part-

load conditions, but enabling conventional operation at peak power conditions

[127]. Another example is the use of variable valve timing to control the amount

of residual fraction in the cylinder, which can affect emission of certain pollutants

[133]; controlling residual fraction is a way to enable advanced modes of combus-

tion, described in more detail below. Finally, variable valve timing can be used to

replace a throttle, for example, for load control [134]; in doing so, trapped mass can

be controlled without inducing pumping work in the engine. Although not wide-

spread technology, variable valve timing is becoming more prevalent on modern-

day engines.

Waste Heat Recovery

Waste heat recovery is the effort to take advantage of temperature gradients created

between the engine and its environment. As described in section on “Thermody-

namic Analysis of Internal Combustion Engines”, thermal energy is transferred out

of the system through heat transfer (e.g., through engine coolant) and exhaust flow.

Because of the temperature gradient that exists between, for example, the high

temperature exhaust and the low temperature surroundings, an orderly flow of

thermal energy tends to cause the exhaust system to attain thermal equilibrium

with the environment. Conventionally, this orderly flow of thermal energy is wasted

(i.e., the heat transfer completely dissipates as generated entropy). It is practically

possible to instead intercept the orderly flow of thermal energy and convert it to

useful work. In the theoretical limit, this conversion of thermal energy to work

energy is given by the completely reversible cycle, often called the Carnot cycle.

The corresponding efficiency of useful work converted from thermal energy is

thusly the Carnot efficiency, as is given by Eq. 6.16:

�th;Carnot ¼ 1� TL
TH

(6.16)
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where �th;Carnot is the Carnot efficiency (maximum possible conversion of thermal

energy to work energy), TL is the sink’s temperature (e.g., the environment temper-

ature), and TH is the source’s temperature (e.g., the exhaust temperature). Consid-

ering that a typical automotive exhaust temperature may be 900 K operating in

a 300 K environment, ideal efficiencies could be on the order of 67%. Of course,

real process irreversibilities diminish actual device efficiencies from the ideal

Carnot efficiency. In spite of the diminished efficiency from ideal, though, waste

heat recovery in an automotive application, for example, is reported to decrease

vehicle fuel consumption by as much as 7.4% [135].

There are several technologies available to make use of internal combustion

engine exhaust waste heat energy; because of its spatial accessibility and con-

centrated high temperature, exhaust energy has been the focus of much of the

waste heat recovery. Example major technologies include: (1) mechanical or

electrical turbo-compounding/generating devices, (2) Rankine cycle-type devices,

and (3) thermoelectric-type devices. Turbo-compounding or turbo-generating [136]

converts exhaust thermal energy to mechanical energy (in the form of pressure and

kinetic energy) and couples the mechanical energy either directly to the engine

driveshaft (to deliver additional brake power) or to an electric generator. One

disadvantage of turbo-compounding (like its turbocharging companion) is the

method of converting thermal energy to mechanical energy; the centrifugal device

increases an engine’s exhaust pressure based on its operation. The increased

exhaust pressure affects the engine’s operation by altering the pumping work and

initial mixture composition (increased exhaust species in the initial mixture); such

factors can deteriorate the engine’s cycle efficiency.

Rankine cycle-type devices make use of the thermodynamic Rankine cycle –

typically with an organic fluid designed to undergo phase change within the

temperature ranges of a typical engine exhaust system – to output shaft work for

either direct-coupling to the engine driveshaft or electrical generation. In such

a device, the engine exhaust stream provides the thermal energy to boil or vaporize

the organic working fluid of the cycle. After becoming saturated vapor, the fluid

expands through a turbine converting the thermal energy to mechanical energy; the

cycle completes with the usual condenser and pump processes. Such a device is

reported to increase the combined engine + waste heat recovery efficiency by up to

10% [137]; a potential downside is the added complexity of adding four processes

(as opposed to one, for example, in the case of a turbomachine) to waste heat

recovery system.

Another example major waste heat recovery device is the thermoelectric device.

The thermoelectric effect, first observed by Seebeck in 1821, is the generation of

a voltage due to a temperature difference between two junctions of two dissimilar

materials [138]; principally, the Seebeck effect describes the operation of a ther-

mocouple measurement of temperature. The practical use of the Seebeck effect to

produce electricity as a thermoelectric device has recently emerged with semicon-

ductor materials having favorable properties to transmit electricity with little

resistance heating (Joule heating) and thermal conductivity (which would tend to
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“short-circuit” the thermoelectric device). In fact, the advent of semiconductor

materials first made possible practical thermoelectric devices as refrigerators

exploiting the Peltier Effect (i.e., the opposite of the Seebeck effect, where an

applied voltage creates a temperature difference between two junctions of two

dissimilar metals) [138]. Now, however, thermoelectric devices create promise to

exploit the available thermal energy in an internal combustion engine’s exhaust for

conversion to electricity [135, 139].

Direct Injection, Spark Ignition Engines

At the end of the section on “A Case Study: Diesel Engines Versus Gasoline

Engines”, it is suggested that spark ignition and compression ignition engines

each have favorable features for power, efficiency, and emissions, but that each

has conventionally designed limitations. Thus, it becomes attractive to design each

ignition system’s limitations out of the engine, and potentially realize gains in the

engine’s attributes (i.e., power, efficiency, and emissions). Two now-common

technologies exist to do so: (1) direct injection spark ignition combustion and

(2) homogeneous charge compression ignition combustion. This and the next

section will describe these two technologies.

Direct injection spark ignition combustion attempts to create a stratified fuel–air

mixture “charge” around the spark plug so that, at the point of spark release, the

spark ignites a near-stoichiometric mixture. It is intended that outside of the

stratification zone there is little to no fuel, thus creating an overall lean fuel–air

mixture. The use of the word “stratified” to describe the fuel–air mixture is used

here, as opposed to heterogeneous, to reinforce the notion that under ideal

conditions the fuel–air mixture would be homogeneous (i.e., homogeneously stoi-

chiometric) throughout the fuel–air mixture, but pure air outside the stratification

zone (i.e., outside the fuel–air mixture). This is in contrast to the use of “heteroge-

neous” to describe a mixture (e.g., diesel engine mixture), where it is expected that

substantial fuel–air ratio gradients exist throughout the fuel sprays.

In order to manifest the stratified mixture concept (see, e.g., [140–148]), fuel is

injected directly into the cylinder. Typically, the combustion chamber of a direct

injection spark ignition engine is specially designed to assist the stratification of the

fuel–air mixture, and center it on the spark plug. The intake stroke draws air and

residual mixture into the cylinder – notably, fuel is not inducted during intake as is

done in conventional spark ignition operation. After intake, direct fuel injection into

the cylinder usually occurs at some point during the piston’s travel from BDC to

TDC during the compression stroke. Spark advance is typically timed at around the

same point as that in a conventional spark ignition engine (i.e., at a point near the

piston reaching TDC-compression). The remaining processes of the direct injection

spark ignition engine are basically the same as the conventional spark ignition

engine.

6 Developments in Internal Combustion Engines 207



There are several potential benefits of direct injection spark ignition combustion.

Perhaps the clear benefit is the ability to use lean mixtures in a spark ignition

engine. Because the combustion chamber is designed to stratify the mixture and

create a stoichiometric mixture near the spark plug, the overall equivalence ratio of

the mixture filling the entire chamber can be lean. As described in section on

“Thermodynamic Analysis of Internal Combustion Engines”, overall lean mixtures

possess higher ratios of specific heats (g), which translate to higher fuel conversion

efficiencies. Another, less obvious, benefit of a stratified mixture is the decreased

propensity to fuel knock (or, at least decreased propensity of fuel knock in the

regions of the cylinder able to cause harm such as near cylinder walls and piston

rings). The lack of a reactive mixture – manifested by charge stratification – in the

regions furthest from the spark plug – which are the last to be controllably burned

by the propagating flame – decreases the propensity that the mixture will autoignite

and burn uncontrollably. Such a feature enables the direct injection spark ignition

engine to have increased compression ratios relative to conventional spark ignition

engines; again, this is an attribute that promotes an increase in efficiency of the

novel engine concept. Finally, the use of direct fuel injection into the cylinder

enables the elimination of a throttle to control engine load. In other words, engine

load is controlled by the quantity of fuel injected into the cycle, similar to the load

control of a diesel engine. Elimination of the throttle, as repeatedly described, will

improve part-load efficiency by eliminating pumping losses effected by throttle.

Although the benefits are plentiful, the challenges are also present. From practi-

cal perspectives, perfect attainment of a stratified charge is difficult to accomplish.

As such, heterogeneities within the stratified mixture emerge and can lead to

products of incomplete combustion such as CO, HC, and PM. This, of course, is

amplified at full load conditions; thus, peak power attainment through direct

injection means alone would likely be limited by smoke limitations (similar to

full load limitations of a diesel engine). Further, and like the challenges faced by

diesel engines, outfitting direct injection spark ignition engines with after treatment

devices is complicated by the use of overall lean mixtures (as described in section

on “Emissions Formation and Exhaust Pollution”). In spite of such challenges,

direct injection spark ignition engines are in production; continued development of

in-cylinder flowmodeling tools and engine controls contribute toward the concept’s

potential success.

Homogeneous Charge Compression Ignition Engines

An attractive feature of the conventional spark ignition engine is its use of

a homogeneous mixture. Although this tends to promote knock (as described in

section “Direct Injection Spark Ignition Engines”), it provides the benefit of being

kinetically rate-limiting as opposed to mixing rate-limiting (as in the case of diesel

engines). One issue with using a spark, or single point, to ignite a homogeneous

mixture is the establishment of a flame that must propagate the mixture to convert
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the chemical energy. In order to more quickly react the mixture, in a volumetric

sense, multi-point ignition is required; i.e., ignition that occurs in several locations

throughout the mixture will result in a faster burn rate. Such a voluminous ignition

can be effected through compression of a homogenous mixture.

This is the basic idea of homogeneous charge compression ignition (HCCI); use

compression to ignite a homogeneous mixture (similar to a diesel engine, except

that diesel engines use compression to ignite an inherently heterogeneous mixture).

The homogeneous mixture could, for example, be formed through premixing of

fuel and air prior to mixture induction during the intake stroke. A faster burn rate

effected by homogeneous charge compression ignition allows heat release to occur

at near constant volume conditions; thus establishing the possibility to approach

theoretical limits of maximum efficiencies of internal combustion engines. Further,

because compression is used to ignite the mixture rather than spark, lean mixtures

can be used at part-load conditions which further promotes higher efficiencies of the

HCCI concept. Similar to the direct injection spark ignition concept, HCCI engines

could eliminate throttles as load is controlled directly by the quantity of fuel mixed

with the intake mixture. Finally, the common issue of particulate matter emissions

faced by diesel engines (which also use compression ignition) are substantially

decreased through the avoidance of locally rich fuel–air mixture zones (due to the

use of a homogeneous mixture in an HCCI concept).

Of course, immediately the obvious problem becomes the method of ignition

control. HCCI concepts do not have a direct ignition trigger, as do conventional

gasoline (i.e., a spark) or diesel (i.e., direct fuel injection) engines. Controlling

ignition in the HCCI concept depends on very precise control of the mixture’s

initial state at start of compression and the compression path followed up to the

point of ignition. Several factors which are present – even in tightly controlled

research environments – such as heat transfer, turbulence, and the history of

preceding combustion events make the practical application of HCCI very chal-

lenging. The payoffs, of course, are correspondingly very high.

Practical implementation of HCCI is first reported by Onishi et al. [149] with

theoretical developments experimentally provided by Najt and Foster [150]. Sev-

eral control parameters could be adjusted such as compression ratio (e.g., with the

use of variable valve timing), initial temperature, and quantity of residual fraction

(e.g., effected either through exhaust gas recirculation or variable valve timing).

Identifying the key control parameters, and the optimal way to adjust them during

real-time operation of the engine, continue to be on-going research activities

[151–156].

Advanced Compression Ignition Engines

A technique to control combustion of an HCCI engine is to use precisely metered

amounts of residual fraction, which not only act to alter the kinetics of combustion

but also result in substantially lower combustion temperatures. As such, much of
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HCCI combustion is characterized by low temperature mechanisms commonly

referred to as low temperature combustion (LTC). LTC offers a few benefits.

First, efficiency improvements in the engine can be realized (in spite of increased

exergy destruction due to low reaction temperatures) due to more favorable ther-

modynamic properties (i.e., higher ratio of specific heats, see Fig. 6.11) of the

burned mixture and lower rates of heat transfer. Second, and typically the driver for

LTC technology development, lower nitric oxide formation per the discussion in

section on “Emissions Formation and Exhaust Pollution”.

With this in mind, and reconsidering the prevailing issue of HCCI implementa-

tion – i.e., control of start of combustion – it becomes plausible to consider

developing an “HCCI-type” mode of combustion in a diesel engine. That is, rather

than induct a homogeneous mixture of fuel and air and rely upon indirectly

controlled parameters to control ignition, perhaps fuel can be injected directly

into the cylinder allowing for better control of ignition. In order to manifest LTC

and harvest its benefits (e.g., possibly higher efficiency and substantially emission),

high levels of EGR and strategic injection timings are used to extend ignition delay

and create a nearly all-premixed combustion event. The long ignition delay,

coupled with low temperature mechanisms, establishes the phenomenological

observation of two-stage ignition characterized by the presence of cool-flame

reactions [150, 157]. Interestingly, because of attainment of LTC, soot precursor

formation is substantially abated, and the engine is made to operate with very low

emissions of nitric oxide and particulate matter [158–168]. The combustion concept

has become known as premixed compression ignition or premixed charge compres-

sion ignition combustion. The ability to attain LTC in compression ignition engines

is attributed to the advancement of technology now in place on such machines, such

as common-rail and electronic fuel pressure systems, variable geometry

turbochargers, and exhaust gas recirculation systems.

Alternative Fuels

The term “alternative fuels” for an internal combustion engine is somewhat base-

less, as an internal combustion engine has considerable flexibility in the type of fuel

it uses. Of course, conventional fuels are the commonly called “gasoline” and

“diesel” fuels, but generally engines have been shown to operate on virtually any

gaseous, liquid, and solid dust particle specie that has heating value (i.e., will

release thermal energy in a chemical oxidation process). Because of the wide

variability of fuels available to internal combustion engines, this topic will not be

expanded in this article. There are, however, certain considerations that should be

given to the use of a fuel in an engine which was not intently designed for use with

such fuel (e.g., use of ethanol in a gasoline engine or use of biodiesel in a diesel

engine). First, ignition characteristics of the fuel may not be favorable for the

particular engine design. For example, short-chain volatile hydrocarbons do not

generally ignite well in conventional unmodified compression ignition engines of
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typical compression ratios. Likewise, long-chain nonvolatile hydrocarbons do not

generally vaporize well in conventional unmodified spark ignition engines. Second,

flame temperatures of the combustion of the fuel may exceed material limits of any

given engine construction. Third, fuels may react with other support components of

the engine system (e.g., solvency of fuels with rubber hoses). Finally, combustion

process will likely be altered when using an unconventional fuel in a conventional

unmodified engine yielding different emissions, efficiency, and peak power

capabilities. Thus, although internal combustion engines have inherent fuel-flexi-

bility, their use with unconventional fuels is not straightforward and requires

careful design and engineering considerations.
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BDC Bottom dead center

EGR Exhaust gas recirculation

HCCI Homogeneous charge compression ignition

IC Internal combustion

LTC Low temperature combustion

TDC Top dead center

Bibliography

Primary Literature

1. Cummins C Jr (1976) Early IC and automotive engines. SAE Trans 85(SAE Paper No.

760604):1960–1971

2. Heywood J (1988) Internal combustion engine fundamentals. McGraw-Hill, New York, p 9

6 Developments in Internal Combustion Engines 211



3. Heywood J (1988) Internal combustion engine fundamentals. McGraw-Hill, New York, p 10

4. Automot Eng Int (January 2010), 118(1):47. http://www.sae.org/automag/

5. Brown W (1967) Methods for evaluating requirements and errors in cylinder pressure

measurement. SAE Trans 76(SAE Paper No. 670008):50–71

6. Lancaster D, Krieger R, Lienesch J (1975) Measurement and analysis of engine pressure data.

SAE Trans 84(SAE Paper No. 750026):155–172

7. Randolph A (1990) Methods of processing cylinder-pressure transducer signals to maximize

data accuracy. SAE Trans J Passenger Cars 99(SAE Paper No. 900170):191–200

8. Kuratle R, Marki B (1992) Influencing parameters and error sources during indication on

internal combustion engines. SAE Trans – J Engines 101(SAE Paper No. 920233):295–303

9. Davis R, Patterson G (2006) Cylinder pressure data quality checks and procedures to

maximize data accuracy. SAE Paper No. 2006-01-1346

10. Amann C (1983) A perspective of reciprocating-engine diagnostics without lasers. Prog

Energy Combust Sci 9:239–267

11. Heywood J (1988) Internal combustion engine fundamentals. McGraw-Hill, New York,

pp 56–57

12. Tompkins B, Esquivel J, Jacobs T (2009) Performance parameter analysis of a biodiesel-

fuelled medium duty diesel engine. SAE Paper No. 2009-01-0481

13. Heywood J (1988) Internal combustion engine fundamentals. McGraw-Hill, New York,

p 217

14. Heywood J (1988) Internal combustion engine fundamentals. McGraw-Hill, New York,

p 154

15. Lauck F, Uyehara O, Myers P (1963) An engineering evaluation of energy conversion

devices. SAE Trans 71(SAE Paper No. 630446):41–50

16. Foster D, Myers P (1984) Can paper engines stand the heat? SAE Trans 93(SAE Paper No.

840911):4.491–4.502

17. The K, Miller S, Edwards C (2008) Thermodynamic requirements for maximum internal

combustion engine cycle efficiency, Part 1: optimal combustion strategy. Int J Engine Res

9:449–465

18. Carnot NLS (1824) Reflections on the motive power of heat (Trans and ed: Thurston RH),

2nd edn (1897). Wiley, New York

19. Borgnakke C, Sonntag R (2009) Fundamentals of thermodynamics. Wiley, New York, p 497

20. Heywood J (1988) Internal combustion engine fundamentals. McGraw-Hill, New York,

p 177

21. Heywood J (1988) Internal combustion engine fundamentals. McGraw-Hill, New York,

p 163

22. Edson M (1964) The influence of compression ratio and dissociation on ideal otto cycle

engine thermal efficiency, Digital calculations of engine cycles. SAE, Warrendale, pp 49–64

23. Westbrook C, Dryer F (1984) Chemical kinetic modeling of hydrocarbon combustion. Prog

Energy Combust Sci 10:1–57

24. Olikara C, Borman G (1975) A computer program for calculating properties of equilibrium

combustion products with some applications IC engines. SAE Paper No. 750468

25. Lavoie G, Heywood J, Keck J (1970) Experimental and theoretical study of nitric oxide

formation in internal combustion engines. Combust Sci Technol 1:313–326

26. Bowman C (1975) Kinetics of pollutant formation and destruction in combustion. Prog

Energy Combust Sci 1:33–45

27. Miller J, Bowman C (1989) Mechanism and modeling of nitrogen chemistry in combustion.

Prog Energy Combust Sci 15:287–338

28. Turns S (1995) Understanding NOx formation in nonpremixed flames: experiments and

modeling. Prog Energy Combust Sci 21:361–385

29. Dean A, Bozzelli J (2000) In: Gardiner WC Jr (ed) Combustion chemistry of nitrogen in

gas-phase combustion chemistry. Springer, New York, pp 125–341

212 T.J. Jacobs



30. McBride B, Gordon S (1992) Computer program for calculating and fitting thermodynamic

functions. NASA Report No. RP-1271

31. Svehla R (1995) Transport coefficients for the NASA Lewis chemical equilibrium program.

NASA Report No. TM-4647

32. Gordon S, McBride B (1999) Thermodynamic data to 20000K for monatomic gases. NASA

Report No. TP-1999-208523

33. McBride B, Gordon S, Reno M (2001) Thermodynamic data for fifty reference elements.

NASA Report No. TP-3287/Rev 1

34. McBride B, Zehe M, Gordon S (2002) CAP: a computer code for generating tabular

thermodynamic functions from NASA Lewis Coefficients. NASA Report No. TP-2001-

210959-Rev1

35. Heywood J (1988) Internal combustion engine fundamentals. McGraw-Hill, New York,

pp 136–137

36. Stull D, Prophet H (1971) JANAF thermochemical tables, NSRDS-NBS 37. http://www.nist.

gov/data/nsrds/NSRDS-NBS37.pdf. Accessed July 5, 2010

37. Keenan J (1951) Availability and irreversibility in thermodynamics. Br J Appl Phys

2:183–192

38. Edson M, Taylor C (1964) The limits of engine performance – comparison of actual and

theoretical cycles. In: SAE digital calculations of engine cycles, pp 65–81

39. Strange F (1964) An analysis of the ideal Otto cycle, including the effects of heat transfer,

finite combustion rates, chemical dissociation, and mechanical losses. In: SAE digital

calculations of engine cycles, pp 92–105

40. Patterson D, Van Wylen G (1964) A digital computer simulation for spark-ignited engine

cycles. In: SAE digital calculations of engine cycles, pp 82–91

41. Woschni G (1967) Universally applicable equation for the instantaneous heat transfer

coefficient in the internal combustion engine. SAE Trans 76(SAE Paper No. 670931):

3065–3083

42. Hohenberg G (1979) Advanced approaches for heat transfer calculations. SAE Trans 88(SAE

Paper No. 790825):2788–2806

43. Borman G, Nishiwaki K (1987) Internal-combustion engine heat transfer. Prog Energy

Combust Sci 13:1–46

44. Heywood J, Higgins J, Watts P, Tabaczynski R (1979) Development and use of a cycle

simulation to predict SI engine efficiency and NOx emissions. SAE Paper No. 790291

45. Sandoval D, Heywood J (2003) An improved friction model for spark-ignition engines. SAE

Trans J Engines 112(SAE Paper No. 2003-01-0725):1041–1052

46. Blumberg P, Lavoie G, Tabaczynski R (1979) Phenomenological models for reciprocating

internal combustion engines. Prog Energy Combust Sci 5:123–167

47. Assanis D, Heywood J (1986) Development and use of a computer simulation of the

turbocompounded diesel system for engine performance and component heat transfer studies.

SAE Trans 95(SAE Paper No. 860329):2.451–2.476

48. Filipi Z, Assanis D (1991) Quasi-dimensional computer simulation of the turbocharged spark

ignition engine and its use for 2 and 4-valve engine matching studies. SAE Trans J Engines

100(SAE Paper No. 910075):52–68

49. Kamimoto T, Kobayashi H (1991) Combustion processes in diesel engines. Prog Energy

Combust Sci 17:163–189

50. Reitz R, Rutland C (1995) Development and testing of diesel engine CFD models. Prog

Energy Combust Sci 21:173–196

51. Caton J (2003) Effects of burn rate parameters on nitric oxide emissions for a spark ignition

engine: results from a three-zone, thermodynamic simulation. SAE Paper No. 2003-01-0720

52. Caton J (2000) A review of investigations using the second law of thermodynamics to study

internal-combustion engines. SAE Trans J Engines 109(SAE Paper No. 2000-01-1081):

1252–1266

6 Developments in Internal Combustion Engines 213



53. Rakopoulos C, Giakoumis E (2006) Second-law analyses applied to internal combustion

engines operation. Prog Energy Combust Sci 32:2–47

54. Shyani R, Caton J (2009) A thermodynamic analysis of the use of exhaust gas recirculation in

spark ignition engines including the second law of thermodynamics. Proc Inst Mech Eng Part

D: J Automobile Eng 223:131–149

55. Dunbar W, Lior N (1994) Sources of combustion irreversibility. Combust Sci Technol

103:41–61

56. Som S, Datta A (2008) Thermodynamic irreversibilities and exergy balance in combustion

processes. Prog Energy Combust Sci 34:351–376

57. Caton J (2000) On the destruction of availability (exergy) due to combustion processes – with

specific application to internal-combustion engines. Energy 25:1097–1117

58. Keenan J (1941) Thermodynamics. Wiley, New York, p 269

59. Obert E (1970) Internal combustion engines, 3rd edn. International Textbook Company,

Scranton, p 459

60. Patrawala K, Caton J (2008). Potential processes for “reversible” combustion with applica-

tion to reciprocating internal combustion engines. In: Proceedings of the 2008 technical

meeting of the central states section of the combustion institute, Tuscaloosa

61. Diesel R (1897) Diesel’s rational heat motor. A lecture delivered at the general meeting of the

society at Cassell, June 16, 1897. Original published in Zeitschrift des Vereines Deutscher

Ingenieure (Trans: Leupold R). Progressive Age, New York (Reprinted)

62. Heywood J (1988) Internal combustion engine fundamentals. McGraw-Hill, New York,

p 391

63. Heywood J (1988) Internal combustion engine fundamentals. McGraw-Hill, New York,

p 390

64. Heywood J (1988) Internal combustion engine fundamentals. McGraw-Hill, New York,

p 374

65. Lyn W (1963) Study of burning rate and nature of combustion in diesel engines. Proc

Combust Inst 9:1069–1082

66. Plee S, Ahmad T (1983) Relative roles of premixed and diffusion burning in diesel combus-

tion. SAE Trans 92(SAE Paper No. 831733):4.892–4.909

67. Ricardo H (1941) The high-speed internal combustion engine (Rev: Glyde HS), 3rd edn.

Interscience Publishers, New York

68. Ladommatos N, Abdelhalim S, Zhao H, Hu Z (1998) Effects of EGR on heat release in diesel

combustion. SAE Paper No. 980184

69. Meguerdichian M, Watson N (1978) Prediction of mixture formation and heat release in

diesel engines. SAE Paper No. 780225

70. Lyn W, Valdmanis E (1968) Effects of physical factors on ignition delay. SAE Paper No.

680102

71. Kamimoto T, Aoyagi Y, Matsui Y, Matsuoka S (1981) The effects of some engine variables

on measured rates of air entrainment and heat release in a DI diesel engine. SAE Trans

89(SAE Paper No. 800253):1163–1174

72. Dent J, Mehta P, Swan J (1982) A predictive model for automotive DI diesel engine

performance and smoke emissions. Paper presented at the international conference on diesel

engines for passenger cars and light duty vehicles. Institution of Mechanical Engineers,

London. IMECE Paper No. C126/82

73. Binder K, Hilburger W (1981) Influence of the relative motions of air and fuel vapor on the

mixture formation processes of the direct injection diesel engine. SAE Trans 90(SAE Paper

No. 810831):2540–2555

74. Dec J (1997) A conceptual model of DI diesel combustion based on laser-sheet imaging.

SAE Trans J Engines 106(SAE Paper No. 970873):1319–1348

75. Flynn P, Durrett R, Hunter G, zur Loye A, Akinyemi O, Dec J, Westbrook C (1999) Diesel

combustion: an integrated view combining laser diagnostics, chemical kinetics, and empirical

validation. SAE Trans J Engines 108(SAE Paper No. 1999-01-0509):587–600

214 T.J. Jacobs



76. Chigier N (1975) Pollution formation and destruction in flames – Introduction. Prog Energy

Combust Sci 1:3–15

77. Beltzer M (1976) Non-sulfate particulate emissions from catalyst cars. SAE Trans

85(SAE Paper No. 760038):198–208

78. Khatri N, Johnson J, Leddy D (1978) The characterization of the hydrocarbon and sulfate

fractions of diesel particulate matter. SAE Trans 87(SAE Paper No. 780111):469–492

79. Hoffert M, Caldeira K, Benford G, Criswell D, Green C, Herzog H, Jain A, Kheshgi H,

Lackner K, Lewis J, Lightfoot H, Manheimer W, Mankins J, Mauel M, Perkins L, Schlesinger

M, Volk T, Wigley T (2002) Advanced technology paths to global climate stability: energy

for a greenhouse planet. Science 298:981–987

80. Ghoniem A (2011) Needs, resources and climate change: clean and efficient conversion

technologies. Prog Energy Combustion Sci 37:15–51

81. Henein N (1976) Analysis of pollutant formation and control and fuel economy in diesel

engines. Prog Energy Combust Sci 1:165–207

82. Haagen-Smit A, FoxM (1955) Automobile exhaust and ozone formation. SAE Trans 63(SAE

Paper No. 550277):575–580

83. Huls T, Nickol H (1967) Influence of engine variables on exhaust oxides of nitrogen

concentrations from a multicylinder engine. SAE Paper No. 670482

84. Starkman E, Stewart H, Zvonow V (1969) Investigation into formation and modification of

exhaust emission precursors. SAE Paper No. 690020

85. Hames R, Merrion D, Ford H (1971) Some effects of fuel injection system parameters on

diesel exhaust emissions. SAE Paper No. 710671

86. Khan I, Greeves G, Wang C (1973) Factors affecting smoke and gaseous emissions from

direct injection engines and a method of calculation. SAE Trans 82(SAE Paper No.

730169):687–709

87. Yu R, Shahed S (1981) Effects of injection timing and exhaust gas recirculation on emissions

from a D.I. diesel engine. SAE Trans 90(SAE Paper No. 811234):3873–3883

88. Newhall H (1967) Control of nitrogen oxides by exhaust recirculation, a preliminary theoret-

ical study. SAE Trans 76(SAE Paper No. 670495):1820–1836

89. Benson J, Stebar R (1971) Effects of charge dilution on nitric oxide emission from a single-

cylinder engine. SAE Trans 80(SAE Paper No. 710008):7–19

90. Komiyama K, Heywood J (1973) Predicting NOx emissions and effects of exhaust gas

recirculation in spark-ignition engines. SAE Trans 82(SAE Paper No. 730475):1458–1476

91. McEnally C, Pfefferle L, Atakan B, Kohse-Hoinghaus K (2006) Studies of aromatic hydro-

carbon formation mechanisms in flames: progress toward closing the fuel gap. Prog Energy

Combust Sci 32:247–294

92. Cheng W, Hamrin D, Heywood J, Hochgreb S, Min K, Norris M (1993) An overview of

hydrocarbon emissions mechanisms in spark-ignition engines. SAE Trans J Fuels Lubricants

102(SAE Paper No. 932708):1207–1220

93. Henein N, Tagomori M (1999) Cold-start hydrocarbon emissions in port-injected gasoline

engines. Prog Energy Combust Sci 25:563–593

94. Alkidas A (1999) Combustion-chamber crevices: the major source of engine-out hydrocar-

bon emissions under fully warmed conditions. Prog Energy Combust Sci 25:253–273

95. Haynes B, Wagner H (1981) Soot formation. Prog Energy Combust Sci 7:229–273

96. Smith O (1981) Fundamentals of soot formation in flames with application to diesel engine

particulate emissions. Prog Energy Combust Sci 7:275–291

97. Kennedy I (1997) Models of soot formation and oxidation. Prog Energy Combust Sci

23:95–132

98. Richter H, Howard J (2000) Formation of polycyclic aromatic hydrocarbons and their growth

to soot – a review of chemical reaction pathways. Prog Energy Combust Sci 26:565–608

99. Tree D, Svensson K (2007) Soot processes in compression ignition engines. Prog Energy

Combust Sci 33:272–309

6 Developments in Internal Combustion Engines 215



100. Hassaneen A, Samuel S, Morrey D, Gonzalez-Oropeza R (2009) Influence of physical and

chemical parameters on characteristics of nanoscale particulate in spark ignition engine.

SAE Paper No. 2009-01-2651

101. Ericsson P, Samson A (2009) Characterization of particulate emissions propagating in the

exhaust line for spark-ignited engines. SAE Paper No. 2009-01-2654

102. Khan I (1969–1970) Formation and combustion of carbon in a diesel engine. Proc Inst Mech

Eng 184(3J):36–43

103. Ahmad T, Plee S, Myers J (1982) Diffusion flame temperature – its influence on diesel

particulate and hydrocarbon emissions. Paper presented at the international conference on

diesel engines for passenger cars and light duty vehicles. Institution of Mechanical Engineers,

London. IMECE Paper No. C101/82

104. Kummer J (1980) Catalysts for automobile emission control. Prog Energy Combust Sci

6:177–199

105. Koltsakis G, Stamatelos A (1997) Catalytic automotive exhaust aftertreatment. Prog Energy

Combust Sci 23:1–39

106. Johnson T (2010) Diesel emission control in review. SAE Int J Fuels Lubricants 2(SAE Paper

No. 2009-01-0121):1–12

107. Taylor C (1985) The internal combustion engine in theory and practice, Vol 2: Combustion,

fuels, materials, design (rev. edition). The MIT Press, Cambridge, MA, pp 21–23

108. Taylor C (1985) The internal combustion engine in theory and practice, Vol 2: Combustion,

fuels, materials, design (rev. edition). The MIT Press, Cambridge, MA, p 50

109. Heywood J (1988) Internal combustion engine fundamentals. McGraw-Hill, New York,

pp 4–5

110. Heywood J (1988) Internal combustion engine fundamentals. McGraw-Hill, New York,

p 475

111. Heywood J (1988) Internal combustion engine fundamentals. McGraw-Hill, New York,

pp 217–220

112. Clenci A, Descombes G, Podevin P, Hara V (2007) Some aspects concerning the combination

of downsizing with turbocharging, variable compression ratio, and variable intake valve lift.

Proc Inst Mech Eng D J Automobile Eng 221:1287–1294

113. Van Nieuwstadt M, Kolmanovsky I, Morael P (2000) Coordinated EGR-VGT control for

diesel engines: an experimental comparison. SAE Trans – J Engines 109(SAE Paper No.

2000-01-0266):238–249

114. Arnold S, Slupski K, Groskreutz M, Vrbas G, Cadle R, Shahed S (2011) Advanced

turbocharging technologies for heavy-duty diesel engines. SAE Trans J Engines

110(SAE Paper No. 2001-01-3260):2048–2055

115. Kessel J, Schaffnit J, Schmidt M (1998) Modeling an real-time simulation of a turbocharger

with variable turbine geometry (VGT). SAE Paper No. 980770

116. Hawley J, Wallace F, Pease A, Cox A, Horrocks R, Bird G (1997) Comparison of variable

geometry turbocharging (VGT) over conventional wastegated machines to achieve lower

emissions. In: IMechE autotech conference, Birmingham, UK, pp 245–259 (IMechE Seminar

Publication: Automotive Engines and Powertrains, Paper No. C524/070/97)

117. Hawley J, Wallace F, Cox A, Horrocks R, Bird G (1999) Reduction of steady state NOx levels

from an automotive diesel engine using optimized VGT/EGR schedules. SAE Trans

J Engines 108(SAE Paper No. 1999-01-0835):1172–1184

118. Tanin K, Wickman D, Montgomery D, Das S, Reitz R (1999) The influence of boost pressure

on emissions and fuel consumption of a heavy-duty single-cylinder DI diesel engine. SAE

Trans J Engines 108(SAE Paper No. 1999-01-0840):1198–1219

119. Cook J, Sun J, Buckland J, Kolmanovsky I, Peng H, Grizzle J (2006) Automotive powertrain

control – A survey. Asian J Control 8(3):237–260

120. Leithgoeb R, Henzinger F, Fuerhapter A, Gschweitl K, Zrim A (2003) Optimization of

new advanced combustion systems using real-time combustion control. SAE Paper

No. 2003-01-1053

216 T.J. Jacobs



121. Corti E, Moro D, Solieri L (2007) Real-time evaluation of IMEP and ROHR-related

parameters. SAE Paper No. 2007-24-0068

122. Leonhardt S, Muller N, Isermann R (1999) Methods for engine supervision and control based

on cylinder pressure information. IEEE/ASME Trans Mechatron 4(3):235–245

123. Yoon M, Chung N, Lee M, Sunwoo M (2009) An engine-control-unit-in-the-loop simulator

of a common-rail diesel engine for cylinder-pressure-based control. Proc Inst Mech Eng

D J Automobile Eng 223:355–373

124. Turin R, Zhang R, Chang M (2008) Systematic model-based engine control design. SAE Int

J Passenger Cars Electron Electr Syst 1(SAE Paper No. 2008-01-0994):413–424

125. Caton J (2008) Results from an engine cycle simulation of compression ratio and expansion

ratio effects on engine performance. J Eng Gas Turbines Power 130(5):052809-1–052809-7

126. Wirbeleit F, Binder K, Gwinner D (1990) Development of pistons with variable compression

height for increasing efficiency and specific power output of combustion engines. SAE Trans

J Engines 99(SAE Paper No. 900229):543–557

127. Sugiyama T, Hiyoshi R, Takemura S, Aoyama S (2007) Technology for improving engine

performance using variable mechanisms. SAE Trans J Engines 116(SAE Paper No. 2007-01-

1290):803–812

128. Boggs D, Hilbert H, Schechter M (1995) The Otto-Atkinson cycle engine: fuel economy and

emissions results and hardware design. SAE Trans J Engines 104(SAE Paper No.

950089):220–232

129. Leone T, Pozar M (2001) Fuel economy benefit of cylinder deactivation – Sensitivity to

vehicle application and operating constraints. SAE Trans J Fuels Lubricants 110(SAE Paper

No. 2001-01-3591):2039–2044

130. Gray C (1988) A review of variable engine valve timing. SAE Trans J Engines 97(SAE Paper

No. 880386):6.631–6.641

131. Payri F, Desantes J, Corberaan J (1988) A study of the performance of an SI engine

incorporating a hydraulically controlled variable valve timing system. SAE Trans

J Engines 97(SAE Paper No. 880604):6.1133–6.1145

132. Ma T (1988) Effect of variable engine valve timing on fuel economy. SAE Trans J Engines

97(SAE Paper No. 880390):6.665–6.672

133. Meacham G (1970) Variable cam timing as an emission control tool. SAE Trans

79(SAE Paper No. 700673):2127–2144

134. Tuttle J (1980) Controlling engine load by means of late intake-valve closing. SAE Trans

89(SAE Paper No. 800794):2429–2441

135. Stobart R, Wijewardane A, Allen C (2010) The potential for thermo-electric devices in

passenger vehicle applications. SAE Paper No. 2010-01-0833

136. Patterson A, Tett R, McGuire J (2009) Exhaust heat recovery using electro-turbogenerators.

SAE Paper No. 2009-01-1604

137. Srinivasan K, Mago P, Zdaniuk G, Chamra L, Midkiff K (2008) Improving the efficiciency of

the advanced injection low pilot ignited natural gas engine using organic Rankine cycles.

ASME J Energy Resour Technol 130:022201-1–022201-7

138. Goldsmid H (1960) Principles of thermoelectric devices. Br J Appl Phys 11:209–217

139. Hussain Q, Brigham D, Maranville C (2010) Thermoelectric exhaust heat recovery for hybrid

vehicles. SAE Int J Engines 2:1(SAE Paper No. 2009-01-1327):1132–1142

140. Barber E, Reynolds B, Tierney W (1951) Elimination of combustion knock ~ Texaco

combustion process. SAE Trans 59(SAE Paper No. 510173):26–38

141. Davis C, Barber E, Mitchell E (1961) Fuel injection and positive ignition ~ A basis for

improved efficiency and economy. SAE Trans 69(SAE Paper No. 610012):120–131

142. Mitchell E, Cobb J, Frost R (1968) Design and evaluation of a stratified charge multifuel

military engine. SAE Trans 77(SAE Paper No. 680042):118–131

143. Alperstein M, Schafer G, Villforth F III (1974) Texaco’s stratified charge engine – multifuel,

efficient, clean, and practical. SAE Paper No. 740563

6 Developments in Internal Combustion Engines 217



144. Pischinger F, Schmidt G (1978) Experimental and theoretical investigations of a stratified-

charge engine with direct fuel injection. SAE Paper No. 785038

145. Hiraki H, Rife J (1980) Performance and NOx model of a direct injection stratified charge

engine. SAE Trans 89(SAE Paper No. 800050):336–356

146. Ullman T, Hare C, Baines T (1982) Emissions from direct-injected heavy-duty methanol-

fueled engines (one dual injection and one spark-ignited) and a comparable diesel engine.

SAE Trans 91(SAE Paper No. 820966):3154–3170

147. Giovanetti A, Ekchian J, Heywood J, Fort E (1983) Analysis of hydrocarbon emissions

mechanisms in a direct injection spark-ignition engine. SAE Trans 92(SAE Paper No.

830587):2.925–2.947

148. Kato S, Onishi S (1988) New mixture formation technology of direct fuel injection stratified

charge SI engine (OSKA) ~ Test result with gasoline fuel. SAE Trans J Engines 97(SAE

Paper No. 881241):6.1497–6.1504

149. Onishi S, Jo S, Shoda K, Jo P, Kato S (1979) Active thermo-atmosphere combustion (ATAC)

~ A new combustion process for internal combustion engines. SAE Trans 88(SAE Paper No.

790501):1851–1860

150. Najt P, Foster D (1983) Compression-ignited homogeneous charge combustion. SAE Trans

92(SAE Paper No. 830264):1.964–1.979

151. Martinez-Frias J, Aceves S, Flowers D, Smith J, Dibble R (2000) HCCI engine control by

thermal management. SAE Trans J Fuels Lubricants 109(SAE Paper No. 2000-01-

2869):2646–2655

152. Law D, Kemp D, Allen J, Kirkpatrick G, Copland T (2001) Controlled combustion in an IC

engine with a fully variable valve train. SAE Trans J Engines 110(SAE Paper No. 2001-01-

0251):192–198

153. Rausen D, Stefanopoulou A, Kang J, Eng J, Kuo T (2005) A mean-value model for control of

homogeneous charge compression ignition (HCCI) engines. J Dyn Syst Meas Contr

127:355–362

154. Shaver G, Gerdes J, Roelle M, Caton P, Edwards C (2005) Dynamic modeling of residual-

affected homogeneous charge compression ignition engines with variable valve actuation.

J Dyn Syst Meas Contr 127:374–381

155. Bengtsson J, Strandh P, Johansson R, Tunestal P, Johansson B (2006) Multi-output control of

a heavy-duty HCCI engine using variable valve actuation and model predictive control. SAE

Paper No. 2006-01-0873

156. Chiang C, Stefanopoulou A (2009) Sensitivity analysis of combustion timing of homoge-

neous charge compression ignition gasoline engines. J Dyn Syst Meas Contr 131:014506-

1–014506-5

157. Fish A, Read I, Affleck W, Haskell W (1969) The controlling role of cool flames in two-stage

ignition. Combust Flame 13:39–49

158. Takeda Y, Keiichi N, Keiichi N (1996) Emission characteristics of premixed lean diesel

combustion with extremely early staged fuel injection. SAE Trans J Fuels Lubricants

105(SAE Paper No. 961163):938–947

159. Akagawa H, Miyamoto T, Harada A, Sasaki S, Shimazaki N, Hashizume T, Tsujimura

K (1999) Approaches to solve problems of the premixed lean diesel combustion. SAE

Trans J Engines 108(SAE Paper No. 1999-01-0183):120–132

160. Iwabuchi Y, Kawai K, Shoji T, Takeda Y (1999) Trial of new concept diesel combustion

system – premixed compression-ignited combustion. SAE Trans J Engines 108(SAE Paper

No. 1999-01-0185):142–151

161. Kimura S, Aoki O, Kitahara Y, Airoshizawa E (2001) Ultra-clean combustion technology

combining a low-temperature and premixed combustion concept for meeting future emission

standards. SAE Trans J Fuels Lubricants 110(SAE Paper No. 2001-01-0200):239–246

162. Kaneko N, Ando H, Ogawa H, Miyamoto N (2002) Expansion of the operating range with in-

cylinder water injection in a premixed charge compression ignition engine. SAE Trans

J Engines 111(SAE Paper No. 2002-01-1743):2309–2315

218 T.J. Jacobs



163. Shimazaki N, Tsurushima T, Nishimura T (2003) Dual mode combustion concept with

premixed diesel combustion by direct injection near top dead center. SAE Trans J Engines

112(SAE Paper No. 2003-01-0742):1060–1069

164. Hasegawa R, Yanagihara H (2003) HCCI combustion in DI diesel engine. SAE Trans

J Engines 112(SAE Paper 2003-01-0745):1070–1077

165. Okude K,Mori K, Shiino S,Moriya T (2004) Premixed compression ignition (PCI) combustion

for simultaneous reduction of NOx and soot in diesel engines. SAE Trans J Fuels Lubricants

113(SAE Paper No. 2004-01-1907):1002–1013

166. Jacobs T, Bohac S, Assanis D, Szymkowicz P (2005) Lean and rich premixed compression

ignition combustion in a light-duty diesel engine. SAE Trans J Engines 114(SAE Paper No.

2005-01-0166):382–393

167. Lechner G, Jacobs T, Chryssakis C, Assanis D, Siewert R (2005) Evaluation of a narrow

spray cone angle, advanced injection timing strategy to achieve partially premixed compres-

sion ignition combustion in a diesel engine. SAE Trans J Engines 114(SAE Paper No. 2005-

01-0167):394–404

168. Jacobs T, Assanis D (2007) The attainment of premixed compression ignition low-

temperature combustion in a compression ignition direct injection engine. Proc Combust

Inst 31:2913–2920

Books and Reviews

Ferguson CR, Kirkpatrick AT (2001) Internal combustion engines: applied thermosciences,

2nd edn. Wiley, New York

Heywood J (1988) Internal combustion engine fundamentals. McGraw-Hill, New York

Jennings BH, Obert EF (1944) Internal combustion engines: analysis and practice. International

Textbook Company, Scranton

Pulkrabek WW (2004) Engineering fundamentals of the internal combustion engine, 2nd edn.

Pearson Prentice-Hall, Upper Saddle River

Taylor CF (1985) The internal combustion engine in theory and practice – Vol 1: Thermodynam-

ics, fluid flow, performance (rev), 2nd edn. The MIT Press, Cambridge, MA

Taylor CF (1985) The internal combustion engine in theory and practice – Vol 2: Combustion,

fuels, materials, design (rev). The MIT Press, Cambridge, MA

6 Developments in Internal Combustion Engines 219



Chapter 7

Alaska Gas Hydrate Research and Field Studies

S.L. Patil, A.Y. Dandekar, and S. Khataniar

Glossary

In-place The term used to estimate gas hydrate resources disregarding

technical or economical recoverability. Generally these are the

largest estimates [1].

Permafrost A layer of soil or bedrock that has been continuously frozen for at

least 2 years.

Petrophysical Physical properties of the reservoir rock.

Resources Resources are those detected quantities of hydrocarbon that cannot

be recovered profitably with the current technology but may be

recoverable in the future. It also includes those quantities that

geologically may be possible but have not been found yet [2].

Definition of the Subject

Gas Hydrates

Natural gas hydrates are solid, crystalline, ice-like materials made up of small

molecules of gases, mainly methane confined inside cages of water molecules.

These gas hydrates are solid solutions and are formed when water molecules linked
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by hydrogen bonding create cavities (host) that enclose a variety of molecules

(guest). These molecules can be CH4, C2H6, and CO2 to name a few. It is interesting

to note that there is no chemical bonding between the host water molecule and the

caged molecule. Hydrates can form under high pressures or low temperatures,

which are generally the conditions that exist in the Arctic or under deep ocean

beds. Huge volumes of gas hydrates are expected to exist at various locations

around the globe (Fig. 7.3). It is known that 1 m3 of hydrates upon dissociation

release about 180 std m3 of gas, making them a huge potential as a future energy

resource [3, 4].

History of Gas Hydrates

The discovery of hydrates dates way back in 1810 when Sir Humphry Davy

conducted an experiment and discovered that an aqueous solution of chlorine can

be converted into solid form when cooled below 9�C [5]. Faraday confirmed the

existence of this solid compound and now it is known that there are more than 100

molecules that can form hydrates when combined with water. Few molecules that

are very commonly found to form hydrates are CH4, C2H6, C3H8, CO2, and H2S,

with CH4 being the most common molecule to form gas hydrates found in exis-

tence. It was as early as the 1950s when through x-ray diffraction methods the

crystal structure of hydrates was known, and by late 1960 it was realized that the

earth’s crust is home to vast quantities of natural gas hydrates [5].

It was Powell, in 1948 at the University of Oxford, who was the first to describe

clathrate structure and described clathrate compounds as those inclusion compounds

in which two or more components are associated without ordinary chemical union
but through complete enclosure of one set of molecules in a suitable structure formed
by another [5]. The clathrate compounds are divided into two categories. One is

aqueous clathrates in which water is the host species, commonly known as clathrate

hydrates or gas hydrates, and the other category of hydrates where water is not the

host molecule are known as nonaqueous clathrates [5]. It is known that water

molecules are linked to each other through hydrogen bonding, which results in the

formation of cavities having dimensions of 780 and 920 pm [5]. The molecules that

are smaller than the dimension of these small cavities and do not react with the

hydrogen bonds of the watermolecule form gas hydrates under appropriate conditions

of temperature and pressure, thereby providing stability to the structure.

Introduction

Gas hydrates may become an important global source of clean burning natural gas.

Scientists have considered the potential of gas hydrate as an energy resource for

nearly four decades. However, until 2002, this knowledge has not been
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systematically applied to determine the economic practicality of gas hydrate

resource development. The estimates of in-place unconventional gas hydrate vol-

ume are up to 100 Trillion Cubic Feet (TCF) within the existing oil development

infrastructure of the Alaska North Slope (ANS) [6]. This region uniquely combines

known gas hydrate presence, an undetermined volume of associated free gas

accumulations, and existing production infrastructure (Fig. 7.1).

Initial research on Alaskan gas hydrates was focused on the Prudhoe Bay Unit

(PBU), Kuparuk River Unit (KRU), and Milne Point Unit (MPU) infrastructure

areas of the Alaska North Slope. These areas were being studied to determine gas

hydrate reservoir extent, stratigraphy, structure, continuity, quality, variability, and

geophysical and petrophysical property distribution. These initial studies

characterized reservoirs and fluids, which led to in-place and recoverable resource

estimates and commercial potential determination. Studies were conducted to

determine best practices and procedures for gas hydrate drilling, data acquisition,

completion, and production. This collaborative research provided practical input to

reservoir and economic models, determined the technical feasibility of gas hydrate

production, and influenced future exploration and field extension of this potential

unconventional gas resource.

A successful drilling project to explore, confirm, and evaluate gas hydrates was

conducted in February 2007 through a shallow seismic anomaly interpreted as

hydrates. In this project, over 400 ft of sediments containing gas- and water-

bearing core and well-developed gas hydrate zones (85% recovery) were cored.

An extensive suite of electric logs were run to identify the gas hydrate zones, and

gas hydrate saturations were computed. Open-hole pressure-transient analyses

and fluid sampling tests were conducted using Schlumberger’s Modular Forma-

tion Dynamics Tester (MDT™).

A second ANS gas hydrate research project was conducted for the Barrow Gas

Field (BGF). Barrow, Alaska, is a remote and the northernmost city in the United

States. The energy demands of the city and nearby localities are met by natural gas

supply from the Barrow Gas Field consisting of three different gas pools: the East

Barrow (EB) pool, the South Barrow (SB) pool, and the Walakpa (WAL) pool

(Fig. 7.2).

Gas hydrate resource potential of the three BGF pools was analyzed by developing

gas hydrate stability models.Material balance studies were performed on East Barrow

(EB) gas pool to understand reservoir drivemechanisms and qualitatively estimate the

hydrate resource. Field-scale dynamic reservoir simulationmodelswere developed for

the EB and WAL gas pools. Production history data were matched, reservoir drive

mechanisms were confirmed, free gas and hydrate resources were quantified, hydrate

dissociation patterns were examined, optimum locations for drilling infill wells were

identified, and future production scenarios were simulated.

The vast amount of unconventional gas in-place combined with evaluation of

conventional Alaska North Slope gas commercialization creates industry-

government alignment to assess this potential future resource. This region uniquely

combines known gas hydrate presence, an undetermined volume of associated free
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gas accumulations, and existing production infrastructure. However, many techni-

cal and economic challenges must be resolved before the gas hydrate becomes

a viable commercial hydrocarbon resource.

Global Distribution of Hydrate Resource

Global volumes of gas hydrate estimated till now span several orders of magnitude

and there is no certainty in methane hydrate resource estimates across the globe.

This uncertainty in estimating the volume of gas hydrates present is majorly

because of two factors: (1) The commonly used seismic methods and other geo-

physical methods that are used in estimating conventional hydrocarbon resources

are not sensitive to the huge volumes of hydrates present in the seafloor section.

(2) Drilling activities to directly confirm the presence of hydrates have a limited

applicability due to limited spatial extent [7]. There is no direct evidence which can

be used in estimating the occurrence of in-place gas hydrates. There are 23

locations where the presence of gas hydrates has been confirmed through the

recovery of hydrate samples, 20 of them being in the oceanic and the rest 3 in the

arctic environments [8, 9]. Since the discovery of gas hydrates, researchers have

tried to estimate the amount of gas trapped in hydrates none being certain. Going by

even the most conservative approximation of the estimation of the trapped gas, the

amount of gas trapped in hydrates is enormous.

HEI (Hydrate Energy International) along with the International Institute for

Applied Systems Analysis (IIASA) with funding from the World Bank, United

Nations Organizations, and national governments has undertaken the task of

assessing the global gas hydrate potential. For this study, data from every continen-

tal margin was studied and appropriate depositional models were utilized. The data

was reported for 18 regions defined by the United Nations. For the Arctic Ocean,

separate resource assessment was done without regard for national boundaries and

for the southern ocean (from the coast of Antarctica north to 60� south latitude)

[10]. The result of global hydrate resource estimate has been tabulated in Table 7.1

after Johnson [10]. Figure 7.4 depicts the hydrate resource pyramid after Boswell

and Collett [11].

The production and commercialization of gas hydrate deposits rely heavily on

two important factors: (1) the advancement in technology to prove and produce

from these resources overcoming existing obstacles and (2) a natural gas supply

market accelerating the need to progress and improve the gas hydrates resource

potential [12]. Although various research activities are on way worldwide, gas

hydrates are the most unlikely unconventional resource that will be tapped in the

near future. But based on the demand for energy in the future, these research and

exploration activities need to go on and probably in a much more aggressive way to

make these a viable energy source. Figure 7.5 depicts the time line for post 1990

global drilling efforts after Ruppel [12].
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Table 7.1 Gas in-place in hydrate-bearing sands (After Johnson [10])

Region (United Nations designation) Gas in-place range (TCF) Gas in-place median (TCF)

United States 1,500–15,434 7,013

Canada 533–8,979 2,228

Western Europe 36–14,858 1,425

Central and Eastern Europe 0–105 13

Former Soviet Union 1,524–10,235 3,829

North Africa 6–1,829 218

Eastern Africa 42–25,695 1,827

Western and Central Africa 79–26,672 3,181

Southern Africa 121–26,369 3,139

Middle East 31–3,848 573

China 10–1,788 177

Other East Asia 14–2,703 371

India 36–6,268 933

Other South Asia 20–3,497 557

Japan 71–471 212

Oceania 38–6,750 811

Other Pacific Asia 64–25,946 1,654

Latin America and the Caribbean 258–31,804 4,940

Southern Ocean 144–45,217 3,589

Arctic Ocean 178–55,524 6,621

Total 4,705–31,3992 43,311

Arctic (permafrost-associated)
sand reservoirs

Marine sand reservoirs

?

100,000 Tcf
estimated for

global
resource-grade

deposits
(Boswell &

Collett, 2011)

E.g., 6717 Tcf gas in
place, Northern Gulf

of Mexico sands
(Frye, 2008)

Non-sand marine reservoirs
(including fracture filling)

Massive seafloor/shallow
hydrate at seeps

Marine shales
(low permeability)

- Increasing in-place resources
- Decreasing reservoir quality
- Decreasing confidence in resource estimates
- Increasing production challenges
- Likely decreasing fractional recovery

Boswell &
Collett, 2006

E.g., 85 Tcf technically-recoverable
on Alaskan North Slope

(Collett et al., 2008)

Fig. 7.4 The hydrate resource pyramid (Ruppel [12])
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Gas Hydrate Resource Potential

Gas hydrates are naturally occurring ice-like substances composed of water and

gas, in which a solid water-lattice accommodates gas molecules in a cage-like

structure called a clathrate. This clathrate structure can store up to 180 unit volumes

of methane gas per 1 unit volume clathrate. This large gas storage capacity makes

methane hydrate a very attractive concentrated potential unconventional resource.

Gas hydrates accumulate within reservoirs located in permafrost regions and

within subsea sediments of outer continental margins. While methane, propane, and

other gases can be included in the hydrate structure, methane hydrates appear to be

the most common in nature. The amount of methane sequestered in gas hydrates is

probably enormous. However, the in-place and recoverable gas estimates are highly

speculative and also dependent upon the conventional petroleum system

components of source, charge, reservoir, trap, seal, and a highly uncertain recovery

factor, as well as occurrence within the gas hydrate stability field (Fig. 7.6).
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Fig. 7.5 Timeline of major post-1990 gas hydrate field programs and future activities. Circles
correspond to logging and/or coring, while squares/rectangles denote activities that included/will
include production testing. Solid symbols denote completed activities, and open symbols are

potential or planned activities. Rectangles filled with shaded pattern refer to longer-term produc-

tion activities that remain prospective (After Ruppel [12])
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The successful production history of the Russian Messoyakha gas hydrate field [6]

demonstrates that gas hydrates may provide an immediate source of natural gas that

can be produced by conventional depressurization of an adjacent free gas. Gas

hydrates also represent a significant drilling and production hazard. Russian, Cana-

dian, and American researchers have described numerous problems associated with

gas hydrates, including well control problems and casing failures.

Review of Global Gas Hydrate Projects

Several countries have active gas hydrate field programs (Fig. 7.3). The following

gives an overview/status of these research activities.

Japan

The first remarkable gas hydrate research program in Japan was established in 1995

by the Government of Japan along with the Ministry of Economy, Trade, and

Industry (METI). Since then the METI was very proactive in gas hydrate research

field. It contributed to Canada’s Mallik 2002 Gas Hydrate Production Research

Well Program. In 2001, METI established Methane Hydrate R&D Program, which

is currently in its Phase 2 (2009–2015). Within the Phase 2 production tests on the

eastern Nankai Trough are planned for 2012 and 2014 respectively. Phase 2 also

considers environmental impact assessment and development of optimal methane

hydrate production approaches as its objectives [13].

Fig. 7.6 Zone of potential gas hydrate stability, Alaska, North Slope (Courtesy Collett [32])
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China

Guangzhou Center for Gas Hydrate research was founded in 2004 to expand the

research and to evaluate gas hydrate resource potential in offshore China.

Guangzhou Marine Geological Survey (GMGS) conducted and expedition

GMGS-1 in spring 2007 to perform offshore drilling in Shenhu area of the South

China Sea. During the expedition eight holes were drilled. Wireline logging was

performed on each site. Five wells were cored [14]. Future expeditions to the South

China Sea are being considered. Besides, hydrate exploratory drilling takes place in

Qinghai-Tibet Plateau.

South Korea

Gas Hydrate Research and Development Organization (GHDO-K), supported by

the Ministry of Commerce, Industry, and Energy, is a South Korean gas hydrate

program started in 2000. Its main objectives are to confirm gas hydrate resources in

the East Sea and to commercially produce gas hydrates by 2015 [14]. It started with

seismic data acquisition in the East Sea with shallow coring in the Ulleung Basin in

order to define its gas hydrate potential. Ulleung Basin Gas Hydrate Expedition 1

(UBGH1) was the first exploration and drilling expedition launched on behalf of the

Korean Institute of Geoscience and Mineral Resources in late 2007. During the

expedition five wells were drilled with logging, and while drilling, some of them

were cored as well [14]. In July 2010, the UBGH2 expedition was launched. It

included vast amount of data acquired and lasted till early October. Subsequently,

South Korea is planning field production tests (GHDO-K, 2010).

India

National Gas Hydrate Program (NGHP) of India was initiated in 1997. Its primary

goals are performance of ocean drilling, coring, logging, and other activities in

order to explore gas hydrate deposits and evaluation of the possibility of their

economical production. The NGHP Expedition 1 was successfully conducted

during mid-2006. During the expedition, 39 wells were drilled in various sites

which are: Kerala–Konkan, Krishna–Godavari, Mahanadi, and Andaman. Special

attention was paid to Krishna–Godavari gas hydrate site, where more than 10 wells

were drilled [14]. Extensive coring and logging were performed in a number of

wells and vast amounts of data were collected. NGHP Expedition 02 was also

considered as a future possibility.
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United States

In the United States, the Department of Energy (DOE) has been conducting extensive

research on gas hydrates for the past several decades. Ocean Drilling Program (ODP)

Leg 164 located onBlakeRidge, Atlantic shelf, was the first special attempt to identify

gas hydrates [15]. It recovered hydrate cores and documented gas hydrate presence

within the sediment [14]. ODP Leg 204 was another deep-sea expedition which

discovered gas hydrates in the Hydrate Ridge, located on the Cascadia continental

margin. Gulf of Mexico Gas-hydrate JIP consortium was formed in 2001 by industry

participants and government agencies in partnershipwithDOE and led byChevron. Its

goals were studying hydrates both as drilling hazards and also as a potential methane

resource. In 2005, it conducted scientific drilling and coring in the gulf [14]. On the

North Slope of Alaska, gas hydrates encountered onshore are associated with perma-

frost. Despite an apparent likelihood of offshore gas hydrate existence in the Arctic

Ocean, there is no proof so far. In 2002–2003Anadarko PetroleumCorporation drilled

the Hot Ice gas hydrate research well in Tarn gas hydrate accumulation on the North

Slope ofAlaska. However, no gas hydrateswere encountered [14]. In 2007, theMount

Elbert Gas Hydrate Stratigraphic TestWell was drilled byBPExploration (Alaska) on

behalf of DOE. It was located on the Milne Point, Eileen gas hydrate accumulation. It

revealed gas hydrates and even cores were recovered.

Canada

Canada does not have any official gas hydrate program.However, extensive studywas

performed in Canada of which the remarkable ones are Cascadia andMallik. Both gas

hydrate occurrences are associated with permafrost. ODP Leg 146 and IODP Expedi-

tion 311 to the offshore Vancouver Island discovered gas hydrate existence in

Cascadia continental margin. Numerous data including seismic, logs, and chloride

concentration infer gas hydrate presence. Within IODP Expedition 311, hydrate-

bearing cores were retrieved. Mallik-38 onshore well in the Mackenzie River Delta

was believed to be drilled through 100 m of hydrate-bearing sandstone. Subse-

quently in 1998, Geological Survey of Canada on behalf of Japan Petroleum

Exploration Company Ltd and Japan National Oil Corporation drilled Mallik

2L-38 gas hydrate research well. Coring and logging both revealed gas hydrates

within the sandstone. As a next step, withinMallik 2002 program the partners drilled

three more wells: Mallik 3L-38, Mallik 4L-38, and Mallik 5L-38 [14].

New Zealand

In 2010, Gas Hydrate Resources (GHR) program was funded for 2 years by the New

Zealand Foundation for Research, Science, and Technology (FRST). It is mostly
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focused on Hikurangi margin located to the east of the islands. The program plans

are: analysis of existing 2D and 3D seismic data acquisition, seafloor sampling in

spring 2011, and production modeling [16].

History of Gas Hydrate Exploration in Alaska

The North Slope of Alaska contains two large gas hydrate accumulations within and

near the Prudhoe Bay and the Tarn oil field developments (Fig. 7.1). This confirms

the possibility that gas hydrates may represent an important future energy resource.

The occurrence of gas hydrates on the North Slope of Alaska was confirmed in 1972

with data from the Northwest Eileen State-2 well, the first dedicated gas hydrate

core and test well, located near the Prudhoe Bay Oil Field. Most of the gas hydrates

near this Eileen trend discovery well occur in a series of laterally continuous

sandstone reservoirs and are geographically restricted to the area overlying the

western part of the Prudhoe Bay Oil Field and the eastern part of the Kuparuk River

Oil Field. Three-dimensional seismic surveys in the Prudhoe Bay Oil Field indicate

the presence of an undetermined amount of free gas trapped down deep below some

of the gas-hydrate-bearing units. The volume of gas within the gas hydrates within

the Eileen trend is estimated to be about 37–44 trillion cubic feet.

Recently, data from wells along the western margin of the Kuparuk River Field

have shown presence of the large Tarn trend gas hydrate accumulation overlying

the Tarn oil field. The Cirque-1 well, located about 4 miles southwest of the Tarn oil

field, experienced severe well control problems in 1992 after drilling through what

appeared to be a free gas interval possibly trapped below the gas hydrate stability

zone. The gas-hydrate-bearing stratigraphic interval within the Tarn trend appears

to be the up-dip equivalent of the West Sak sands. These sands are estimated to

contain more than 20 billion barrels of in-place heavy oil and are the focus of recent

development activity. Preliminary analyses of other recently completed wells along

the western margin of the Kuparuk River oil field suggest that the volume of in-

place gas hydrates within the Tarn trend may exceed that of the Eileen trend.

Alaska Gas Hydrate Production Potential

The production potential of the Eileen or Tarn gas hydrate accumulations has not

been adequately tested. This area is a focus of the gas hydrate research programs by

the industry, led by the US Department of Energy. In order to produce gas from gas

hydrate, the in situ pressure-temperature regime must change to dissociate gas.

Decreasing the reservoir pressure, increasing the reservoir temperature, and/or use

of chemicals can allow gas to dissociate from the solid gas hydrate structure.

Among the various techniques for production of natural gas from gas hydrates,

the most economically promising method is considered to be depressurization of an

adjacent free gas.
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A growing body of evidence suggests that a huge volume of natural gas is stored

as gas hydrates in northern Alaska and that production of natural gas from gas

hydrates may be technically feasible. However, numerous technical and economic

challenges must be resolved before this potential resource can be developed. Many

wells have penetrated gas hydrate during oil production operations on the Alaska

North Slope. During this time, gas hydrates were known primarily as a drilling

hazard. Industry has considered the resource potential of conventional Alaska North

Slope gas during industry and government efforts in working toward an Alaska

North Slope gas pipeline. Consideration of the resource potential of this conven-

tional Alaska North Slope gas created the industry–government alignment neces-

sary to also consider the resource potential of the potentially huge (40–100 TCF

in-place) unconventional gas hydrate accumulations beneath existing production

infrastructure. Two of the wells recently drilled as a part of the industry–go-

vernment research programs to explore and evaluate gas hydrate production poten-

tial on the ANS were the Hot Ice #1 and the Mt. Elbert-01.

The Hot Ice No. 1

The Hot Ice No. 1 well was drilled on the Anadarko Petroleum leases, southwest of

the main Kuparuk development, just outside the Kuparuk River Unit boundary.

Drilling began in 2003 and ended in 2004. The well was drilled, cored, and logged

to a depth of 2,300 ft (700 m), and ultimately abandoned as no hydrates were found

[17]. However, the lessons learned from drilling this well were useful in designing

future hydrate exploration wells such as the Mt. Elbert.

Hot Ice No.1 well also used water-based polymer drilling mud with KCl (salt) for

freezing-point depression and a mud chiller for circulating chilled mud. This was

problematic, with freeze-ups and mechanical problems impeding progress. This

knowledge influenced decisions with regard to coring fluids and mud chilling on the

Mt. Elbert-01 Gas Hydrate Stratigraphic Test Well.

The Mt. Elbert-01

The drilling, coring, and testing of Mt. Elbert-01 Gas Hydrate Stratigraphic Test Well

was part of the DOE/NETL-funded “Alaska North Slope Gas Hydrate Reservoir

Characterization Project,” and was a cooperative effort between industry, academia,

and government.

The Mt. Elbert-01 Hydrate Test well was located on a temporary ice pad in the

Milne Point Unit on the ANS, south of the B-Pad and east of the E-Pad, with ice

road access from the B-Pad. The location of the Mt. Elbert-01 relative to the Milne

Point infrastructure is shown in Fig. 7.7. The location of the Mt. Elbert-01 Hydrate

Well was chosen so as to drill in an area with “known” hydrate accumulations with
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isolation (stand-off) from the thermal effects of any adjacent wells. This would

allow the best chance to find and test undisturbed hydrates.

Based on well log data from nearby offset wells, it was estimated that the Base of

the Ice-Bearing Permafrost (BIBPF) was at approximately 1,850 ft TVDss and the

Base of the Gas Hydrate Stability Zone (BGHSZ) was at about 2,950 ft TVDss.

Coring operations were planned from three potential gas-hydrate-bearing zones

(zones D, C, and B) within this depth range. A total of 23 coring runs were made

using the wireline retrievable coring method, which prevented the cored formations

from being exposed to pipe tripping effects. This was the first application of

wireline retrievable coring on the Alaska North Slope. Figure 7.8 shows a summary

of the coring runs. The overall core recovery was 85%. The use of a chilled mineral-

oil-based coring fluid and wireline retrievable coring method are believed to be

mainly responsible for such high core recovery. The main advantage of a chilled

oil-based coring fluid over a chilled water-based coring fluid is that the oil-based fluid

would not freeze. Although additives were used, freezing of water-based coring fluids

was amajor problem in the previous hydrate wellsMallik and Hot Ice #1 [18]. Details

of the drilling plan and coring operations for Mt. Elbert-01 are given by Hanson [18].

The logging suite for Mt. Elbert-01 consisted of three electrical resistivity tools

and an extended MDT testing. Figure 7.9 shows a sample plot of the well logs,

clearly delineating the upper D hydrate zone. Full analysis of Mt. Elbert-01 well

logs showed no evidence of significant “contacts” between free gas sands and

hydrate-bearing sediments [18]. Mt. Elbert-01 is the world’s first successful appli-

cation of the MDT™ tool in open-hole in gas hydrates.

Fig. 7.7 Section Map – Mt. Elbert-01 location relative to Milne Point infrastructure (Courtesy

Hanson [18])
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North Slope Borough Methane Hydrate Project Review

Barrow, Alaska, is a remote and the northernmost city in the United States. The

city serves both as the economic and administrative center of the North Slope

Borough (NSB). The energy demands of the city and nearby localities are met by

natural gas supply from the Barrow Gas Fields (BGF) consisting of three different

gas pools: the East Barrow (EB) pool, the South Barrow (SB) pool, and the

Walakpa (WAL) pool (Fig. 7.2). The Barrow Gas Fields have been producing

natural gas for the last 25 years. It has been estimated that the proven gas reserves

in these fields exceed over 250 billion standard cubic foot (BCF) [19, 20]. Based

on the current demands for natural gas in the Barrow region and to enhance

natural gas production and expand production facilities in order to provide cost

effective and assured source of energy to Barrow and nearby areas, the Barrow

gas hydrate project was proposed by the NSB to the US Department of Energy

(DOE). In 2006, DOE and NSB jointly funded a research program to characterize

and quantify methane hydrate resource potential associated with the BGF, with

the ultimate goal of producing gas from the hydrate formations associated with

individual gas pools of BGF.
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Gas Hydrate Stability Modeling for BGF Pools

An engineering approachwas first adopted to developmethane hydrate stabilitymodels

for the three gas pools. This was performed on the basis of gas analysis, formationwater

salinity, and pressure and temperature gradient data available from various sources

referenced in [21]. The studied literature indicated a gas composition of practically pure

methane (99%) andwater salinities in the range of 0–4%w/w.Details of the calculation

procedures can be found in [21]. The hydrate stability models for EB and WAL gas

pools are provided in Figs. 7.10 and 7.11. Results from theEBpool calculations indicate

the existence of hydrate stability zones within the pay zone of 2,000–2,150 ft, which

suggests that the in situ hydrates are possibly associated with free gas reservoir. Similar

to EB, the hydrate stability model for WAL pool also showed promising results in that

stable hydrate zones were not found within deeper zones of the WAL sand where

existing gas wells were completed within the 2,000–2,600 ft interval but showed stable

8
0

400

800

1200

1600

2000

2400

12 16 20 24 28 32 36

Hydrate Stabillity Zone for East Barrow Gas Reservoir
Temperature (F)

Stable Hydrate
Zone within EB

Reservoir

32 Deg Isotherm

Middle Barrow Sand - 2000� to 2150�

D
ep

th
s 

ft

P-T Curve (CSM-HYD)

40 44 48 52 56

— —

Fig. 7.10 Hydrate stability

model for EB pool

8
0

300

600

900

1200

1500

1800

2100

2400

16 24 32

Hydrate Stabillity Zone for Walakpa Gas Reservoir
Temperature (F)

Stable Hydrate
Zone In Up-Dip

Location

— 32 Deg Isotherm

Currently Mapped Walakpa Sand Top: - 1700�, Base - 2000�

Walakpa Gas Well Completion Top: - 2000�, Base - 2600�

D
ep

th
s 

ft

— P-T Curve (CSM-HYD)

40 48 56 64 72

Fig. 7.11 Hydrate stability

model for WAL pool

(Courtesy Singh [21])

238 S.L. Patil et al.



envelope existing in up-dip locations of the reservoir between 1,700 and 2,000 ft. To

confirm these results, detailed geological and geophysical analysis of unexplored

regions of the pools are required to determine the association of gas hydrates with the

prospective gas pools. Singh [21] conducted a material balance study to obtain addi-

tional confirmation of the presence of hydrates, especially associatedwith the EB pools.

The East Barrow Field Material Balance Study

The objective of the material balance study was to qualitatively understand the

behavior of the EB pool under different drive mechanisms, and to confirm if hydrate

dissociation was one of them. Stokes andWalsh [22] performed pressure buildup tests

on two EB wells and later [23] compared the static reservoir pressure data with

historical pressure data reported by Allen and Crouch [24]. Figure 7.12 represents

the historical performance plot of the EB gas pool, which shows an initial drop in the

static reservoir pressure with gas production, indicating a conventional response of a

volumetric gas reservoir producing by gas expansion. However, long-term production

data showed gradual pressure stabilization, which indicated the possibility of water

influx from a communicating aquifer. But the possibility of a communicating aquifer

was ruled out because (1) there was negligible water production (�1,600 bbls up to

September 2007), (2) cumulative gas production of �8 BSCF by 2007 was much

higher than Allen and Crouch’s [24] estimate of �6 BSCF, and (3) none of the EB

wells had watered out. Thus, the EB field performance data of Fig. 7.13 suggested

possible contribution from an unknown drive mechanism, which could be gas

recharge from dissociating gas hydrates, or water influx from a new aquifer.
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In the EB material balance study, the overall performance of a tank type, static

reservoir model representing the EB gas pool was compared against the available

production data. The following drivemechanismswere studied with the tankmodel to

see which drive mechanism would match actual production data: (1) volumetric gas

tank, (2) water drive, (3) dissociating-hydrate drive, and (4) combination of water and

hydrate drive. Reservoir and fluid properties and other details are found in Singh [21].

The study showed that the actual production data from the EB field could not be

matched by assuming volumetric behavior, water drive, or dissociating-hydrate

drive alone. However, a good match of modeled production response and actual

production data, shown in Fig. 7.13 by red dotted circles, was obtained in the

scenario where a free gas reservoir was in communication with a weak aquifer, but

associated with a thick hydrate layer. Thus, a combination of aquifer support and

hydrate dissociation is the most likely drive mechanism in the EB pool.

Field Scale Reservoir Simulation Study

Using the reservoir drive mechanism established through thematerial balance study on

the EB pool, Singh [21] conducted numerical reservoir modeling studies using
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a full-scale, three-dimensional (3D) dynamic reservoir model. A commercial reservoir

simulator (CMG-STARS) was used to perform the simulation studies. The static

reservoir model of Panda and Morahan [25] was imported and built upon by adding

reservoir properties and drive mechanisms. Other details can be found in Singh [21].

The simulation study predicted field-wide performance of the EB pool for

a period of 30 years and investigated the impacts of well completion and orientation

(vertical wells versus horizontal wells). History matching of the simulation results

confirmed the previously estimated combination drive as the primary recovery

mechanism for this reservoir. However, gas production by expansion dominates

over hydrate dissociation mechanism after approximately 15–20 years of produc-

tion. The simulation study also indicated that infill drilling using horizontal pro-

ducing wells would offer the ideal combination of lower water production and

higher gas recovery.

Future Directions

Various methods have been studied and have been proved to be successful in the

extraction of gas from gas hydrate deposits. These are depressurization, thermal

methods, and the use of inhibitors (e.g., methanol or glycols). Gas hydrate dissociation

is an endothermic reaction and as the hydrate deposits dissociate, the surrounding

temperatures decrease resulting in further hydrate reformation, thereby reducing the

amount of gas that canbeproduced.Thus anymethod or a combination ofmethodsused

for hydrate dissociation has to not only consider the energy required to dissociate

hydrates but also has to take in effect the energy that is required to counter the drop in

temperature that takes place due to the endothermic nature of hydrate dissociation [26].

Yutaek andSeongPil [27] have shownhowkinetic hydrate inhibitors (KHI) can be used

to avoid hydrate reformation, the required concentration of theseKHI being 0.5–5wt%.

Recent experiments conducted by Shiang-Tai and Yen-Tien [28] illustrate how

replacement of CO2 with CH4 in methane hydrates can help in the production of

methane gas from methane hydrate deposits. When, liquid carbon dioxide is

introduced into the methane hydrate system, rapid replacement of solid methane

with carbon dioxide molecules takes place. This substitution of methane with

carbon dioxide occurs spontaneously and large amounts of carbon dioxide are

observed to penetrate methane hydrate molecules and expel methane especially

near the hydrate melting point [28]. It has been shown how steam injection can be

used effectively in producing gas from gas hydrate deposits [29], and the use of hot-

brine injection for the production of gas from natural gas hydrates as well as how

various factors like the temperature of the injected solvent, the injection rate, or the

injection time impact the production of gas from such deposits has also been shown

[30]. It is also proposed that a combination of thermal and depressurization tech-

nique can be used to produce from gas hydrates that will help in improving the

economic efficiency, paving the way for the development of NGH reservoirs [30].
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Weitemeyer and Constable [7] have shown how controlled source

electromagnetics can be used to map gas hydrates. Further advancement of this

technique has led to the creation of a fixed offset towed sensor that was able to

image gas hydrates at MC118 with successful imaging of hydrates in the other three

sites in the Gulf of Mexico [7]. Dai [31] has put forward a method to locate and

quantify gas hydrate deposit using long-offset reflection seismic information, and

since this method is not based on the AVO inversion method it stays away from the

uncertainties that are a part of AVO-based seismic studies.

Conclusions

Significant improvements in the methods for drilling and evaluating potential gas

hydrate zones in ANS have taken place in recent years. The drilling and formation

evaluation of the Mt. Elbert-01 stratigraphic test well has successfully field-tested the

modern geophysical prospecting methods used and has enabled the selection of target

zones and field parameters for potential future production testing. The chilled, 100%

mineral-oil-based coring fluid provided a significant improvement in wellbore quality

as compared to the freezing-point-depressed water-based fluids used in the previous

gas hydrate exploration projects. Core recovery, core quality, and electrical well log

quality were significantly improved by using oil-based coring fluid, and operational

downtime due to freeze-ups was eliminated.

The study of a producing gas field in the ANS has demonstrated the feasibility of

producing natural gas fromgas hydrates by depressurization to some extent. Diagnostic

methodologies were developed to examine the production data from the Barrow gas

fields to test the two fields for possible hydrate accumulations and to understand the gas

recovery mechanisms. Engineering approach was followed to construct hydrate stabil-

ity models and material balance procedures for identifying the reservoir drive

mechanisms. Based on these results, state-of-the-art dynamic reservoir simulation

models were developed using an advanced commercial reservoir simulator to study

hydrate reservoir development. Reservoir modeling confirmed the key findings of

previous studies and projected the future performance of the reservoir under different

scenarios. Finally, hydrate resource potential of EB and WAL pools appears to

be promising, and both pools have considerable hydrate potential that can supply

large volumes of gas for future years.

Disclaimer

This entry was prepared as an account of work sponsored by an agency of the US

government. Neither the US government nor an agency thereof, nor any of their

employees, makes any warranty, expressed or implied, or assumes any legal liability
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or responsibility for the accuracy, completeness, or usefulness of any information,

apparatus, product, or process disclosed, or represents that its use would not infringe

privately owned rights. References herein to any specific commercial product,

process, or service by trade name, trademark, manufacture, or otherwise do not

necessarily constitute or imply its endorsement, recommendation, or favoring by the

USgovernment or any agency thereof. The views and opinions of the author expressed

herein do not necessarily state or reflect those of the US government or any

agency thereof.

This entry is also based on research conducted by two petroleum engineering

graduate students (Paul Hanson and Praveen Kumar) from the University of

Alaska Fairbanks for their M.S. degree in petroleum engineering. The results of

the two US Department of Energy–funded gas hydrate projects in Alaska (BP

Alaska Gas Hydrate Project and the North Slope Borough Gas Hydrate Project)

are also included. Several other companies, organizations associated, and

individuals associated with these two projects have contributed to the work

reported here.

Acknowledgment The authors are grateful to the US Department of Energy (USDOE), BP Explo-

ration (Alaska) Inc., North Slope Borough (NSB), Petrotechnical Resources of Alaska (PRA), and

Petroleum Development Laboratory (PDL) at UAF for their financial support in accomplishing this

work. The authors would also like to thankDr. TimCollet (USGS),Mr. RobertHunter (ASRCEnergy

Services), Mr. Tom Walsh (Petrotechnical Resources Alaska, Inc.), and graduate students Praveen

Singh, Andrew Johnson, Paul Hanson, and Vivek Peraser for their contribution, support, and help

when needed.

Bibliography

1. Folger P (2010) Gas hydrates: resource and hazard. CRS report for congress, May 2010, CRS,

Washington, DC

2. WEC (2007) Survey of Energy Resources, 2007. World Energy Council, London

3. Islam MR (1991) A new recovery technique for gas production from Alaskan Gas Hydrates.

SPE 22924, Dallas, TX, USA

4. Garg R, Ogra K, Choudhary A, Menezes R. Chemical recovery of gas hydrates using fluorine

gas and microwave technology. SPE 113556, TX, USA

5. Peter E (1993) Clathrate Hydrates. Ind Eng Chem Res 32:1251–1274

6. Collett TS (1992) Geologic comparison of the Prudhoe Bay-Kuparuk River (U.S.A.) and

Messoyakha (U.S.S.R.) gas hydrate accumulations. SPE 24469, Texas, USA. pp 1–20

7. Weitemeyer K, Constable S (2011) Mapping gas hydrates with marine controlled source

electromagnetics. In: Proceedings of the 7th international conference on gas hydrates (ICGH

2011), Edinburgh, UK

8. GeorgeMJ, TimothyCS, Boswell R,KuriharaM,MatthewRT,KohC,Dendy SE (2008) Toward

production from gas hydrates: current status, assessment of resources, and simulation based

evaluation of technology and potential. SPE 114163, Texas, USA

9. Sloan ED, Koh C (2008) Clathrate hydrates of natural gases, 3rd edn. Taylor and Francis, Boca

Raton, FL

10. Johnson Arthur H (2011) Global resource potential of gas hydrate – a new calculation. In:

Proceedings of the 7th international conference on gas hydrates (ICGH 2011), Edinburgh, UK

7 Alaska Gas Hydrate Research and Field Studies 243



11. Boswell R, Collett TS (2006) The gas hydrates resource pyramid. In: Fire in the ice, methane

hydrate newsletter. US Department of Energy, Office of Fossil Energy, National Energy

Technology Laboratory, Fall Issue, pp 5–7

12. Ruppel C (2011) Methane hydrates and the future of natural gas. In: MITEI Natural gas

Report, MIT, MA (Supplementary paper on methane hydrates)

13. Nagakubo S, Arata N, Yabe I, Kobayashi H, Yamamoto K (2011) Environmental impact

assessment study on Japan’s methane hydrate R&D program. In: NETL, Methane Hydrate

Newsletter, January 2011

14. Collett TS, Johnson AH, Knapp CC, Boswell R (2009) Natural gas hydrates. A review. AAPG

Memoir 89:146–219

15. Paull CK, Matsumoto R (2000) Leg 164 Overview. In: Proceedings of the ocean drilling

program, Scientific Results, vol 164. Ocean Drilling Program, TX, USA

16. Pecher IA, GHR Working Group (2011) Gas hydrates in New Zealand – a large resource for

a small country? In: NETL, Methane Hydrate Newsletter, January 2011

17. Kadaster AG, Millheim KK, Thomson TW (2005) The planning and drilling of hot ice #1 – gas

hydrate exploration well in the Alaskan Arctic. In: SPE 92764-MS presented at the SPE/IADC

drilling conference, 23–25 February 2005, Amsterdam, Netherlands, pp 1–15

18. Hanson P (2007) The Mt. Elbert-01 Stratigraphic test well – lessons from drilling, coring and

evaluating gas hydrates on the Alaska North Slope, MS project report, University of Alaska

Fairbanks, Fairbanks, December 2007

19. Gruy HJ (1978) Reservoir engineering and geologic study of the East Barrow Field, National

Petroleum Reserve in Alaska. Technical Report submitted to Husky Oil NPR Operations, Inc.,

Anchorage, Alaska, pp 1–62

20. Darkwah SA, Allen WW (1996) Engineering study of the South, East and Walakpa Fields,

North Slope Borough, Alaska. Technical Report submitted to the North Slope Borough,

Barrow, Alaska, pp 1–32

21. Singh PK (2008) An engineering study to investigate methane hydrate resource potential

associated with barrow gas fields, Alaska. MS Thesis, University of Alaska Fairbanks,

Fairbanks

22. Stokes PJ, Walsh TP (2006) South and East Barrow gas fields well improvements study.

Technical Report submitted to the North Slope Borough, Barrow, Alaska, pp 1–70

23. Stokes PJ and Walsh TP (2007) South and East Barrow gas fields reserves study. Technical

Report submitted to the North Slope Borough, Barrow, Alaska, pp 1–36

24. Allen WW, CrouchWJ (1988) Engineering study of South and East Barrow fields, North Slope

Alaska, Alaska. Technical report prepared for North Slope Borough Gas Development Project,

Barrow, Alaska, pp 1–56

25. Panda MN,Morahan GT (2008) An integrated reservoir model description for East Barrow and

Walakpa gas fields. Topical Report prepared under DoE Project No. DE-FC26-06NT42962

submitted to the USDoE, Morgantown, WV, www.netl.doe.gov, pp 1–44

26. Sandilya P, Ganguly S (2011) Conceptual design of an experimental facility for extracting

natural gas from natural gas hydrate. In: Proceedings of the 7th international conference on gas

hydrates (ICGH 2011), Edinburgh, UK

27. Yutaek S, Seong-Pil K (2011) Dependence of drawdown pressure on the hydrate reformation

during methane hydrate production and its inhibition with kinetic hydrate inhibitors. In:

Proceedings of the 7th international conference on gas hydrates (ICGH 2011), Edinburgh, UK

28. Shiang-Tai L, Yen-Tien T (2011) Methane hydrate growth and its recovery with carbon

dioxide via molecular dynamic simulations. In: Proceedings of the 7th international

conference on gas hydrates (ICGH 2011), Edinburgh, UK

29. Lee Y, Shin C, Baek Y, Kim Y, Jang S, Lee J (2011) A study on the dissociation behavior of

gas hydrate using the steam stimulation. In: Proceedings of the 7th international conference on

gas hydrates (ICGH 2011), Edinburgh, UK

244 S.L. Patil et al.

http://www.netl.doe.gov


30. Shuxia L, Yueming C, Yongmao H (2011) Experimental study of influence factors of hot-brine

stimulation for dissociation of NGH in porous medium. In: Proceedings of the 7th international

conference on gas hydrates (ICGH 2011), Edinburgh, UK

31. Dai J (2011) A method to locate and quantify gas hydrate using long-offset seismic. In:

Proceedings of the 7th international conference on gas hydrates (ICGH 2011), Edinburgh, UK

32. Collett TS (1993) Natural gas hydrates of the Prudhoe Bay and Kuparuk River area, North

Slope, Alaska. AAPG Bull 77(5):793–812

7 Alaska Gas Hydrate Research and Field Studies 245



Chapter 8

Gas to Liquid Technologies

Marianna Asaro and Ronald M. Smith

Glossary

Autothermal

reforming (ATR)

The reaction of oxygen and carbon dioxide or steam

with methane to form synthesis gas, wherein the exo-

thermic partial oxidation ofmethane provides energy for

the endothermic steam reforming of methane. ATR is

also used in reference to the autothermal reformer itself.

bbl Barrels (of oil).

BOE Barrel of oil equivalent.

Btu Also btu, British thermal unit, a measure of energy

content.

Catalytic membrane

reactor (CMR)

A flow-through reactor used to influence an equilib-

rium-limited reaction to proceed further in the forward

direction via selective transport of reactant(s) or prod-

uct(s) across the membrane.

CPOx Catalytic partial oxidation.

CTL Coal-to-liquids.

DME Dimethylether.

DOE US Department of Energy.
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Fischer–Tropsch reaction The catalytic conversion of synthesis gas to primarily

hydrocarbons, the discovery being credited to Franz

Fischer and Hans Tropsch.

Gas-Heated

reforming (GHR)

Use of heat available by recycling process gas (tail gas)

downstream of an ATR for steam methane reforming,

in a heat exchanger type reactor.

Gas to liquids (GTL) The conversion of gas to liquid fuels and/or chemicals.

Heat exchange

reforming (HER)

See GHR.

kWh Kilowatt hours, a measure of energy.

Light distillate A distillation cut of low molecular weight and low

boiling range, obtained from refining of hydrocar-

bonaceous feedstocks, used to produce liquefied petro-

leum gas (LPG), gasoline, and naphtha.

Liquefied

natural gas (LNG)

Natural gas that has been converted to liquid form for

transport or storage.

Middle distillate A distillation cut of mid-range boiling point, obtained

from refining hydrocarbonaceous feedstocks,

containing hydrocarbons ranging from C5 through

about C20 or C22. When further distilled, the portion

of middle distillates containing C5 through about C15

is often referred to as naphtha, and the portion

containing C16 through up to C22 is referred to as

diesel. The naphtha is often distilled further to produce

gasoline and kerosene/jet fuel, or can be used as feed

for a naphtha cracker unit to make light olefins.

(Less commonly, the gasoline cut is initially collected

along with the light distillates.)

Natural gas

liquids (NGL)

The purified and condensed portion of natural gas

consisting of gaseous hydrocarbons heavier than

methane specifically ethane (C2H6), propane (C3H8),

n-butane (n-C4H10), and isobutane (i-C4H10).

Partial

oxidation (POx)

The controlled oxidation of natural gas (primarily CH4)

with oxygen (O2) such that syngas is formed, rather

than forming carbon dioxide (CO2) via complete

combustion.

Pre-reforming The use of an adiabatic, preheating zone upstream of an

ATR reactor for the purpose of catalytically converting

C2+ hydrocarbons to a mixture ofmethane (CH4), hydro-

gen (H2), carbon monoxide (CO), and carbon dioxide

(CO2), thereby allowing oxygen (O2) to be used more

efficiently in the reformer.

scf Standard cubic feet, a measure of gas volume.

Steam methane

reforming (SMR)

The high-temperature catalytic reaction of steam with

methane to give synthesis gas.
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Synthesis gas (syngas) A mixture of primarily hydrogen and carbon monoxide

produced by gasification or reforming of hydrocar-

bonaceous materials, used to synthesize fuels or

chemicals.

Water gas shift

reaction (WGSR)

The gas phase reaction of carbon monoxide (CO) with

water to form carbon dioxide (CO2) and hydrogen (H2).

Definition of the Subject

Like oil and coal, natural gas is not what first comes to mind when considering

sustainable fuel sources. Yet as for other fossil sources, conversion of natural

gas to transportation fuel is currently more affordable than conversion of

renewable resources such as wind and solar, which are technically far away

from availability at even a fraction of the scale required to have significant

impact on meeting global demand over the coming decades. Given that global

proved natural gas reserves are currently estimated as capable of producing

more than 1,100 billion equivalent barrels of oil (the energy equivalent of 42

cubic miles of oil) [1], natural gas is a key contributor when considering

a sustainable global fuel supply.

The term “gas to liquids” (GTL) is frequently used in reference to the chemical

transformation of natural gas to liquid fuels via the Fischer–Tropsch (F-T) technology.

In broader usage, the term “GTL” refers to the transformation of natural gas into any

liquid, including other fuels, such as liquefied natural gas (LNG), methanol,

dimethylether (DME), methyl-tert-butyl ether (MTBE), and chemicals such as ammo-

nia (itself an important feedstock, particularly in the fertilizer industry), light olefins,

and methanol and dimethylether intended for chemical use.

For clarity, the term “GTL” is used herein to refer to the chemical conversion

of natural gas to liquids. However, a practical discussion of GTL should also

include LNG, which is produced from natural gas by a phase change rather than

a chemical transformation. Strategists in national governments and energy

companies alike weigh all of these options when considering how best to

distribute and monetize natural gas.

Modern GTL synthesis technology can produce synthetic fuels (synfuels) that

burn more cleanly than conventional fuels derived from petroleum. F-T GTL

technology can produce a virtually sulfur-free diesel fuel, much cleaner than

conventional diesel – reducing smog and acid rain – and can also produce gasoline,

jet fuel, or chemicals. GTL performed at or near the gas well also represents an

emerging option to transport large quantities of transportation fuels and chemical

feedstocks from natural gas, using commercially available tankers.

Production of liquid fuels and chemicals are lower volume applications compared

to use of natural gas for power or as a fuel source for heating. Commercial applica-

tion of GTLmight increase in magnitude as the ease of oil recovery decreases and its

price increases over the next few decades.
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Introduction

The methane content of natural gas varies greatly within the range of about 50–99%,

typically about 95%. The remainder is a multicomponent mixture including the

heavier gaseous hydrocarbons ethane, propane, butane, pentane, and some higher

molecular weight hydrocarbons; the acid gases carbon dioxide, hydrogen sulfide;

mercaptans such as methanethiol and ethanethiol; water, nitrogen gas; helium gas;

liquid hydrocarbons; and trace mercury. Thus the preponderance of species in

natural gas are high in energy content, with cleanup of contaminants necessary but

greatly simplified compared to that required when using coal. Likewise the CO2

emissions from combustion of natural gas [2] are considerably less than from oil [3]

or coal [4]: 0.40 lb/kWh compared to 0.61 and 0.79 lb/kWh, respectively.

The bulk of natural gas used today goes directly into power generation (32%),

residential and commercial heating (27%), and industrial use (22%). Only a small

portion, around 5%, is used as a chemical feedstock, and therefore chemical uses have

minimal impact on supply and pricing decisions other than in stranded gas regions

where the gas is geographically remote from the main end-user markets. Thus in the

Middle East, for example, which has large reserves but relatively small local demand,

the proportion of natural gas going into feedstocks is higher (around 27%).

Location and transportation are key factors in defining the need for, and choice of,

GTL technology. About 40%of known natural gas reserves are of the stranded type [5],

including remote gas (located far from existing pipelines) and deeply buried or

otherwise inaccessible gas. Remote gas alone accounts for about 16% of the world’s

proved natural gas reserves [6]. Related factors determine the type of transportation

used, and therefore, the type of GTL processing used, including the size of the reserve,

howmuch time is available to monetize the natural gas, the distance to market, and the

gas processing requirements. Environmental influences include a growing resistance to

the conventional practice of flaring (or reinjecting) gas that otherwisewould be released

in associationwith oil recovery operations (i.e., stranded gas that is also associated gas).

Multiple opportunities exist to achieve better value for natural gas than its local

fuel value. First, the gas or its gaseous components can be exported to markets

having higher fuel values. Exportation can be performed by pipeline, as pressurized

gas, or by ocean tanker as liquefied natural gas (LNG, comprised of 99% methane)

or natural gas liquids (NGL, comprised of C2–C4 alkanes). Second, GTL

technologies can be used to chemically convert natural gas to higher value liquid

fuels such as naphtha or diesel, using F-T technologies; or to fuel grade methanol,

DME (directly or via methanol), MTBE (via methanol), or gasoline (via methanol);

or to chemicals.

A flowchart of conceptual routes for chemical conversion of the methane in

natural gas to liquids is shown in Fig. 8.1. All current gas to liquids chemical

production processes require that natural gas is first converted to synthesis gas

(syngas), a combination of hydrogen and carbon monoxide. The syngas is subse-

quently converted in a synthesis section to product. GTL processes of today are

therefore of the indirect type, in that they proceed first through the intermediate
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syngas instead of converting methane directly to liquid product. Direct syntheses of

fuels from natural gas include oxidative coupling of methane and selective oxida-

tion of natural gas to methanol. These have been investigated in the past but poor

economics to date have prevented their commercialization.

The intermediacy of synthesis gas is common when converting various

hydrocarbonaceous feedstocks such as natural gas, naphtha, residual oil, petroleum

coke, coal, or biomass. The lowest cost routes for syngas production are based on

natural gas. There are several different approaches to converting natural gas to

syngas, the primary methods being catalytic steam methane reforming (SMR),

autothermal reforming (ATR), gas-heated reforming (GHR), partial oxidation

(POx), heat exchange reforming, and variants thereof. The ratio of H2/CO produced

varies with the process design as well as the H/C ratio in the feedstock. A process

will tend to be most economic if the H2/CO ratio produced is well matched to the

ratio needed in the next step. Exceptions include processes configured to produce

more H2 than needed, because this extra H2 can be separated and used for power or

to augment the syngas ratio of another chemical process. If the H2/CO ratio is lower

than needed, then an additional source of the expensive component H2 must be

supplied. With an H/C ratio of 4, methane is well suited for conversion to syngas

when the final product slate will contain saturated hydrocarbons or methanol.

The synthesis of hydrocarbons from CO hydrogenation over transition metals

was discovered in 1902 when Sabatier and Sanderens produced CH4 from H2 and

CO mixtures passed over Ni, Fe, and Co catalysts. In 1923, Fischer and Tropsch

reported the use of alkalized Fe catalysts to produce liquid hydrocarbons rich in

oxygenated compounds – termed the synthol process. Succeeding these initial

discoveries, considerable effort has gone into developing catalysts for the process

to produce liquid hydrocarbons. Eventually, a precipitated Co catalyst promoted

Direct
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Fig. 8.1 Conceptual routes for chemical conversion of gas to liquids [7]
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with ThO2 and MgO supported by Kieselguhr (diatomateous earth) became known

as the standard atmospheric process catalyst. In 1936, Fischer and Pilcher devel-

oped the medium pressure (10–15 atm) Fischer–Tropsch synthesis process. Fol-

lowing this development, alkalized Fe catalysts were implemented into this

medium pressure process. Collectively the process of converting CO and H2

mixtures to liquid hydrocarbons over a transition metal catalyst became known as

the Fischer–Tropsch synthesis.

Methanol is a commodity chemical, and one of the top ten chemicals produced

globally. The long time interest in methanol is due to its potential use as a fuel and

as a feedstock to the chemicals industry. In particular, methanol can be used directly

or blended with various petroleum products as a clean burning transportation fuel.

Methanol is also an important chemical intermediate used to produce formalde-

hyde, dimethyl ether, methyl tertiary-butyl ether (MTBE), acetic acid,

methylamines, and methyl halides among others.

Production of methanol began in the 1800s, with the isolation of wood

alcohol from the dry distillation (pyrolysis) of wood. Research and development

efforts at the beginning of the twentieth century involving the reaction of syngas

to give liquid fuels and chemicals led to the discovery of a methanol synthesis

process (concurrently with the development of the Fischer–Tropsch synthesis).

Methanol synthesis is now a well-developed commercial catalytic process with

high reaction rate and selectivity (up to 99%). For economic reasons, methanol is

produced almost exclusively (over 90%) via the reforming of natural gas.

Survey of Specific Gas to Liquids Technologies

This survey of GTL processes covers the subtopics of liquefied natural gas, natural

gas liquids, methane reforming, Fischer–Tropsch GTL, and methanol synthesis

from natural gas.

Liquefied Natural Gas (LNG)

Liquefaction of natural gas reduces its volume to about 1/600 the volume of the gas

as measured under standard conditions. The most compelling justification for the

production of LNG is this volume shrinkage that makes LNG, unlike natural gas

itself, practical to both store and transport.

Production of LNG has been commercially practiced since 1960. The two major

applications of LNG technology are:

(a) Storage of LNG for use in peak shaving plants with seasonal adjustment

(mostly in the USA)

(b) Base load LNG plants for international trade with shipping from remote areas to

developed countries via dedicated LNG ocean tankers
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The capacities of peak shaving plants are more than an order of magnitude

smaller than base load LNG plants.

Construction of pipelines depends on the relative values for gas in the supplying

and consuming regions. Plans exist for pipeline delivery of gas from isolated

eastern Russian gas fields to consuming markets in Asia (Japan, Korea, and

China). Nonetheless shipping tends to be preferred over long-range pipeline con-

struction, because pipeline costs are highly capital intensive: a 621 mile (1,000 km)

long pipeline would cost some $1 billion, depending on ground conditions.

Exporting LNG to Asia and Europe from distant production fields has become

economic as a result of improvements to thermodynamic efficiencies of LNG

facilities. However, shipping is still expensive at a cost of at least $15 per bbl to

transport from the reservoir to the consumer’s storage tanks.

Recent industry trends indicate that tankers to hold as much as 135,000 m3

(equivalent to 3.2 billion scf of natural gas) have been specially built, with built

capacities expected to soon increase to 165,000 m3. For a shipping distance of 4,000

or 6,600 miles, the shipping requirements for a 1 billion scf/day liquefaction plant can

be met by fleets of six or nine tankers, each tanker making 17 or 11 trips per year,

respectively. Following transport of the LNG by tanker from the liquefaction site, it is

off-loaded at a shore terminal. Vapor generated is compressed for injection into

the local distribution pipeline. Independently, a continuous regasification of the LNG

fromstorage tanks is performed, and the amount used for the time periodbetween ships

must obviously match the amount unloaded. The LNG pressure is raised by pump to

the pressure necessary for it to be vaporized into the distribution pipeline.

Plant Considerations

The liquefaction energy required in a LNG plant typically has been reported as

9–12% of the heat energy in the natural gas, and 9–10% energy shrinkage is

a typical number for the modern mega-tonnage capacity plants (without combined

cycle systems). Because LNG is stored and delivered at atmospheric pressure and

�160�C (�256�F), compression and very deep refrigeration are needed, with

associated large consumption of energy. LNG projects have a very high capital

cost, in the range of $1.0–1.5 billion for a 3–3.3 million tons per year train on

a greenfield site, with 45–60% attributed to off-sites and infrastructure depending

particularly on requirements for LNG storage, the marine system, and the heat

rejection method. The technology is relatively mature, although economies of scale

are being investigated to increase scale size to 4.5–5.5 million tons per year.

The thermal efficiency of LNG plant is determined by two major factors:

(a) Refrigeration cycle efficiency

(b) Power cycle efficiency
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Increasing the thermal efficiency of an LNG plant for a given turbine/driver

configuration will decrease the cost of production and also minimize both site

gas consumption and greenhouse gas emission of CO2 generated by combustion

(0.20 t CO2/t of LNG at high thermal efficiency, versus 0.25–0.35 t CO2/t in

a typical LNG plant) [8] as well as providing low NOx emission (0.095 kg/t).

The key capital cost elements in LNG facilities are, in descending order:

1. Gas turbines, steam turbines, or motor drivers for refrigeration service

2. Refrigeration compressors, typically over 100,000 kW

3. Steam and power generation including turbines waste heat recovery

4. LNG storage, typically over 250,000 m3 capacity per tank (equivalent to

approximately 112,500 t LNG per tank)

5. LNG loading terminal including jetty or causeway

6. Heat rejection system, in most cases, as suggested, seawater cooling

7. Cold box and prechilling for gas liquefaction

8. Natural gas pretreating for CO2 removal gas drying and mercury adsorption

9. LPG and natural gasoline recovery as by-products

10. Fuel gas cold recovery and compression

Although heat transfer for chilling (i.e., the cold box) is less important than the

capital investment associated with compression, the correct selection of the

optimized refrigeration cycle and associated drivers affects both the compression

and heat rejection systems and economics.

The most common refrigeration system in LNG plants involves prechilling

with propane followed by use of the mixed refrigerant system. Close to 90% of

these plants are licensed by Air Products Corporation, Inc. (APCI). The mixed

refrigerant liquefaction systems use a mixture of mostly methane and ethane, in

about 1.2–2.0:1 molar ratio. Depending on the feed gas composition, up to 3 mol

% nitrogen and 6–12 mol% propane may be added to optimize the LNG boiling

curve. The refrigerant cooling curve is adjusted to follow closely the feed gas

cooling curve in order to achieve maximum thermodynamic efficiency [9].

One significant exception to the propane prechilling, mixed refrigerant approach

is the Phillips Kenai Peninsula plant in Alaska, which commenced operation in

1969. This plant produces about 1.5 million tons per year of LNG by a cascade

refrigeration system using pure propane, ethylene, and methane refrigeration

cycles. The efficiency of this cascade system has been reported as at the lower

end of the scale, about 88% [10]. It is reasonable to assume that the adiabatic

efficiency of the refrigeration compressors currently operated by ConocoPhillips in

Kenai are on the order of 70%, versus adiabatic efficiencies of 80–85% of more

modern centrifugal compressors with three-dimensional blades. Even so, the plant

has proved reliable and profitable.

Several patents issued to Phillips (now ConocoPhillips) suggest that

improvements in cycle efficiency would result from improved refrigeration

load distribution, nitrogen stripping (for nitrogen rich gas), open loop methane

refrigeration, and LPG recovery [10–12]. The technology appears driven by

the desire to distribute load equally among the propane cycle, ethylene cycle,
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and methane cycle. This is achieved in part by superheating the methane and

ethylene refrigerant vapors fed to the compressors, probably to about �46�C
(�50�F). Design and construction considerations then allow the use of six

identical gas turbines, such as frame 5D (nominal 30,000 kW), to be used.

The open loop methane refrigeration appears also to use the methane refriger-

ation compressor as the fuel gas compressor.

The loads of the propylene compressor are about 47.3%, the refrigeration

ethylene compression loads are about 36.4%, and the methane compressor loads

are 16.3% of the total refrigeration load. In practice the combined load on the steam

turbines may be about 27% of the total motive power in the facility. The estimated

power consumption of the Phillips system, for feed gas at 38�C (100�F) and

650 psig, is 371 kWh/t, assuming very lean gas, such as 96 vol% methane, at

a heat rejection temperature speculated to be 38�C (100�F) [10]. This estimate

probably includes 15 kWh/t of fuel gas compression [13].

A potential drawback of load equalization is use of up to 5% additional

refrigeration power and, in case of fixed speed gas turbines, a reduction in

production capacity [13]. Further, this could result in a more complex refrigeration

cycle where the propane cycle, ethylene cycle, and methane cycles must be more

highly heat integrated [10]. Despite potential drawbacks in power consumption

and capacity reduction, the concept of cascade refrigeration may be very sound

[14], given the following considerations:

• Even the older, closed loop methane refrigeration as used in Kenai could have an

advantage by allowing higher suction pressure to the methane compressor, about

1.7 kg/cm2 (24 psia) instead of an estimated 1.1 kg/cm2 (16 psia) for an assumed

open loop compressor.

• Modern design methodology would allow the use of conventional carbon steel

metallurgy in the compressors.

• Just one electric motor-driven fuel gas compressor is used for two trains.

• In case of outage of the fuel gas compressor, backup is provided by a draw from

the feed gas.

• The ethylene refrigeration cycle, aside from superheating the suction to the first

stage to about�46�C (�50�F), apparently comprises only a single side load with

a probable goal of obtaining the compression in a single casing – potentially

without employing superheating of the suction to the ethylene compressors.

• Use of two side loads reduces refrigeration load by 2% and increases production

capacity by 2–3% (although using two casings also increases capital investment,

possibly by about $5 million).

• On average about 6.2% of the total power is exported as electric power

outside the boundary limits. (During times of high ambient temperature, the

start-up steam turbine attached to the gas turbine increases its relative steam

consumption and electric power export drops to near zero).

Given the pros and cons of cascade versus conventional mixed refrigerant

systems, an objective comparative evaluation could be made only on a case-by-

case, site-specific basis for LNG production.
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Methane Reforming in F-T GTL

Reforming is the means by which natural gas is converted to the synthesis gas used

as feed for GTL processes. Syngas for use in Fischer–Tropsch GTL is best

characterized by the H2/CO ratio, which should be about 2.0, after reforming, as

per the generic F-T stoichiometry of Eq. 8.1.

2H2 þ CO  !� CH2 �þH2O (8.1)

There are many process options for reforming technology, used alone or in

hybrid reforming approaches, and these are compared in Table 8.1.

The choice of how syngas is produced depends on several factors, including:

• Match between the H2/CO ratio produced and the H2 demand of the overall

process

• Plant and process scale

• The need for, or feasibility of, using an air separation unit (ASU) or oxygen

enrichment facilities in the overall process

• Scale and logistics of capital equipment, such as compressors and other gas-

handling equipment

• Heat integration and gas recycle options

Steam Methane Reforming (SMR)

Steam methane reforming, or steam reforming for short, is a catalytic conversion of

natural gas by reaction with steam. The basic chemistry of steam methane

reforming is shown in Eqs. 8.2 and 8.3.

CH4þH2O
 !3H2þCO DH298 ¼ 206kJ=mol CO (8.2)

CH4 þ 2H2O
 ! 4H2 þ CO2

DH298 ¼ 165kJ=mol CO
(8.3)

These reactions are quite endothermic, requiring input of significant transferred

heat, and SMR is therefore carried out at high temperature with the catalyst inside

tubes within a fired furnace. The amount of steam used is in excess of the reaction

stoichiometry requirements, as required to prevent the catalyst from coking.

SMR is the dominant reforming technology used for the production of methanol,

ammonia, and other petrochemical products produced from methane at large scale.

One reason is that the SMR process is scalable. Another reason is that the high H2/CO
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Table 8.1 Comparison of technologies for syngas generation from natural gas [15]

Technology Advantages Disadvantages

Steam methane

reforming (SMR)

• Most extensive industrial

experience

• O2 not required

• Lowest process temperature

• (Best H2/CO ratio if

producing H2)

• H2/CO ratio higher than

typically required for syngas

production

• Highest air emissions

Gas-heated reforming

(GHR), heat exchange

reforming (HER)

• Compact size and footprint

• Application flexibility

offers options for

incremental capacity

• Limited commercial

experience

• Usually best coupled with

another syngas generation

technology, such as ATR

Two-step reforming

(SMR followed by

O2-blown secondary

reforming)

• Size of SMR is reduced

• Low methane breakthrough

favors high purity syngas

• Methane content of syngas

can be tailored by adjusting

secondary reformer outlet

temperature

• Increased process complexity

• Higher process temperature

than SMR

• Usually requires O2

Autothermal

reforming (ATR)

• Typical H2/CO ratio

produced is close to

stoichiometric for F-T

and methanol syntheses

• Lower process temperature

requirement than Pox

• Low methane breakthrough

• Methane content of syngas

can be tailored by adjusting

reformer outlet

temperature

• Higher process temperature

than SMR

• Usually requires O2

Partial oxidation (Pox) • Feedstock desulfurization

not required

• Absence of catalyst permits

carbon formation and,

therefore operation without

steam, significantly

lowering syngas CO2

content

• Low methane breakthrough

• Low H2/CO ratio

advantageous where ratio

< 2.0 is required,

such as dimethylether

synthesis

• Low H2/CO ratio

disadvantageous where ratio

> 2.0 is required

• Very high process operating

temperatures

• Usually requires O2

• High-temperature heat

recovery, and soot formation

and handling, add process

complexity

• Low methane content of

syngas not easily modified to

meet downstream processing

requirements
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ratio produced in SMR is stoichiometrically suitable for downstream formation of

saturated hydrocarbons and oxygenates. The theoretical ratio for H2/CO of 3:1 is not

reached in practice, themaximumpractical value being about 2.8, but in the absence of

complex recycle schemes, SMR provides the highest H2/CO ratio available in

reforming of natural gas.

Conventional steam reforming catalysts are 10–33 wt% NiO on a mineral

support (alumina, cement, or magnesia). Although natural gas usually contains

only small amounts of sulfur compounds, generally in the form of H2S, sulfur

compounds are the main poisons of reforming catalysts. Use of uranium oxide or

chromium oxide as promoters can impart higher tolerance to sulfur poisoning, but

even at a sulfur concentration of 0.1 ppm the catalyst can begin to deactivate and the

best practice is to remove sulfur from the raw feed. To maintain a 3-year catalyst

lifetime, the sulfur concentration in the reformer feed gas should be less than

0.5 ppm. If the sulfur concentration in the raw feed gas is greater than 1%, the

sulfur must be removed by chemical or physical scrubbing. An upfront desulfuri-

zation unit is used to absorb H2S onto a ZnO bed. Any remaining organic sulfur

compounds and carbonyl sulfide are partially cracked and absorbed on the zinc

oxide bed.

Recent improvements to catalysts and the reforming process have allowed

design for operation of side fired reformers in SMR, at conditions not possible

with other reforming methods. The most notable developments are noted below.

• Introduction of new generations of catalysts, suitable for pre-reforming and for

reforming of heavy feedstocks

Pre-reforming catalysis converts higher hydrocarbons (C2+) in the natural gas

feed into a mixture of methane, hydrogen, and carbon oxides.

• Commercial application of advanced reforming at low steam/carbon (S/C) ratios

down to 1.5, and high outlet temperatures above 950�C
Low S/C ratios improve energy efficiency.

• Significant increase of heat flux

Operation at average heat flux above 150,000 kcal/m3 h has been demonstrated

in Haldor Topsøe’s Houston, Texas, process development unit (PDU). A high

flux unit is now in commercial operation.

• Increase of unit capacity

Steam reformers can now be constructed for single train reforming units with

capacity to provide syngas for a methanol plant of up to 3,000 t/day production.

• Heat exchange reforming

Heat exchange reforming has been developed and commercialized including

with gas-heated option, where the steam reforming reaction is carried out in

a unit heated by the product gas from an autothermal reformer.

An obvious advantage of SMR is that it does not need an oxygen plant. However,

since steam reformers are more costly than either POx or autothermal reformers,

there is a minimal plant size above which the economy of scale of a cryogenic

oxygen plant in combination with a POx or autothermal reformer is less expensive

than a steam reformer on its own. Use of SMR for Fischer–Tropsch applications
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does involve recycling of CO2 and removal of excess hydrogen, by means of

pressure swing absorbers or membrane separators, to lower the H2/CO ratio to

a level acceptable to the Fischer–Tropsch stoichiometry. Due to the costs involved

with these steps, it is most likely that steam reforming will only be considered for

F-T GTL when one or more of the following conditions hold:

• A relatively small GTL plant, with a capacity well below 10,000 bbl/day.

• The additional hydrogen can be used for other applications like methanol or

ammonia production.

• The natural gas feed has a high CO2 content.

• A suitable water supply can be obtained at low cost.

Compact Reforming

Compact reforming represents a novel mechanical design approach to conventional

SMR. Under development by BP, it is currently undergoing extended test runs at

their new 300 bbl/day GTL demonstration facility in Alaska. The reformer design

resembles a conventional shell and tube heat exchanger, and SMR reactions occur

tube side of this reactor, with the tubes filled with conventional Ni-based catalyst.

Heat for the endothermic SMR reactions is provided shell side, where the tubes are

heated by combustion of a fuel and air mixture. Heat transfer is claimed to occur

more efficiently in what is described as a highly countercurrent device.

The shell side combustion zone may also be under elevated pressure, leading to

more efficient convective heat transfer to the tubes, and this plus a considerably

lower catalyst quantity required considerably reduces the size relative to the

conventional SMR furnace design configuration – hence the term “compact”

reforming coined by BP. The principal advantages claimed for this approach

compared to a conventional SMR are a major reduction of capital cost along with

an improvement in thermal efficiency. The reduced space requirements are claimed

to make this reforming technology more amenable to installation on barges or

oceangoing “plantships” for the conversion of relatively small or temporary sources

of natural gas. A drawback of the current state of compact reforming technology is

that a large number of parallel units would be required for a world-scale GTL plant.

Autothermal Reforming (ATR)

Autothermal reforming (ATR) has been recognized since the mid-1990s as the

technology of choice for production of synthesis gas at large scale. Conceptually

ATR is similar to catalytic SMR except that ATR includes the use of oxygen, which

renders the reaction less endothermic on a per mole basis than SMR. The stoichi-

ometry for ATR is shown in Eq. 8.4.
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4CH4 þ O2 þ 2H2O
 ! 10H2 þ 4CO

DH298 ¼ 85:3kJ=mol CO
(8.4)

In practice the product distribution is strongly affected by the choice of

steam/carbon (S/C) ratio. At a S/C ratio of 1.3, the syngas will have a H2/CO

ratio of about 2.5, which is higher than the ratio of about 2.0 needed for

Fischer–Tropsch synthesis. The H2/CO ratio can be controlled by

a combination of lowering the S/C ratio and adding CO2 or CO2-rich gas to

the ATR feed, such as by recycling CO2 to the reformer. Decreasing the S/C

ratio in the feed gas decreases the amount of CO2 required when adjusting the

synthesis gas composition to the desired ratio for F-T synthesis.

A typical ATR process concept for the production of synthesis gas includes the

fundamental steps of desulfurization, adiabatic pre-reforming, ATR, and heat

recovery. In the desulfurization section, the sulfur present in natural gas feedstock

is removed to avoid poisoning the downstream pre-reforming catalyst. Steam, and

optionally recycled CO2, is added to the desulfurized natural gas and, after further

heating, the resultant mixture is passed to a pre-reformer. In pre-reforming,

preheating of the gas is done in a fired heater upstream of the ATR. The use of

a pre-reformer upstream of the ATR unit reduces the oxygen consumption per unit

of syngas produced during ATR. The exit gas from the ATR is cooled by high-

pressure steam production and boiler feed water preheat, and CO2 is removed

as needed, using methyldiethanolamine (MDEA, N-methyl-diethanolamine) as

an absorbent in a CO2 capture unit. After CO2 removal, the synthesis gas with a

H2/CO ratio of 2.0 is available for Fischer–Tropsch synthesis. Various process

variants are possible, for example, adjustment of synthesis gas composition by

recycling CO2-rich tail gas from the Fischer–Tropsch synthesis.

The result is that ATR offers a reduction in the investment per barrel of product,

and the possibility of higher single-line capacity compared to conventional steam

reforming. Optimized design in combination with reduction of the S/C ratio can be

expected to result in a major increase in the single-line capacity, by more than 25%

within the next few years. Currently single train methanol plant units based on ATR

can be designed with capacities up to about 7,000 t/day.

The key component of the ATR process is the ATR reactor itself. The ATR reactor

has a compact design consisting of a burner, combustion chamber, and a catalyst bed

placed in a refractory lined pressure vessel. The pre-reformed natural gas reacts with

oxygen and steam in a sub-stoichiometric flame. In the catalyst bed, the gas is

equilibrated with respect to the methane steam reforming and shift reactions. Product

gas composition is determined by the thermodynamic equilibrium of these reactions at

the exit temperature and pressure of the reactor. The exit temperature is determined by

the adiabatic heat balance based on the composition and flow of the feed, steam, and

oxygen added to the reactor. The product gas is completely free of soot and oxygen.

It is essential that the combined design of burner, catalyst, and reactor ensures

that the precursors are destroyed by the catalyst bed to avoid soot formation. The

soot limit, that is, the S/C ratio at which soot formation starts, has been investigated
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by experiment at many combinations of temperature, pressure, so that prediction of

acceptable operating conditions for specific feedstocks is now possible.

Additional design parameters of the autothermal syngas generation system that

influence cost and thermal efficiency include:

• The preheat temperatures of oxygen and natural gas

The higher these temperatures are, the less oxygen will be used. The maximum

preheat temperatures are determined by safety factors and by the need to prevent

soot formation.

• The pressure of the steam generated in the waste heat reboiler

The higher the steam pressure, the more efficiently can energy be recovered from

steam, but the more costly the steam and boiler feed water treatment systems

become. The optimum steam pressure will be determined by the relative cost of

capital and energy.

The feasibility of soot-free operation of the ATR reactor at very low S/C ratio

was demonstrated in Haldor Topsøe’s Houston development unit in 1997–1999,

with further testing performed since then to explore the limits of the ATR technol-

ogy with respect to feed gas composition, pressure, and temperatures. Operation at

industrial scale at a S/C ratio of 0.6 was demonstrated in a South African plant in

1999 and has been in operation in Europe since the start of 2002 [16]. Two lines

have been in operation at Sasolburg since 2004. Haldor Topsøe’s ATR technology

was also selected for the Oryx plant that Qatar Petroleum and Sasol began operating

in 2006 and includes a 6,000 mtd syngas generator; for Chevron Nigeria’s

Escravos, Nigeria GTL plant scheduled for completion in 2011; and for the

methanol portion of Eurochem’s gas-to petrochemical complex planned in Lagos

State, Nigeria.

Sasol, Syntroleum, and ExxonMobil each have their own proprietary versions of

ATR. The most prevalent layout of the syngas production section is a combination

of adiabatic pre-reforming and fixed bed ATR. This layout results in high flexibility

for variations in natural gas feed and, if needed, in tail gas recycle gas compositions,

as well as the ability to reduce oxygen consumption per unit of syngas produced.

ExxonMobil employs a fluidized bed catalytic reformer. Steam-diluted oxygen

is fed to the reactor through nozzles, separately from the natural gas. The oxygen

reacts exothermically with natural gas in a burning zone near the oxygen inlet. The

balance of steam needed in the process is admixed with natural gas and fed at a level

below the oxygen inlet to the autothermal reaction zone. A mixture of nickel on

alumina catalyst may be combined with a solids diluent (alumina) to form the

fluidized bed. The fluidized bed reactor provides superior characteristics of heat and

mass transfer for autothermal reforming.

Another ATR approach under consideration is to use slurry bed F-T reactors in

series within each train, as the slurry system would facilitate the application of ATR

technology at large scale (>10,000 bpd). With this approach, water is removed

between stages to enhance the reactant partial pressures in the downstream reactor

stage. The removal of other diluents (such as carbon dioxide) between stages may
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also be considered. This allows lower recycle ratios, increased steam production

from the reactor heat removal system, and decreased overall reactor volumes. These

advantages will not necessarily compensate for the increased complexity of needing

to use reactors in series at larger scale, and detailed studies are required to

determine the most cost-effective design approach.

Currently, the most attractive ATR syngas generation technology appears to be

oxygen-blown ATR at low S/C ratio. This technology has been chosen for F-T GTL

projects that are closest to realization. Extensive testing has proved that technology

is ready for application at a large industrial scale with S/C ratios down to 0.6.

Application of even lower S/C ratios has been demonstrated at small scale, and the

next generation ATR scheme is under development to cut the S/C ratio even lower,

to 0.4 or possibly 0.2 [17]. Such low S/C could decrease oxygen requirements and

boost the single-line capacity still further.

Two-step reforming is a variant of ATR wherein the exit gas from a fired tubular

reformer is further processed in an oxygen-blown, secondary reformer. In both

steps, the ATR is carried out in a refractory lined vessel containing a mixer/burner

and a catalyst bed. Conditions leading to soot formation are rigorously avoided.

Gas-Heated Reforming/Heat Exchange Reforming (GHR/HER)

Another technology that produces suitable synthesis gas for GTL units is

a combination of steam reforming and ATR, performed in separate units, in

a process referred to as gas-heated reforming, GHR, or heat exchange reforming,

HER. The concept is to use heat available from process gas downstream of the ATR

for steam reforming, in a heat exchanger type reactor. The purpose is to reduce

oxygen consumption and increase carbon efficiency by optimizing the recycle of

tail gas – beyond the range possible with ATR alone – and to achieve this without

additional firing that would create an undesired excess of water. The gas-heated

reformer is a compact alternative to the fired steam reformer wherein high-grade

heat is recycled while the S/C ratio remains below 0.6 [18].

Conventional reformers provide the needed heat by combustion of fuel at

atmospheric pressure in a refractory lined duct. Because the convective heat

transfer coefficient of a GHR is considerably higher at the elevated pressures of

its hot gas side, unit size reductions claimed can be 10–15 times smaller than

conventional tubular steam methane reformers. The absence of combustion flue

gases results in an inherently higher thermal efficiency for a GHR, since no

combustion heat is lost with the warm flue gases discharged to the atmosphere

from the stack. Furthermore, the reduced power consumption, which results from

eliminating the need for the associated steam methane reformer air and flue gas

blowers, contributes to the overall energy saving of a GHR. Much of this thermal

efficiency advantage may be offset, however, by the need to generate additional

262 M. Asaro and R.M. Smith



steam externally in an off-site boiler in order to compensate for the lost waste heat

recovery potential of a conventional reformer system.

GHR can be combined with ATR to reduce energy consumption and enable

the use of smaller air separation plants, while reducing CO2 emissions possibly

by as much as 50%. In addition, these GHR/ATR schemes allow shrinking of the

required high-pressure steam system and reduction in size of steam turbines.

Both series and parallel arrangements of GHR with ATR have been studied and

are depicted in Fig. 8.2 [18]. In the series arrangement of HER/GHR, all gas

passes through the steam reforming unit and then the ATR. The lower limit for

the S/C ratio is typically determined by the steam reforming catalyst [19].

The parallel arrangement allows individual optimization of the S/C ratio by

feeding the two reformers independently.

GHR has been employed since the 1980s in some ammonia and methanol plants.

In the past, highly efficient GHR was not viewed as an option for high capacity

syngas production, mainly because of concerns about metal dusting corrosion. This

reformer must operate at higher temperatures in the parallel arrangement than in the

series arrangement, to obtain a low methane leakage. Higher operating

temperatures may lead to higher cost and more severe conditions, and the main

challenge in both series and parallel arrangements is preventing metal dusting

corrosion on the shell side of the heat exchange reformer. Mechanical design,

including choice of materials of construction, is critical.

A heat exchange reformer designed by Haldor Topsøe for operating in tandem

with an ATR at a low S/C ratio was started up at Sasol’s facilities in Secunda, South

Africa, in early 2003 [16, 20]. The project at Secunda (also referred to as “process

gas-heated reforming” or PGR) involved revamping an existing ATR for an

increase in syngas production capacity of 30% via GHR.

Cooled
syngas

Fully
converted
methane

Fully
converted
methane

GHR ATR

Cooled
syngas

Parallel configurationSeries configuration

ATRGHR

Methane
and steam

Partly converted
methane

Oxygen
and

steam

Oxygen
and

steam

Methane and steam

Fig. 8.2 Series and parallel configuration of the combination of GHR and ATR [18]
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Engineers at Johnson Matthey have stated that with mechanical design and

configuration improvements, GHR/ATR technology is likely to deliver better

efficiency and lower operating costs than conventional ATR for F-T GTL plants

of the future. In addition, Air Products and Toyo Engineering Corporation have

each studied GHR technology. Although commercial F-T GTL plants using

ATR/GHR combinations have yet been built, retrofit projects at large-scale

methanol and GTL plants are possible, as well as potential applications of

ATR/GHR in refinery hydrogen plants.

Air Blown Autothermal Reforming

It is possible to use air instead of purified oxygen as oxidant in autothermal

reforming, and an F-T synthesis process based on air blown ATR was developed

by Syntroleum Corporation and demonstrated in their plant in Tulsa, Oklahoma,

in 2002–2003. In a very similar operation, air blown secondary reforming is used

extensively in the production of synthesis gas in ammonia manufacture. The

main advantage for air blown processes is that no air separation unit will be

required, which could be a strategic advantage for smaller scale, offshore, barge

mounted F-T GTL units. For large-scale land-based units, it may present certain

restrictions on the energy system configuration of the plant. The savings of

eliminating the capital cost of an air separation cost will be offset by the need

for compression of incoming air, for example, which will result perhaps in as

much as 50% more power required than that required to produce oxygen.

In addition, the increased volumetric flow of nitrogen-diluted syngas will make

all downstream equipment through the F-T synthesis reactors larger. Also, the high

content of nitrogen in the synthesis gas excludes the use of internal recycle in the F-T

synthesis section and external recycle of tail gas from the F-T reactor back to the

syngas section of the plant is excluded. This means that all tail gas must be used as

fuel, which because of the high nitrogen content will be of poor quality. At

a conversion of hydrogen and CO in the synthesis gas of about 70%, the heating

value of the tail gas will be so low that it will not burn unassisted. Either supplemen-

tal fuel or catalytic combustion will be required if the energy content in the tail gas is

converted to power, and a large amount of power will be generated for export. This

may be desirable, however, in remote locations where power may be in short supply.

Partial Oxidation (POx) and Catalytic Partial
Oxidation (CPOx) Reforming

When the quantity of oxidant (O2) added to methane is very low and the reaction

temperature is raised significantly, uncatalyzed partial combustion of pretreated

natural gas occurs. This homogeneous reaction is referred to as gasification or
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partial oxidation (POx). The resulting syngas is quenched or cooled by steam

production, and carbonaceous by-products such as soot are removed by washing.

The formation of carbonaceous by-products influences carbon efficiency. For

partial oxidation, the syngas H2/CO ratio produced is slightly below 2.0, which is

closest to the optimum needed for the Fischer–Tropsch or methanol syntheses. This

low H2/CO ratio gas results from very little, if any, steam use in the process. Due to

the absence of catalyst, the reformer operates at an exit temperature of about

1,300–1,400�C. This high temperature and the absence of catalyst have the follow-

ing disadvantages as compared to an autothermal reformer.

• Formation of soot and much higher levels of ammonia and HCN appear in the

syngas, compared to ATR, which necessitates the use of a scrubber to clean the

gas.

• Higher consumption of oxygen.

• Due to the absence of a water gas shift reaction with the POx catalyst, the

unconverted methane as well as the methane produced by the Fischer–Tropsch

reaction cannot be recycled to the reformer without first removing the CO2 from

the Fischer–Tropsch tail gas.

Depending on the energy needs of the plant, the syngas from the POx reformer

can either be cooled by means of a water quench or by the production of steam in

a heat exchanger. A quench system is the less costly of the two approaches but is

also less thermally efficient. In designing a POx-based GTL plant, the choice

between a quench or a waste heat boiler will depend on the relative cost of capital

and energy. As mentioned above, CO2-rich tail gas separated from the syngas may

be recycled to the partial oxidation reactor to improve carbon yield. If recycle is

used, the gas production in the POx units must be supplemented by high

hydrogen content syngas in an auxiliary steam reformer, as in the Shell process.

In Shell’s Bintulu GTL plant, each POx unit originally had a capacity rating for

production of 3,000 bbl/day of F-T products. Shell has recently scaled up their

gasification units to enable production of 10,000 bbl/day of F-T product

equivalents.

When a catalyst is employed to assist the partial oxidation, the process is referred

to as catalytic partial oxidation (CPOx). The catalyst increases the activity of

natural gas conversion and, therefore, provides options for higher throughput,

lower operating temperature, or both.

CPOx with no burner (flame) was first practiced on a small scale at low

pressures in the 1950s by Haldor Topsøe, and then later with higher pressures by

Lurgi. Early versions of CPOx used premixing of hydrocarbon/steam feed and

oxygen, with an ignition catalyst placed on top of a fixed bed catalyst, similar to

the catalyst used in an ATR-based unit and operating with similar space

velocities. Today’s CPOx versions feature a combined catalyst system

performing both ignition and partial oxidation. The noble metal catalyst operates

at very low residence time (very high space velocity). The hydrocarbon feed

stream, oxygen, and steam are mixed upstream from the catalytic reactor. All

chemical conversion takes place in the reactor and no burner is used. The exit
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gas composition from CPOx is similar to the exit gas from ATR, given like

amount and properties (temperature, pressure, composition) of the inlet streams.

The main potential advantage of catalytic partial oxidation is the smaller size of

the reactor. There are also potential disadvantages that will likely outweigh the

savings in the cost of the reactor, which is rather modest relative to the total

investment in the syngas generation section. The main disadvantages of CPOx

relate to the premixing of natural gas hydrocarbon feed and oxygen. The need to

premix excludes combinations of CPOx linked in a series arrangement, in particular

with pre-reforming or heat exchange reforming, for safety reasons. Premixing

hydrocarbon feed with oxygen limits the applicable reactor preheat temperatures

to rather low values, kept below the self-ignition temperature of the mixture to

maintain control when premixing oxygen and hydrocarbon. A feed gas mixture

containing methane and oxygen may spontaneously ignite at temperatures above

the autoignition temperature, depending on the actual gas properties, and the

industry does not yet have confidence that this issue has been adequately addressed.

When consumption of natural gas and oxygen are compared for CPOx and

a combination of pre-reforming and ATR, consumption of both gases are

significantly higher for CPOx than for the combination of pre-reforming and

ATR. The main reason is that with CPOx operating at a lower inlet temperature

than ATR (250–450�C vs. 600�C), a significant part of the hydrocarbon feed is

combusted to CO2 and steam (using the larger amount of oxygen) to generate

heat to reach the desired syngas exit temperature of 1,050�C.
Considering that a large portion of the syngas process section of a F-T plant is for

the air separation unit, CPOx does not appear to be economical under these

conditions. CPOx was being investigated by ConocoPhillips but they have recently

discontinued this approach.

An alternative for CPOx could be the use of air as an oxidant. This alternative is

being pursued by many as a basis for fuel processing systems for fuel cells. For

GTL and similar applications operating at high pressures, however, the issue of

safety still remains even with air, although to a lesser extent than with oxygen.

Oxygen consumption may be conserved (to an amount about 10% less than the

amount required for the ATR reactors) if the inlet temperature can be safely raised

to a higher level (about 480�C) with a lower oxygen content in the hydrocarbon/

oxygen mix. Additional operational issues with CPOx include concerns

about catalyst life, carbon dusting, and combustion “flash back” potential in an

integrated F-T GTL process plant.

The combination of POx and conventional steam reforming appears to be the

nearest competitor to ATR technology. However, catalytic partial oxidation, either

oxygen or air blown, does not appear to offer sufficient advantages to outweigh its

limitations with respect to operating conditions and inherent safety concerns. CPOx

seems to require an oxygen consumption boost, and it is unclear whether this need

can be adequately diminished. CPOx is not expected to be important in the GTL

industry in general, even if successfully developed for commercialization.
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Catalytic Membrane Reactors

Catalytic membrane reactors (CMR) are based on the concept that selective transport

of reactant(s) or product(s) can influence an equilibrium-limited reaction to proceed

further in the forward direction. The combination of SMR and the WGSR is equilib-

rium limited, and H2-selective membranes have been used to lower the temperature

required for SMR by facilitating the selective removal of H2 as it forms. Both dense

(mostly palladium) and porous (such as silica or alumina) H2-perselective membranes

have been studied [21]. Throughput limitations, membrane stability, and cost com-

bined with the ready availability of several other reforming technologies have thus far

hampered commercial development of H2-permselective membrane reactors for

reforming applications.

Another approach to CMR for methane reforming allows a selective passage of

reactant oxygen. Nonporous membranes prepared from perovskites or similar ceramic

materials allow ionic transport of oxygen from air at low pressure, with up to 100%

selectivity for O2. The selectively transported oxygen moves into a reaction mixture at

low partial pressure of oxygen, against a large difference in total pressure.

Process concepts based on the use of O2-selective CMR eliminate the need for an

air separation unit (ASU) and associated large compressors. Successful elimination of

the ASU would impart significant economic potential for this technology; however,

difficulties with CMR would need to be overcome first. One problem is in mechanical

design, including the mechanical integrity of the membranes and also the membrane-

to-metal junctions. Significant consortia efforts formedwithUSDOE funding led to the

development of two novel technologies, known as ITM (ion transport membrane) and

OTM (oxygen transport membrane).

Because the production of synthesis gas from natural gas by oxygen-blown ATR

accounts for about 60% of the total capital cost of the GTL plant, the ATR and

cryogenicASU are the twomost capital-intensive components in the syngas generation

process section. ITM/ITM Syngas technology aims to lower capital intensity by

combining the ASU and ATR units into a single reactor. In the ITM/ITM Syngas

process, O2 in air is selectively reduced and transported across the membrane to the

other side, where it partially oxidizes methane to form syngas. The ITM/ITM Syngas

concept is particularly attractive for use in locations where space for an ASUwould be

limited, such as on an offshore platform. The ITM Syngas Team, led by Air Products,

has estimated capital cost savings of greater than 30% over a conventional ATR with

ASU, aswell as an increase in overall fuel efficiency to 61%versus 58% forATR/ASU,

with up to 40% less deck space required [22].

OTM oxygen technology aims to lower capital intensity by replacing cryogenic

ASU technology with membrane reactors that allow O2 to selectively pass through

the ceramic membrane to the other side, where it partially oxidizes methane to form

syngas. The OTM Alliance team, led by Praxair, focused intensively on materials

development [23]. This DOE program ended in 2004 and does not appear to be

progressing toward commercialization at this time. The OTM approach also has
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been studied in combination with electrochemical pumping of O2 [24] and with

CO2 capture using a solid sorbent [25].

Although membrane materials with satisfactory oxygen permeability at the

relevant conditions do exist and progress has been made, the level of oxygen flux

in all cases still requires improvement. Concerns persist over mechanical integrity

and stability with time. Catalytic membrane reactors are still under development,

and it is not possible to predict at this time whether or when CMR will be

successfully developed for commercial use. The goal for further development of

CMR is to avoid the cost of an oxygen plant.

Pre-reforming and Post-reforming

Additional reforming may be performed upstream or downstream of the main

reformer unit, when the main furnace unit has limited heat transfer capability that

would otherwise limit overall conversion. The pre-reformer reaction breaks down

the heavier hydrocarbons (mostly propane and butane) to methane, upstream of the

reformer heater. Post-reforming uses an additional catalyst bed downstream of the

main reformer. A down-flow reactor is placed between the outlet transfer line and

the steam generator that recovers excess process heat. Adding a post-reformer

raises the effective residence time of the reacting gas and thereby boosts capacity.

Pre- and, in particular, post-reforming are often considered as retrofits, which may

be complicated by having insufficient space or inadequate metallurgy for the higher

heat burden.

Methane Reforming for Methanol/DME Synthesis

Synthesis gas production is best characterized by the generalized stoichiometric

ratio M (also referred to as the module), where M=(H2–CO2)/(CO + CO2). Ideally

M should be equal to 2.0 for methanol (or for F-T). For kinetic reasons, in order to

control by-products formation, a value slightly above 2.0 is normally preferred.

Because about 60% of the capital cost for a methanol plant is in the methane

reforming unit, research has aimed at improving reforming processes. Over the

years, three process concepts have been considered for preparing syngas targeted

for methanol synthesis, described below.

• Single-step tubular reforming

– Steam/carbon ratio = 2.4.

– Capacity range up to 2,500 t/day methanol equivalent.

– Availability of CO2 increases capacity where single-step tubular reforming is

attractive.
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In the past, the methanol industry was dominated by single-step, steam methane

reforming without the use of oxygen. Today, single-step reforming is considered

mainly for relatively small plants and for cases where CO2 is present in the

natural gas or is available on site or nearby from other sources such as an

ammonia plant.

• Two-step reforming

– Steam/carbon ratio = 1.5–1.8.

– Capacity range about 1,500–7,000 t/day methanol equivalent.

– Heavy natural gas makes two-step reforming less attractive compared to

single-step tubular reforming.

– Availability of CO2 is no advantage with two-step reforming.

Two-step reforming is a combination of a fired, tubular reformer and an oxygen-

blown secondary reformer. This concept was applied by Statoil and Conoco in

a 2,400 t/day methanol plant in Tjeldbergodden, Norway, commissioned in

1997. The facility has an annual capacity of about 900,000 t of methanol,

which corresponds to 25% of Europe’s total production capacity [26].

• ATR

– Steam/carbon ratio = 0.6–0.8.

– Capacity range about 5,000–10,000 t/day methanol equivalent.

– Heavy natural gas makes ATR less attractive.

– Availability of CO2 is no advantage.

– This scheme is most attractive for the production of fuel grade methanol.

Using ATR, the composition of synthesis gas is raised to have adequate hydro-

gen content by taking advantage of the WGSR with removal of CO2.

The main conclusions from early studies were that for relatively small plants

(<1,500 t/day methanol equivalent), single-step tubular reforming is advantageous

for syntheses gas production. For intermediate scale capacities (corresponding to

present world-scale capacities, about 1,500–3,500 t/day methanol), two-step

reforming is most attractive. For capacities above about 3,500 t/day, ATR or

a combination of ATR and SMR is preferred. For example, the Lurgi-combined

reforming process uses a combination of steam and autothermal reforming. Proven

single-line capacities for the oxygen plants associated with combined reforming

have increased to about 3,000 t/day, corresponding to about 7,000 t/day methanol

plant equivalent using two-step reforming, or about 5,000 t/day methanol plant

equivalent using ATR alone.

A new process concept for the synthesis loop for methanol has been devel-

oped and specially adapted to syngas production by ATR at low steam/carbon

ratios. In this scheme, CO2 removal is not applied. Instead, the gas composition

is adjusted by recovery and recycle of hydrogen from the purge gas from the

synthesis loop.
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Fischer–Tropsch Synthesis

The Fischer–Tropsch (F-T) reaction is a polymerization or oligomerization of carbon

monoxide performed catalytically under reducing conditions. As shown in Eq. 8.5, the

F-T reaction is thermodynamically favorable by virtue of high exothermicity. Cataly-

sis, temperature control, and downstream processing are used to provide a product

slate as close to that of target applications as possible.

nCOþ 2nþ 1ð ÞH2
 !CH3 � Cn�2H2n�4ð Þ � CH3

þ nH2O DH298 � �159kJ=mol CO
(8.5)

Fischer–Tropsch processes were originally developed for use in coal-to-liquid

(CTL) processes and are similar when applied to the syngas derived from natural

gas. The reader is referred to the CTL entry in this publication for additional

discussion of F-T performance variables, operating regimes, and product

distributions.

The primary differences between F-T processes applied for GTL and CTL are

the range of operating temperatures used, the type of catalyst used, and the type of

reactor used. These differences all relate to differing compositions of F-T syngas

feed in GTL versus CTL. The stoichiometry of the F-T reaction to make

hydrocarbons is about 2.1/1 in H2/CO as shown in Eq. 8.5. Syngas produced by

gasification of coal has a H2/CO ratio of 0.7–1.0 and is therefore stoichiometrically

deficient in hydrogen. Use of an iron-based catalyst for the F-T step of CTL is

typical because Fe concurrently catalyzes the water gas shift (WGS) reaction,

providing makeup hydrogen as per Eq. 8.6.

COþ H2O
 !CO2 þ H2 DH298 ¼ �41:2kJ=mol CO (8.6)

In contrast, as shown above in Eqs. 8.2–8.4, the H2/CO ratio of syngas produced

by reforming methane is at or in excess of the value of 2 required by the stoichiom-

etry of the F-T reaction. Thus iron F-T catalysts are less preferred for use in GTL

processes than cobalt F-T catalysts, which do not catalyze the WGS reaction.

Cobalt is effective in the low-temperature Fischer–Tropsch (LTFT) regime,

operated at about 220�C, and not for high-temperature Fischer–Tropsch (HTFT),

operated at about 340�C. At the higher temperatures, Co tends to make methane.

Iron F-T catalysts can be used in GTL processes, performed at low temperature

to lessen the contribution of iron-catalyzed WGS reaction. Operating in the LTFT

regime, a slurry bed reactor (SBR) is typically preferred for several reasons. One

reason is that the slurry bed uses a much lower catalyst loading than either the fixed

bed or fluidized bed reactor technologies used in HTFT processes. A second reason

is that the slurry bed can remove reaction heat more rapidly, to avoid temperature

increases that would result in undesired formation of high levels of methane, light

hydrocarbons, and, in the extreme, catalyst deactivation due to coking, sintering,

and disintegration. Deposition of carbon by the Boudouard disproportionation
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reaction, Eq. 8.7, is to be avoided, and the heat distribution imparted by the slurry

bed is advantageous. A third aspect favoring the slurry bed is that the resultant

steam to carbon (S/C) ratio is superior.

2CO !CðsÞ þ CO2 DH298 ¼ �83:4kJ=mol CO (8.7)

Even so, Shell does operate a fixed bed, Co-catalyzed F-T process in its GTL

plants in Malaysia and Qatar. Shell commissioned the Bintulu plant prior to the

widespread consideration of slurry bubble reactor technology for F-T processes and

stands by the fixed bed technology. One advantage of fixed beds over slurry beds is

the potential for a lesser degree of catalyst attrition that results from impacts and

shear forces in the latter.

Reaction Pathway

Fischer–Tropsch chemistry has long been recognized as in effect a polymerization

reaction, wherein the monomeric unit is the methylene group, –CH2– that is generated

in situ from carbon and hydrogen atoms of CO and H2. The basic steps of the F-T

reaction are as follows:

1. Adsorption of reactant, CO, on the catalyst surface

2. Chain initiation, by CO association followed by hydrogenation

3. Chain growth, by insertion of additional CO molecules followed by

hydrogenation

4. Chain termination, by reductive elimination of paraffin from catalyst surface or

by b-hydride elimination of olefin from catalyst surface

5. Desorption of product, from the catalyst surface

When tested under relatively comparable conditions, Fe and Co catalysts give

sufficiently similar carbon number distributions to suggest a common intermediate for

the different F-T metals. The predominance of linearity in F-T products and the

formation of terminal, a-olefins suggest that the intermediate responsible for chain

growth is a single-carbon unit. For at least the past 50 years, most researchers have

agreed that the product distribution observed in F-T is consistent with a single

intermediate and chain propagation mechanism for all products (with caveats for C1

and C2, vide infra). Research on the mechanism was most defining during the 1960s

and 1970s, and experiments and debate continue on the topic of what that single-

carbon unit is, and how it derives from the CO or, for iron, the CO or CO2 present.

Candidates include a surface-associated carbon, a metal methylene, a metal

hydroxycarbene, a metal alkyl, a metal alkoxide, or a metal carboxylate – a great

many choices for a reaction whose mechanism has been under investigation for about

a century.
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The mechanistic complexity of F-T chemistry is compounded by the use of

certain terms, such as carbide or carbene, by different researchers to denote

different intermediates. Table 8.2 shows the steps of the F-T reaction according

to various mechanisms currently under consideration in the field, presented as

composites that capture the essence of each step. The many descriptors in common

use for the mechanistic chemistry and intermediates are also provided.

Formation of C1 Species

The initial reaction of syngas with the F-T metal involves reduction of CO and

produces a metal-bound C1 species CH2, CHOH, or CH2OH. Metal-carbides have

also been considered for the C1 intermediate, forming by splitting of the C–O bond

with formation of water from the O and H2; however, the formation of carbides as

discrete species attached with strong, multiple bonds to the surface has been largely

discounted by isotopic tracer studies. Many people do still use the term “carbide” to

refer to a more loosely associated metal-C1 species, in what has been referred to as

the “modern carbide” mechanism. Surface carbiding of iron has been demonstrated

under F-T conditions, but Co does not become carbided unless H2 is absent. Given

that cobalt is a good hydrogenation catalyst, if formed during F-T the carbide would

be hydrogenated very quickly.

The intermediacy of immediate C–O bond cleavage and surface carbides need

not be invoked if CO itself is hydrogenated prior to C–O bond scission. Devising

experiments that would differentiate exactly to what degree the CO is associated

with the metal when scission occurs would be difficult under realistic F-T

conditions. In addition, work by Davis has shown that CO2 can initiate chain growth

in Fe catalysis (in which case an initial species would be formic acid) [27].

Chain Initiation and Propagation

Chain initiation occurs when the first C–C bond of the chain is formed, by coupling

of two initial C1 fragments or by insertion of carbon monoxide into a metal alkyl

bond (or possibly a metal alkoxide bond, in the postulated iron case). Propagation

occurs by successive insertion of carbene C1 species into the growing metal-

hydrocarbon chain, or by successive cycles of CO insertion and reduction at the

metal. The carbene terminology used here is that used by E.O. Fischer in his

pioneering discovery of species of this type and refers to any species M1C(A1)

(A2) or M2(A1)(A2), where A1 is hydrogen or carbon and A2 is hydrogen, carbon, or

oxygen. For monometallic M1, the bonding is formalized as M=C and for bimetallic

M2 the bonding is viewed as M-C-M. These M=CH2 or M–CH2–M carbenes are

highly reactive and are well known to insert into metal–carbon bonds, as required

by the F-T product distribution, under milder conditions and more quickly than

carbon monoxide does.
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Early studies performed by Pettit with 13C labeling strongly supported the

intermediacy of M=CH2 species [28]. Including 14C labeled alcohols and olefins

in the feed, Emmett found that enols of alkoxides can initiate chain growth. Much

of this early mechanistic work, as well as the concept that CO2 can initiate chain

growth (Fe catalysis), has been reviewed by Davis [29]. The propagation mecha-

nism also can be considered a carbene mechanism, in that the initial product of CO

reaction with a metal alkyl is M–C(=O)R, which has a tautomeric carbene form,

M+=C(O–)R. Formation of oxygenates could occur by insertion of CO, to give M–C

(=O)alkyl intermediates which are then reduced by H2. Alternatively the alcohols

could form by reductive elimination of metal surface-bound OH and the surface-

bound chain.

Chain Termination

The typical chain termination reaction is intramolecular, either reductive elimina-

tion or b-hydride elimination. Hydrogenation of a metal on which a chain is

actively growing allows for reductive elimination to give the saturated alkane.

Loss of an H atom from the beta-position of the chain (the second carbon away

from the metal) allows the formation of a metal-hydride and a p-bound olefin, the

latter then dissociating easily from the metal center to give an alpha-olefin. The b-
elimination is usually quite reversible, and chain growth may resume if an olefin

reinserts into the metal-hydride bond.

ASF Distribution

For F-T reactions, the number of moles of species with carbon number n decreases

exponentially with n. The weight fraction of product having carbon number, Wn, is

given by the Anderson–Schultz–Flory (ASF) distribution (Eq. 8.8):

Wn ¼ 1� að Þ2nan�1 (8.8)

The parameter a is the Schultz–Flory distribution factor and represents the ratio of
the rate of chain propagation to the rate of chain propagation plus the rate of chain

termination. The parameter a is the chain growth probability, and 1 � a is the

probability of chain termination. Both parameter a and parameter a are assumed to

be independent of chain length. Either value can be obtained graphically using Eq. 8.8

in log form, with analytical data for Wn as obtained, for example, using gas chroma-

tography. The a values for oxygenated products appear to be about the same as those

for hydrocarbons, which suggests that the products all form by the same or similar

chain propagation steps and with similar rates of chain termination, albeit with

different chain termination chemistries for the oxygenates, olefins, and paraffins.
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The parameter a is used most often to characterize product distribution. Values

of a > 0.9 are representative of processes producing high amounts of wax, a values
of about 0.8 maximize diesel cuts, and a values of about 0.7 are characteristic of

naphtha production.

F-T Catalysts

Early studies reported that the level of reaction activities of metal catalysts for the

Fischer–Tropsch reaction decline in the order Ru, Ni, Co, and Fe. Later studies

indicated that activities declined in the order Ru, Fe, Ni, and Co with alumina as

support, and in the order Co, Fe, Ru, and Ni with silica as support. In practice, Ru

gives rapid production of high molecular weight wax but this metal is cost-

preclusive and supply-limited at plant scale. Nickel gives predominantly methane

as product.

Commercially, Co appears to be more active than Fe in that the turnover rates

on Co catalysts are about three times higher than on Fe catalysts. In general the

observed rates depend on the diffusion rates of reactants and products migrating

in and out of the porous catalyst particles, as well as on the intrinsic rate of the

F-T reaction at the catalyst surface. The diffusion rates in turn depend on the

catalyst’s porosity, pore sizes, and particle size, and on whether or not liquid wax

is present within the catalyst particles.

The product distribution can be significantly influenced the through use of

promoters. The ability of numerous promoters to increase activity with Co catalysts

is well documented but their ability to affect selectivity is less clear. In general, any

promoter metal that can enhance the even distribution of reduced cobalt on the

internal and external surfaces of the catalyst particles could increase the number of

active sites available for chain growth and thereby increase the selectivity for wax.

Ruthenium appears to do this best, and lanthanum also helps. Rhenium is sometimes

used to promote chain growth with cobalt although reports of its efficacy vary.

The traditional industrial support materials for cobalt are alumina, silica, and

titania [30]. The choice of support material appears to have little effect on selectiv-

ity; however, catalysts using mesoporous supports such as MCM-41 have provided

somewhat increased C5+ selectivity [31].

The performance of iron catalysts is very dependent on the addition of strong

alkali promoters. Oxides of the alkali metals, particularly potassium, promote

formation of wax in LTFT catalysis by iron. Use of K2O also helps keep the iron

reduced in carbided form, which may promote the growth of longer chains. Not

only is selectivity markedly dependent on the amount of alkali present, but alkali

promoters also have a direct effect on the overall rate of reaction. For precipitated

iron catalysts, used for LTFT, catalyst activity decreases when the alkali content is

raised beyond a threshold level.
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Cobalt catalysts produce considerably less CO2 during F-T synthesis than do

iron catalysts. The partial pressures of water and CO2 affect selectivity, with

the pressure of CO2 being more relevant for iron than cobalt. Cobalt is a better

hydrogenation catalyst than iron, and the products of its F-T reaction tend to have

a lower olefin/paraffin ratio than those of iron.

Catalyst Beds and Reactors for F-T Synthesis

Axial temperature gradients, poor heat distribution with carbon deposition, and

scale-up limitation mean that multi-tubular reactors are usually not suitable for

commercial LTFT synthesis. The slurry bed reactor (SBR) is an attractive alterna-

tive to fixed bed reactors. When using precipitated catalysts of identical composi-

tion, a SBR system is as active as a fixed bed system despite the much lower catalyst

loading of the SBR. Slurry bed reactors have become the technology of choice for

companies planning new GTL plants, with the exception of Shell as noted above.

Both Sasol and Exxon have operated large demonstration slurry phase F-T units

with supported cobalt catalysts. A drawback of SBR technology to date is that

additional equipment is required to achieve near complete separation of the finely

divided catalyst from liquid wax in slurry systems.

Multi-tubular fixed beds do have advantages as research reactors, because they

are easy to operate. No equipment is required to separate the heavy wax product

from the catalyst, since the liquid wax simply trickles down the bed and is collected

in a downstream knock-out pot. Alternatively, laboratory studies may be performed

in high velocity, high recycle stirred tank reactors. By varying the fresh feed gas

flow to these units, the partial pressures and the kinetics at different conversion

levels (tantamount to different bed depths) can be determined.

Kinetics

Various kinetic equations based on research with laboratory reactors have been

generated for the F-T reaction. Equations 8.9–8.14 are representative examples of

kinetics proposed for Co systems.

r ¼ kPH2

2=PCO (8.9)

r ¼ aPCOPH2
= 1þbPCOð Þ2 (8.10)

r ¼ aPCOPH2O
0:5= 1þ bPCO þ cPH2O

0:5
� �2

(8.11)
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r ¼ aPCOPH2

2= 1þ bPCOPH2

2
� �

(8.12)

r ¼ c PH2O
0:5=PCO2

� �
= 1þ 0:93PH2

=PH2Oð Þ (8.13)

r ¼ d PH2
PCOð Þ=PCO þ 0:27PH2OÞ (8.14)

Equations 8.15–8.18 are representative of kinetics proposed or Fe systems.

r ¼ kPH2

0:6PCO
0:4 � fr0:5PH2O

0:5 (8.15)

r ¼ mPH2
PCO=ðPCO þ nPH2OÞ (8.16)

r ¼ aPCOPH2

2=ðPCOPH2
þ bPH2OÞ (8.17)

r ¼ aPCOPH2
=ðPCO þ bPH2O þ cPCO2

Þ (8.18)

Equation 8.10 for Co responds to an increase in pressure: as the pressure

increases, the F-T reaction rate decreases. Cobalt is much more resistant to oxida-

tion than iron, whether by oxygen or by water, which could account for the absence

of aPH2O term in kinetic equations for cobalt catalysts. Even so, Co crystals smaller

than a certain size (<5 mm) may be oxidized by water vapor and therefore a more

detailed kinetic equation for cobalt could include the partial pressure of water.

The kinetics of Fe catalysis are better studied than those for Co. Sasol performed

a large number of experiments and measurements in both fixed and fluidized bed

reactors to study iron-based catalyst activity in commercial HTFT and LTFT

processes. The key findings are as follows:

• Reaction rate is strongly dependent on hydrogen partial pressure. At low con-

version levels, reaction rate is solely dependent on hydrogen partial pressure.

• Reaction rate increases with the partial pressure of CO.

• The partial pressure of CO2 does not appear to have a direct effect on reaction

rate. It can, however, affect the partial pressures of other components via the

water gas shift reaction and thus may have an indirect effect.

• Reaction rate is markedly depressed by the partial pressure of water.

• The level of hydrocarbon products in the reactor has no apparent effect on F-T

reaction rate.

Based on these observations, a satisfactory rate equation for iron-based catalysts

is given by Eq. 8.19:

r ¼ mPH2
PCO=ðPCO þ aPH2OÞ;

where a ¼ kH2O=kCO
(8.19)
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The above kinetic expression is speculative but has been shown to estimate the

overall conversion for both HTFT and LTFT reactors. This kinetic equation also

predicts that if the total pressure of the gas feed is increased, the rate is increased by

the same factor, that is, the residence time in the catalyst bed remains the same and

the degree of conversion remains unchanged. This means that the production rate is

increased in proportion to the increase in pressure. Pilot plant tests at Sasol for both

the fixed bed LTFT and the fluidized bed HTFT operations confirmed these kinetic

predictions.

Given that reforming methane gives as much or more H2 as needed for the

F-T reaction, the presence of water gas shift chemistry in the F-T reactor could

easily become a liability to efficiency of a GTL process. Using the same reactor

under the same operating conditions and feed gas flow, a Co catalyst system will

have a much higher syngas conversion than an iron catalyst. With an iron catalyst,

after water has been condensed out a larger portion of the tail gas is recycled to

the reactor. This means that more reactors are required and there is also a greater

need to recycle, both of which increase the total fixed capital and operating costs.

Commercial Activities in the Fischer–Tropsch Synthesis

In 1993, two large-scale F-T plants were built specifically for operation with natural

gas (as opposed to coal). Backed with funding from the South African government,

Mossgas (now PetroSA) began operating a 22,000 bbl/day plant using Sasol

technology. The gas is produced from a South African offshore field. Also that

year, Shell built a 10,000 bbl/day plant at Bintulu, Malaysia. The $600 million plant

was expanded to 12,500 bbl/day in May 2000, after a fire destroyed the oxygen

plant. Also in 1993, a plant designed by Rentech was built in Colorado Springs,

Colorado for conversion of landfill gas to liquids. A lack of methane from the

landfill shut down the plant.

A joint venture of Qatar Petroleum and Qatar Shell has recently built a GTL

plant in Ras Laffan Industrial City, Qatar, using Shells’ cobalt-catalyzed, fixed bed

technology. The project is referred to as Pearl and is scheduled for the latter part of

2011. At $18+ billion, the cost of Pearl significantly exceeded budget. This may

have resulted at least in part from the incorporation of an additional facility, for

producing NGL, into the design. Pearl is expected to generate a total of 140,000 bbl/

day in two trains operating at full nameplate capacity, making this plant the world’s

largest GTL project [32]. In addition Pearl has a capacity for 120,000 barrel of oil

equivalents total per day of NGL from two trains. Another new GTL plant has been

under construction recently in Qatar, by Sasol, and was operating at about 55% of

nameplate capacity in 2010.
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F-T Product Upgrading

Conversion of syngas through the F-T process leads to a distribution of products

essentially consisting of n-paraffins (>90%) and smaller percentages of alcohols,

olefins, and methane. Typical hydrocarbon product cut weight fractions are shown

in Table 8.3.

A consequence of aliphatic chain growth by one-carbon units is the theoretical

impossibility of synthesizing a F-T product having a narrow range of chain length.

This wide molecular weight range of the raw F-T product slate means that down-

stream separations and refining must be used to create fractions for specific end

uses. The crude product from the F-T reaction is most commonly separated into

a light, relatively low boiling condensate fraction and a heavy, high boiling wax

fraction. A typical boiling range cut temperature would be 372�C. The condensate
fraction is a liquid that can be shipped from a remote area to a refinery site for

upgrading. Condensate containing, for example, C4–C15 products is further

separated, into cold separator liquid and hot separator liquid. The cold separator

liquid contains C5+ in the boiling range of <260�C, retains about 95% of the total

oxygenates produced, and has sufficiently low olefin concentration that

hydrogenation is unnecessary. The hot separator liquid contains mostly

hydrocarbons and has a boiling range of 260–372�C.

Hydrocracking Heavy Paraffins (Wax)

The C16+ reactor wax may be upgraded by various hydroconversion reactions includ-

ing hydrocracking, hydroisomerization, catalytic dewaxing, isodewaxing, or various

combinations thereof, to produce middle distillates for use as fuels, lubricants,

chemicals, and specialty materials such as nontoxic drilling oils, technical and medici-

nal grade white oils, chemical raw materials monomers, polymers, emulsions,

isoparaffinic solvents, and other specialty products. For example, wax from F-T

synthesis is typically first hydrofined, to eliminate alkenes and oxygenated compounds,

and then fractionated into different grades of product waxes. The waxes can be sold

directly or hydroprocessed by recycle to extinction to yield high quality diesel and

kerosene fuels.

Table 8.3 Hydrocarbon weight fractions in typical F-T product

Product cut Carbon No. wt%

Gas C1–C4 2.5

Naphtha C5–C9 6.7

Diesel C10–C19 18.5

Soft wax C20–C34 27.3

Hard wax C35+ 45.0
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Hydrocracking is the most relevant upgrading process, including for maximum

production of diesel fuels. Hydrocracking heavy paraffins serves to lower the

boiling range of product from that of wax to that of middle distillates, and to

improve the cold flow properties of F-T diesel with branched molecules formed

during hydrocracking. Because F-T products are predominantly linear, especially

those from LTFT, the raw middle distillates have very poor cold flow properties that

would hamper their use as transportation fuel unless subjected to hydrocracking.

Another property affected by hydrocracking is the cetane number of diesel. As

the pressure of a LTFT reactor increases, the selectivity for wax increases, the

degree of branching decreases, and consequently the cetane number of downstream

diesel cuts decreases. Subsequent selective hydrocracking of crude wax makes the

largest contribution to the final diesel fuel pool. Some chain branching occurs

during hydrocracking and thus the cetane number of the diesel fuel produced is

somewhat lower than that of straight run F-T diesel. The final diesel pool, however,

has a cetane number above 70 – significantly superior to the cetane number for

refinery naphtha, which varies from 40 to 50.

Upgrading wax by hydrocracking to middle distillates gives naphtha as the main

coproduct. The naphtha fraction may be upgraded to gasoline, via catalytic

reforming, or used as a steam cracker feedstock for olefins production. Converting

these two naphtha cuts into on-specification gasoline would require a considerable

amount of further octane number upgrading. However, this naphtha consists almost

entirely of linear alkanes and therefore makes excellent feedstock for production of

ethylene by steam cracking, giving much higher selectivity for ethylene than that

obtained from steam cracking of naphtha obtained from crude oil.

Feeds derived from LTFT can be hydrocracked under much milder conditions

than typical feeds such as vacuum gas oils that are derived from crude oil. In the

hydrocracking of crude oil-derived feeds, typically pressures as high as 150 atm

are required to prevent coking of the catalyst by aromatic compounds. This is not

necessary with paraffinic feeds, wherein LTFT products are hydrocracked at

pressures from 35 to 70 atm using commercial hydrocracking catalysts. The

relatively low levels of oxygenates, mainly alcohols and lesser amounts of acids

or carbonyls, present in F-T waxes are easily and completely hydrodeoxygenated.

The refining of syncrude is often performed in a separate facility from the

upstream GTL process. For direct on-site F-T reaction product upgrading, how-

ever, the hot separator liquid cut may be combined with F-T wax and processed

under much milder conditions than typical crude oil–derived feeds. Conventional

hydrocracking of refinery feedstocks is performed in a fixed bed reactor using

multiple or single Co/Mo catalyst compositions under operating pressures as high

as 2,500 psi, using conventional technologies such as those offered for license by

Chevron or UOP. The high operating pressure is required to prevent coking of the

catalyst by aromatic compounds contained in the feed. Such high pressures are not

required when hydroprocessing paraffinic feeds from LTFT synthesis, which do

not contain aromatics, and lower pressures between 500 and 1,000 psi are used to

hydrocrack LTFT products with commercial hydrocracking catalysts. During this

process, the oxygenates present in the feed are easily and completely
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hydrodeoxygenated. Typical hydrocracking conditions for F-T products entail

operating temperatures of 320–450�C, pressures of 1,000–1,500 psi, and hydrogen
treat rates of 500–5,000 scf/bbl.

The low sulfur content of syngas from natural gas enables consideration of hydro-

cracking catalysts containing a noble metal component, particularly platinum, instead

of the less expensive, conventional sulfur-resistant Co/Mo catalysts. Platinum leads to

higher hydroisomerization activity and less severe hydroprocessing conditions, with

better low-temperature performance of the resultant diesel fuel. For example,

ExxonMobil’s hydroisomerization process uses a noble metal catalyst to increase the

amount of isoparaffins in the distillate fuel and to help the fuel meet pour point and

cloud point specifications without the need for additives. Hydroisomerization may be

carried out with a single Pt-based catalyst in a fixed bed reactor. Preferred operating

conditions use a temperature range of 260–400�C, a pressure range between 500 and

1,000 psi, and a hydrogen treat rate of 1,000–4,000 scf/bbl, and heavywax products are

recycled to extinction through the hydrocracking process.

The processing pressure is dependent on the hydrogenation capacity of the

catalyst. When the hydrogen partial pressure is too low, dehydrocyclization of the

paraffins starts to occur with the formation of polynuclear aromatics, which eventu-

ally would lead to deactivation of the catalyst due to coking. Lower hydrogen/wax

ratios lead to a decrease of conversion rate of the C22+ fraction and, after adjustment

of reaction conditions to achieve the same conversion levels, an increase of both the

isoparaffin content and the selectivity to products lighter than diesel.

Isoparaffin content also increases with operating pressure. The hydrocracking

process has to meet the following conditions:

• The chain length of the hydrocracked fragments should be predominantly in the

desired product’s carbon number range.

• The components above said desired range should be hydrocracked in preference

to those that are already within or below the desired range.

• The production of less commercially attractive species, for example, light

hydrocarbon gases, should be minimized.

Due to the clean nature of the feed, non-sulfided hydrocracking catalysts

containing a noble metal component such as platinum can be considered. The use

of noble metal catalysts leads to higher hydroisomerization activity and conse-

quently better low-temperature characteristics for the diesel product. Most probably

all C14+ material would be treated using such catalysts, due to the enhancement of

cold flow properties resulting from simultaneous isomerization and hydrocracking.

A high blending cetane value is retained, and very little of the diesel range material

in the feed is degraded into naphtha and kerosene. Catalysis using a noble metal on

amorphous silica-alumina is likely to be the preferred approach for maximum

production of diesel blending material.

There are many technology licensors for hydroconversion processes, including

ChevronTexaco, UOP, IFP (Axens), Criterion, and Haldor Topsøe. Catalysts can be

obtained from these companies as well as from Akzo Nobel and Sud-Chemie,

among others.
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Hydrotreating Light Paraffins

Hydrogenation is less costly than hydrocracking. For large-scale plants,

a condensate hydrotreater should be used to process hydrocarbons that are already

lighter than the desired middle distillates and also for straight run middle distillates

if cold flow properties are not an issue. A condensate fractionator may be employed

if it is desired to produce linear paraffin products. The condensate fractionator can

also serve to remove light gases in order to stabilize the condensate for intermediate

storage at atmospheric pressure. If a nearby naphtha cracker is available, then the

condensate fractionator will provide a naphtha product that need not be

hydrogenated to ensure storage stability. Also, a kerosene fraction can be separated

using the condensate fractionator.

If both hydrotreating and hydrocracking are used, they may be operated at the same

pressure and use a common hydrogen loop. Alternatively, the hydrotreater can be

operated in a once through mode, at lower pressure, and the hydrogen tail gas then

subsequently pressurized and fed to the hydrocracker loop. For a 30,000 bbl/day

equivalent product upgrading system comprised of hydrocracking and hydrotreating,

the size of the unit is comparable to those used in oil refineries. There aremany process

configurations possible depending on site-specific factors like plant capacity, available

land, and possible integration with other facilities.

While product upgrading schemes center around three fuel products (diesel, LPG,

and naphtha), the upgrading plant is quite amenable to different configurations if the

market demand so indicates. Even with cracking and hydrotreating, the ASF distri-

bution means that the F-T process and its associated refinery produce other transpor-

tation fuel and products beyond middle distillates. Other saleable products may

include solvents, kerosene, jet fuel, illuminating paraffins (sold for use in lighting

and appliances in South Africa), and base oils (for lubricant products). Maximizing

the recovery of the higher boiling jet fuel while maintaining diesel production will

tend to increase economic return.

LTFT Naphtha and Blends

Four LTFT naphthas can be produced using process configurations summarized

below in Table 8.4.

Table 8.4 Process schemes for production of LTFT naphtha

F-T naphtha Production scheme

SR Straight run Fractionation of F-T condensate

HT SR Hydrogenated straight run Fractionating and hydrotreating of F-T condensate

HX Hydrocracked Fractionating and hydrocracking of F-T wax

SPD Slurry phase distillate Blend of HT SR and HX naphthas
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The slurry phase distillate (SPD) naphtha is an excellent feed for the production

of lower olefins, particularly ethylene, by steam cracking. Such paraffinic naphtha

feed demands less feedstock and lower energy consumption in the cracking process

than naphthas from other sources. The optimum olefin yields and selectivities

obtainable from any naphtha depend on the cracking severity at commercial

conditions. The mass ratio of light olefins, propylene/ethylene (P/E), has an inverse

relationship to the cracking severity. High P/E values correspond to low severities

and also lower coproduction of methane.

The LTFT naphthas other than SR are essentially entirely paraffinic and therefore

have compositions far from those of high-octane naphthas useful in gasoline blends.

Even so, the conventional naphthas typically require that the refiner improve cold

flow characteristics by changing the boiling point, for compatibility with low-

temperature operation. Blends of SPD naphtha with conventional diesels could be

used to meet winter grade fuel specifications without decreasing the production

volume of diesel and other light products obtained from oil refining. Including F-T

naphtha in blends can assist refiners in meeting low sulfur specifications in fuels that

have sulfur content near zero (below 1 ppm).

The projected threshold for economic viability of F-T GTL technology, in terms

of crude oil price, is now at about $70–75 per BOE. This threshold is based on

recycle of reformed NGL (vs. production of NGL for market sales). The investment

cost for a modest scale GTL facility producing predominately diesel fuel has been

estimated at about $1.1 billion [7]. There are then further opportunities to add value

by producing base oils and waxes.

This $1 billion investment value may be taken as a starting point when estimating

actual investment costs for a first-of-a-kind plant. There is a substantial gap between

such estimate and the final cost of, for example, Pearl. In the Pearl project, the initial

configuration was changed to one utilizing NGL for market sales and also the builders

experienced escalating capital costs, due to a shortage of major equipment, procure-

ment delays, shortage of skilled engineering labor, and an increased number of

reactors from an initially conservative estimate, among other contributing cost

factors.

Methanol

General Process Description

Currently the majority of methanol is synthesized from syngas produced from

natural gas, using autothermal reforming, steam reforming, or a combination of

steam reforming and autothermal reforming. Most existing commercial plants use

steam reforming. Incoming pressurized natural gas feed is preheated and passed

through a zinc oxide catalyst bed to remove sulfur compounds that would otherwise

poison downstream catalysts. Steam is added to the natural gas stream before it
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enters the reformer. A typical reformer is a large high-temperature furnace

containing a number of vertical tubes that are filled with a nickel catalyst. Once

the natural gas is reformed, the resulting synthesis gas is cooled to about 30�C,
condensed water is separated from the gas in a process gas separator, and the syngas

is compressed using a steam turbine compressor that uses steam generated in an

economizer on the syngas outlet from the reformer.

Compressed syngas containing H2, CO, and CO2 is fed to a methanol synthesis

reactor that uses a copper catalyst. The methanol reactor outlet gas is cooled to

about 40�C and then passed to a pressure letdown tank where unreacted synthesis

gas is separated from the product methanol and water. A portion of this unreacted

syngas stream is purged and burned as fuel, while the majority is compressed by

a recirculating compressor and remixed with feed synthesis gas (from the upstream

syngas compressor). The unreacted syngas is thus recirculated back to the methanol

reactor, resulting in an overall conversion efficiency of 99%.

Crude methanol collected in the letdown tank usually contains up to 18% water

plus impurities such as methyl formate, higher alcohols, ketones, ethers, and esters.

This is stored at atmospheric pressure in an intermediate storage tank and later fed

to a distillation plant. The distillation plant may be configured in a variety of ways.

A typical distillation plant consists of a single distillation column that removes the

light ends including dissolved gases, dimethyl ether, methyl formate, and acetone

that are burned as fuel. Bottoms from the light ends column are sent to a system that

consists of two distillation columns, both of which deliver pure methanol overhead

and sequentially remove water and heavy ends such as higher alcohols, ketones, and

esters (formed by esterification of lower alcohols with formic, acetic, and propionic

acids in column bottoms). Water from the bottoms of the first distillation column is

discharged to the process sewer system, while heavier ends separated as bottoms in

the second methanol recovery column are sent to the reformer furnace fuel system

for combustion. The methanol is at least 99.8% pure after this distillation and is

transferred from temporary storage to final product storage tanks where it is directly

pumped into ships, railcars, or trucks for delivery to customers and distributors.

Reaction Pathway

Chemical reactions considered in methanol synthesis are shown in Eqs. 8.6, 8.20,

and 8.21.

H2OþCO ! H2þCO2 DH¼�41:2kJ=mol CO (8.6)

CO2 þ 3H2
 ! CH3OHþ H2O

DH¼� 49:0kJ=mol CO2

(8.20)

COþ 2H2
 ! CH3OH DH ¼ �90:1 kJ=mol CO (8.21)
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Both CO and CO2 are reactive in the synthesis. Coupling the methanol synthesis

with the water gas shift reaction (Eq. 8.6) allows a larger quantity of carbon to

become available for most efficient synthesis. Although the direct hydrogenation of

either CO2 or CO to methanol is thermodynamically favorable (Eqs. 8.20 and 8.21,

respectively), the activation energy for direct hydrogenation is apparently too high

and instead the reaction proceeds through a different mechanistic pathway.

The reaction of syngas to produce methanol is about 100 times slower if CO2 is

not also present in the mix. Until as recently as the 1990s, the role of CO2 in

methanol synthesis was unclear. The water gas shift activity of Cu catalysts is so

high that it was difficult to delineate the roles of CO and CO2 in methanol synthesis.

Isotopic labeling studies have now unequivocally shown that CO2 is the source of

carbon in methanol. The CO undergoes the WGS reaction to make H2 and CO2. The

CO2 is thought to keep the catalyst in an intermediate oxidation state, thus

preventing the reduction of ZnO followed by the formation of brass.

A long-held mechanism for catalytic methanol synthesis proceeds through

a metal-bound formate intermediate, formed by hydrogenation [33, 34]. As

depicted in Eqs. 8.20–8.24, CO2 is adsorbed onto the catalyst surface [35], where

it reacts with a partially oxidized methane intermediate to form a carbonate, which

is then hydrogenated. This intermediate is then further hydrogenated in the rate-

limiting step. The copper catalyst sites have high activity for splitting the first C–O

bond of CO2 that helps maintain the oxidation state of the active copper sites. At

high concentrations, however, CO2 actually decreases catalyst activity and inhibits

methanol synthesis. The feed gas composition for methanol synthesis is typically

adjusted to contain 4–8% CO2 for maximum activity and selectivity. Although Cu

has water gas shift activity, excessive water causes deactivation by blocking active

sites. Site blocking lowers catalyst activity but improves selectivity, with a 50%

decrease in by-product formation.

Recent modeling efforts using density functional theory (DFT) suggest that the

traditional methanol synthesis mechanism proceeding via CO2 accounts for only

about two third of the methanol produced [36]. The remaining methanol is said to

derive from the CO, mostly via direct reduction by H2. The proposed mechanism is

conceptually similar to that for CO2 reduction to methanol and is shown in

Scheme 8.1. Overall, methanol synthesis appears rate limited by formation of

methoxy (CH3O*, where * refers to the catalyst surface) at low CO2/(CO + CO2)

ratios and by CH3O* hydrogenation in CO2-rich feeds. Hydrogenation of CH3O* as

per Eqs. 8.20 and 8.21 is the slow step for both the CO and the CO2 methanol

synthesis routes.

HCHO*    +    H2   +   *

CHO*   +    H*

CH3OH*    +    H*

CH3OH*

H2   +   CO  +   2*

CH3OH*    +    H*

HCHO*    +     *

CH3OH*

CH3OH

CHO*    +    H*

Scheme 8.1 Proposed

mechanism for reduction of

CO to methanol
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Reactors and Catalysis for Methanol Synthesis

The two main process features considered when designing a methanol synthesis

reactor are (a) controlling and dissipating the large reaction heat, and (b)

overcoming the equilibrium constraint to maximize per pass conversion efficiency.

Methanol synthesis is a version of the classic trade-off between conversion and

selectivity. The maximum per pass conversion efficiency of syngas to methanol is

limited to about 25%, and catalyst activities generally decrease as the temperature

is lowered. At higher temperatures, catalyst activity increases but so does the

chance for competing side reactions to form by-products such as dimethyl ether,

methyl formate, higher alcohols, and acetone. Catalyst lifetimes are also reduced by

continuous high-temperature operation.

Maintaining reaction temperatures below 300�C is the trade-off strategy

employed to minimize catalyst sintering while maximizing conversion of syngas

to the target product slate. Although the equilibrium conditions favor low

temperatures, methanol converters must be operated at temperatures in the range

200–300�C to ensure the catalysts are active and to use the heat of reaction

effectively [37].

Removing methanol as it forms is another strategy used for overcoming the

thermodynamic limitations and improving the per pass conversion and process

efficiency. Methanol is either physically removed or converted to another product,

such as dimethyl ether, methyl formate, or acetic acid.

Numerous methanol reactor designs have been commercialized over the years

and these can be roughly separated into two categories, namely, adiabatic and

isothermal reactors. Adiabatic reactors often contain multiple catalyst beds

separated by gas cooling devices, using either direct heat exchange or injection of

cooled syngas, either fresh or recycled. Axial temperature profiles often have a saw

tooth pattern: dropping down at the point of heat removal and increasing linearly

between the heat exchange sections. The isothermal reactors are designed to

continuously remove the heat of reaction so they can operate essentially like

a heat exchanger with an isothermal axial temperature profile.

Currently all commercial processes produce methanol from syngas in a vapor

phase reactor with a synthesis loop. In a gas phase, tubular or packed bed reactor,

reaction heat is dissipated in situ by injecting cool, unreacted feed at various points

along the reactor length, or by including internal cooling surfaces for heat

exchange. Temperature moderation is also achieved by recycling large quantities

of gas, with gas cooling in the recycle loop. Even with these heat transfer measures,

the CO content of the feed is limited to about 16% as a means of controlling heat

content by limiting the conversion.

The design challenge of removing heat while maintaining precise temperature

control is significant, because excessive temperatures seriously diminish the lifetime

of the catalyst. A liquid process is of interest, wherein nonvolatile mineral oils make

up part of the reactor liquid phase and act as a temperature moderator and heat sink.

A new approach investigated by Air Products involves bubbling the syngas through
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a slurry consisting of micrometer-sized methanol synthesis catalyst and mineral oil

as reaction medium that transfers heat from the catalyst surface, through the slurry,

to boiling water in an internal tubular heat exchanger. Concentrations of CO as high

as 50% have been used in the slurry system without damaging the catalyst activity.

A typical commercial methanol synthesis catalyst contains of copper and zinc

oxide phases with alumina support, that is, Cu/ZnO/Al2O3. Recent modifications to

catalyst preparation at laboratory scale include specialized coprecipitation methods

[38], for a greater synergistic effect between copper and zinc, and the maintaining

of a strict control of pH and the temperatures of precipitation and calcination [34].

As shown in Table 8.5 and Fig. 8.3, the productivity of commercial catalysts is

sensitive to several factors, including conditions used for preconditioning by, for

example, aging the catalyst [39, 40].

Activities in Methanol Synthesis

Catalytic methanol synthesis from syngas was classically run as a high temperature,

high pressure, exothermic, equilibrium-limited synthesis reaction operated
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Table 8.5 Methanol synthesis catalysts prepared under various aging conditions

Catalyst Metals (molar ratio) Precipitation parameters Aging parameters

Cat2-const Cu/Zn/Al (60/30/10) pH 7, 70�C pH 7const, 70
�C

Cat3 Cu/Zn/Al (60/30/10) pH 8, 70�C pH 8const, 70
�C

Cat2-free Cu/Zn/Al (60/30/10) pH 7, 70�C Free-aged, 70�

CatCu/Zn Cu/Zn (70/30) pH 7, 70�C pH 7const, 70
�C
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at 320–450�C and 250–350 atm pressure. BASF of Germany introduced the first

commercial synthesis of methanol, in 1923, using a zinc/chromium oxide catalyst.

New methanol synthesis technologies based on lower reaction pressures

(50–100 atm) were introduced in the 1960s. Whereas high-pressure processes

require 139,000–146,000 Btu/gal of methanol produced, all modern plants are

based on low-pressure technology and are expected to require fewer than

100,000 Btu/gal of methanol produced, on an average yearly basis. Additional

advantages of low-pressure processes include lower maintenance costs and reduced

downtime.

Johnson Matthey (formerly ICI Chemical Industries) of the United Kingdom and

Lurgi of Germany offer the two most widely used technologies for methanol

synthesis. The ICI low-pressure process operates at pressures between 50 and

100 atm and temperatures of about 210–290�C. A highly selective copper/zinc

alumina catalyst is used in a shot-cooled single or multi-bed reactor. The reaction is

quenched on the bed by introducing cold gas through specially designed spargers.

Heat recovered from the synthesis loop provides part of the process steam required

by the steam reforming furnace.

Lurgi’s conventional low-pressure methanol process has a maximum output of

1,830–2,000 t/day. It uses a copper-based catalyst, pressures of 50–100 atm, and

temperatures of 230–265�C. Temperature control of the catalyst is achieved by

indirect cooling with boiling water. The boiling water in the reactor shell generates

1–1.2 kg of steam/kg of methanol, with a pressure of up to 45 atm. The steam, after

moderate superheating, supplies the total energy for driving the recycle gas com-

pressor and is subsequently used for the reboilers in the methanol distillation

section. A small quantity of surplus steam is often available for export.

Johnson Matthey, Lurgi, and Haldor Topsøe have been pursuing 10,000 t/day

mega-methanol single train plant designs. Lurgi’s MegaMethanol® process can

accommodate a single train capacity of at least 5,000 t/day and was developed for

capacities larger than one million tons of methanol per annum. A schematic of

Lurgi’s process is shown in Fig. 8.4. Lurgi does not use conventional steam

reforming to produce syngas, instead employing autothermal reforming with

a newer burner system in what is called the MegaSyn process for converting oxygen

and natural gas to syngas.

The first plant to use the MegaMethanol® technology was brought on stream in

2004 at Point Lisas in Trinidad. The plant is owned by Atlas Methanol Company,

a joint venture between Canada’s Methanex and BP Trinidad and Tobago (bpTT).

The 1.7 t/year Atlas methanol plant was built adjacent to the existing Titan Plant,

which has a methanol production capacity of 850,000 t/year. Average total metha-

nol production from the plants is 2.5 million tons per year, which makes Trinidad

and Tobago the world’s leading methanol exporter.

The Point Lisas plant has an on-site air separation plant having a production

capacity of 2,800 t of pure oxygen per day. Their mega-methanol production

process consists of oxygen-blown autothermal reforming at a pressure of about

40 atm, desulfurization and pre-reforming, a two-step Lurgi methanol synthesis in

water- and gas-cooled reactors, and adjustment of syngas composition via hydrogen
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recycle. The reformer outlet temperatures range from about 950�C to 1,050�C. The
synthesis gas is then compressed using a single casing gas compressor. An

integrated recycler in the compressor generates the pressure for the methanol

synthesis.

The methanol reactor contains a fixed number of tube sheets containing the

copper-based catalyst. The isothermal reactor enables partial conversion of

the syngas to methanol, reduces the by-products produced during the process, and

increases the yields at low recycle ratios. The Lurgi-combined converter process

employs a gas-cooled reactor and a water-cooled reactor. The gas containing

methanol from the first reactor is transferred to a downstream water-cooled reactor

where cooling takes place. The purge gas is separated and the cooled crude

methanol is processed in a three-column distillation unit through which about

40% of the heating steam is saved.

As smaller, high-cost methanol plants continue to be replaced by mega-

methanol plants, the industry’s aggregate cash cost curve should drive down

price to levels that would still provide adequate profitability at prices below $100

per ton. This price environment creates new business opportunities for methanol
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Fig. 8.4 The Lurgi MegaMethanol® process [41]
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to compete with other basic fuel and feedstock options. With combustion,

a higher heating value of 9,776 Btu/lb, a $100 per ton methanol fuel has an

inherent energy cost of $4.6 per million Btu. This cost is comparable to imported

LNG at the receiving/regasification terminal. Since the transportation/distribution

cost for methanol as a nonviscous liquid is relatively low, methanol fuel cost at

the burner tip can be significantly cheaper than natural gas derived from LNG at

the burner tip. Not only can methanol be considered under some economic

scenarios as a primary fuel for combustion, its very low sulfur content (even

when compared to ultralow sulfur diesel) provides an opportunity for methanol

to be used as a backup fuel for utility and commercial power plants.

Research is also underway to convert synthesis gases to methanol in a liquid

phase rather than using dry, fixed bed reactors. These technologies aim to avoid the

problem of low conversion rates and the need for recycling of gases.

Dimethylether

High oil prices and short supplies of LNG and LPG in Asia have led to the

construction of many new DME plants, particularly in China. DME is currently

industrially important as the starting material in production of the methylating agent

dimethyl sulfate. DME has the potential to be used as a diesel or cooking fuel,

a refrigerant, or a chemical feedstock. DME is also used as an aerosol propellant.

Reaction Pathway

DME traditionally is formed in a two-step process where methanol is first

synthesized and is then dehydrated, over an acid catalyst such as g-alumina, at

methanol synthesis conditions. The dehydration reaction is shown in Eq. 8.22:

2CH3OH  ! CH3OCH3 þ H2O

DH ¼� 24:5 kJ=molDME
(8.22)

Alternatively, DME can be synthesized directly from syngas – without the

separate process step involving methanol production. Extensive studies have been

performed to deduce the stoichiometry of direct DME synthesis from syngas, and

the topic is still under debate [42]. Work by Air Products and JFE indicate that the

stoichiometry is 1:1 in H2/CO [43, 44]. The net reaction is shown in Eq. 8.23:

3H2 þ 3CO  !CH3OCH3 þ CO2

DH ¼ �246 kJ=mol DME
(8.23)
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Net reaction 23 is a combination of Eqs. 8.20–8.22.

Because water produced in the dehydration step is consumed in the WGSR, the

conversion of syngas can be higher in DME synthesis than in methanol synthesis.

Table 8.6 shows the conversions obtained for direct processes producing DME,

methanol, or a mixture of DME and methanol. The observed optimum ratio for

DME synthesis is lower than that for methanol synthesis and ideally should be

targeted at about 1.

Interestingly, the use of the methanol synthesis reaction 21 instead of 23 would

give a net reaction for direct DME synthesis having H2/CO stoichiometry of 2:1,

which does not agree with experimental observation. Thus the direct synthesis of

DME apparently proceeds through a different methanol-producing step than occurs

in the production of methanol itself.

Commercial Activities in DME Synthesis

Gas phase reaction in a fixed bed was generally used in the past for DME synthesis

from methanol. Development of the direct synthesis of DME in the gas phase with

improved fixed bed reactors is also of interest [45]. Other improvements to direct

DME production include the use of a slurry reactor for liquid phase, low-pressure

DME synthesis.

Commercial production of DME originated as the formation of by-products

during high-pressure methanol production. Direct, or single-step, synthesis of

DME from synthesis gas was developed in the 1980s, prompted by the high prices

and uncertain supply of oil prevailing at the time. The objective of direct synthesis

was to produce DME as an intermediate step en route to synthetic gasoline. Interest

in non-oil-based fuels waned quickly as the oil supply position eased, until the early

1990s when interest was rekindled – this time on a much wider scale – by

the increasing demand in Asia for LPG or the LPG-substitute, DME, and by the

growing concern to produce cleaner fuels. The companies currently most actively

engaged in the development of an economic DME process at large-scale are JFE

(Japan), Haldor Topsøe (Denmark), and Air Products & Chemicals (USA).

Gas Phase DME Production

Direct synthesis of DME in the gas phase with fixed bed reactors has been

developed most extensively by Haldor Topsøe [45]. For large-scale processes, the

Table 8.6 Comparative conversions for DME, methanol, and methanol/DME

Conversion DME Methanol Methanol + DME

Per pass (%) 50 14 18

Total (%) 95 77 85
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reaction may be conducted in a series of three to four reactors with interstage

cooling. Each reactor is operated adiabatically. Alternatively, the adiabatic opera-

tion may be carried out at low per pass conversion of CO, to keep the reaction

exothermal within limits without interstage cooling (although such an option may

not be economically attractive) [46].

Haldor Topsøe’s process uses natural gas reforming for production of syngas

with the ratio (nH2
� nCO2

)/(nCO þ nCO2
) between 2.04 and 2.1, where n is the

number of moles. The greatest CO per pass conversion (65%) and the highest

selectivity of DME relative to that of methanol (82/18) were observed using CO-

rich syngas. With no CO2, the observed DME selectivity and productivity were

substantially higher. Thus in contrast to the synthesis of methanol, described above,

the presence of CO2 in the feed syngas was found to have a major negative impact

on the DME formation.

The current DME synthesis catalyst is formulated to catalyze the water gas shift

reaction at a minimum level with minimal CO2 production. The quality of the

residual syngas from the reactors is therefore good enough for recycle without the

need for a large, dedicated CO2 removal plant. Ongoing improvements to the gas

phase process include the development of bifunctional catalysts to produce DME in

a single step in a single reactor [47].

Slurry Phase DME Production

Air Products did a substantial body of research toward developing a slurry phase

process for the direct synthesis of DME [48–52]. The presence of CO2 in the feed

gas was observed to have a major impact on DME formation, as expected based on

the stoichiometry of Eq. 8.23. In the slurry reactor, syngas is bubbled upward

through the solvent, which contains suspended catalyst particles. The catalyst is

comprised of alumina particles of about 200 mm average size, with a layer of Zn/Cu

oxide methanol synthesis catalyst formed around each alumina particle. The solvent

is a light liquid oil (such as Witco-40) or a hydrocarbon such as n-hexadecane and
acts as both a mass transfer medium for the reaction and a heat transfer medium

through which heat from the exothermic reaction is removed by convection [53].

Control of the reaction temperature is even more important in DME synthesis

than in methanol synthesis, because the higher equilibrium conversion to DME

emits more heat and a hot spot in the reactor could damage the catalyst. In a slurry

phase reactor, the heat of reaction is quickly absorbed by the high boiling liquid oil,

which has a high heat capacity. Heat is removed from the reactor through immersed

internal cooling coils, in which water is vaporized to steam. The temperature within

the reactor vessel is well controlled in order to achieve higher conversion with

longer catalyst life.

The direct synthesis technology under development by NKK Corporation since

1989 also uses a slurry phase reactor. In this process, natural gas is reformed in an

autothermal reformer with oxygen and steam. Carbon dioxide is recycled back from
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the purification section of the plant to give synthesis gas with a H2/CO ratio of 1.0.

The standard DME synthesis reaction conditions are 260�C and 50 atm pressure.

The condensed reactor product is purified in two distillation columns, with CO2

vapor from the first column returned to the reactor, and the bottoms from the first

column distilled in the second column. DME is condensed from the second column

overheads, and the by-product methanol in the column bottoms returned to the

DME synthesis reactor after water removal. The once through CO conversion is

50%. DME selectivity is more than 90%, and the molar ratio of DME to DME +

methanol is 0.91. The coproduction of water is very small, with the molar ratio of

(DME/DME + methanol + water) = 0.013. With recycle the total CO conversion

reaches 95%. A pilot demonstration plant project of 100 t/day DME capacity was

begun by NKK at Hokkaido, Japan, in 2002 [54].

Mitsubishi Gas Chemical (MGC) touts higher single pass conversion for its

Superconverter [50] slurry DME reactor system, claiming 70–80% conversion

efficiency compared with 50–60% for other processes. MGC claims that DME

produced at a remote site with low-cost natural gas feedstock in a 5,000–7,000 t/day

plant should beat the delivered cost of both LNG and LPG in Japan. Japan DME

(MGC, ITOCHU, and Mitsubishi Heavy Industries) have planned a 1 t/year capac-

ity plant in Papua New Guinea.

One key challenge in the economic design of 7,000 t/day plant is the reactor

design configuration and catalyst to enable dehydration using a single reactor

vessel, as opposed to multiple serial reactor stages or parallel reactor trains. Another

important consideration is the ability to achieve sufficiently high methanol

conversions to permit reaction product recovery in a single distillation train.

Another process for scales such as 7,000 t/day is referred to as the Jumbo process

and is under development by Toyo Engineering using a dehydration reactor based on

radial flow design. The process involves integrated coproduction of methanol from

natural gas as an intermediate to DME. DME is produced via the vapor phase

dehydration of methanol over a fixed bed of an acid catalyst, typically g-alumina.

Reaction temperatures are typically in the range of 250–400�C, with pressures as high
as 250 psig. Gas space velocities have been reported to be in the range of 500–10,000

h�1 [56].
Toyo’s DME process offers greater flexibility in the methanol/DME product

distribution. Since the methanol and DME plants operate independently, the com-

plex could be designed to produce methanol or DME exclusively or in any

combination in accordance with market demand. Toyo’s design approach would

also permit the option of locating their Jumbo DME plant at a different location

from that of the methanol plant. The cost of shipping methanol long distances may

be less than the cost of shipping an equivalent quantity of DME due to the higher

cost of the pressurized refrigerated storage requirements anticipated for oceangoing

DME tankers.
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Methanol to Gasoline and/or Diesel

The methanol to gasoline (MTG) process developed by Mobil Oil Corporation

involves the conversion of methanol to hydrocarbons over a zeolite catalyst. The

methanol conversion process occurs in two steps with chemistry as shown in

Eqs. 8.22 and 8.24 (thermochemistry shown for ethylene as product).

2CH3OH  ! CH3OCH3 þ H2O

DH ¼ �24:5 kJ=mol DME
(8.22)

CH3OCH3
 ! C2 � C5 olefinsþH2O

DH ¼� 5:5 kJ=molDME
(8.24)

Crude methanol (17% water) is superheated to 300�C and partially dehydrated

over an alumina catalyst at 27 atm to yield an equilibrium mixture of methanol,

diethyl ether, and water (75% conversion of methanol). This effluent is then mixed

with heated recycled syngas and introduced into a reactor containing ZSM-5

catalyst at 350–366�C and 19–23 atm to produce hydrocarbons (44%) and water

(56%). Because the zeolite has to be regenerated frequently to burn off coke formed

during the reaction, the MTG process is rendered continuous by using multiple

gasoline conversion reactors operating in parallel with 2–6 week cycles. Mobil’s

MTG process uses different pressures for syngas production (15–20 atm), methanol

synthesis (50–100 atm), and the fixed bed MTG process step (15–25 atm).

The selectivity of Mobil’s MTG process to gasoline range hydrocarbons is about

85+%, with the remainder of the product being primarily LPG. Nearly 40% of the

gasoline are aromatic hydrocarbons with product distribution of 4% benzene, 26%

toluene, 2% ethylbenzene, 43% xylenes, 14% trimethylbenzenes, plus 12% other

aromatics. The shape selectivity of the zeolite catalyst results in a relatively high

concentration of durene (1,2,4,5-tetramethylbenzene), representing about 3–5% of

the gasoline produced. Therefore, MTG gasoline is usually distilled and the heavy

fraction is hydroprocessed to reduce the concentration of durene to below 2%. This

results in a high quality gasoline with a high-octane number. However, the future of

the MTG process remains uncertain because the 1990 Clean Air Act Amendment

limits the amount of aromatics in reformulated gasoline.

The first commercial MTG plant came onstream in 1985 in New Zealand

(Mobil’s Motunui plant), producing 4,500 t/day of methanol and 14,500 bbl/day

of high-octane gasoline from natural gas. Gasoline production was later ceased and

presently this plant and the nearby methanol plant at Waitara produce 2.43 million

tons per year of chemical grade methanol for export [57].

A 100 bbl/day fluidized bed MTG pilot plant was jointly designed and

operated near Cologne, Germany, by Mobil (supplying process technology and

proprietary catalyst), Union Reinische Brankohlen Kraftstoff AG (acting as the

operating agent), and Uhde GmbH (providing engineering services) from 1982 to
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1985. Although no commercial plants have been built based on the fluid bed

technology, it is considered ready for licensing and/or commercialization [58].

Mobil also developed a methanol to gasoline and diesel process, referred to

as the MOGD process. Oligomerization, disproportionation, and aromatization

of olefins are the basis for the MOGD process. Selectivity to gasoline and

distillate from olefins is greater than 95%. The product slate from MOGD is 3

weight paraffins, 94 wt% olefins, 1 wt% naphthenes, and 2 wt% aromatics

[59]. A large-scale test run was performed at a Mobil refinery in 1981.

The MOGD process is not currently in commercial practice.

Haldor Topsøe’s Integrated Gasoline Synthesis (TIGAS) process was developed

to minimize capital and energy costs by integrating methanol synthesis with the

MTG step into a single loop (i.e., without isolation of methanol as an intermediate).

Whereas Mobil’s MTG process uses different pressures for syngas production,

methanol synthesis, and the fixed bed MTG process step, the TIGAS process

involves catalysts and conditions modified such that the system pressure levels

out and separate compression steps are not required. A mixture of methanol

and DME is made prior to gasoline synthesis, which results in only one recycle

loop from the gasoline synthesis step back to the methanol/DME synthesis step.

A 1 t/day demonstration plant was built in Houston, Texas in 1984 and operated for

3 years. The gasoline yield for the TIGAS process (defined as the amount of

gasoline produced divided by the amount of natural gas used for feed and as fuel)

was 56%. The TIGAS process yields a lower quality gasoline with a lower octane

number compared to MTG, because of a reduced selectivity to gasoline range

aromatics.

Methanol to Chemicals

The highest volume chemical processes using methanol as feedstock are formalde-

hyde, methyl tertiary-butyl ether, and acetic acid. Globally, formaldehyde produc-

tion is the largest consumer of methanol, followed by methyl tertiary-butyl ether

(MTBE) and acetic acid.

Formaldehyde is produced commercially from methanol by three industrial

processes:

1. Partial oxidation and dehydrogenation with air in the presence of silver crystals,

steam, and excess methanol at a temperature of 680–720�C, otherwise known as
the BASF process. The methanol conversion for this process is 97–98%.

2. The same as process 1 except in the presence of crystalline silver or silver gauze

at a temperature of 600–650�C. Then, the product is distilled and the unreacted

methanol is recycled. The primary methanol conversion for this process is

77–87%.
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3. Oxidation with only excess air in the presence of a modified iron/molybdenum/

vanadium oxide catalyst at a temperature of 250–400�C, also known as the

Formox® process (Perstorp Specialty Chemicals, Sweden). The methanol con-

version for this process is 98–99%.

Formaldehyde is used to make resins with phenol, urea, or melamine for the

manufacture of various construction board products.

MTBE is produced by reacting isobutene with methanol in the presence of an

acidic catalyst. The reaction temperatures and pressures are 30–100�C, and

7–14 atm, respectively, so that the reaction occurs in the liquid phase. Catalysts

used are solid acids, including zeolites (H-ZSM-5), and microporous sulfonic acid

ion exchange resins such as Amberlyst-15. A molar excess of methanol is used to

increase isobutene conversion and inhibit the dimerization and oligomerization of

isobutene. At optimum reaction conditions, MTBE yields approaching 90% can be

achieved. Currently there are over 140 MTBE plants, with a total installed capacity

of about 20 million tons per year, using processes developed by Snamprogetti, Huls

(now Oxeno) ARCO, IFP, CDTECH (ABB Lummus Crest and Chemical Research

Licensing), DEA (Formerly Duetsche Texaco), Shell (Netherlands), Phillips Petro-

leum, and Sumitomo.

Greater than 95% of the MTBE produced is used as a fuel additive in the gasoline

motor pool. MTBE is also used in the petrochemical industry for the production of

isobutene, and it also can be used in a number of chemical reactions including

methacrolein, methacrylic acid, or isoprene production.

Acetic acid is produced by methanol carbonylation in the liquid phase using Co,

Rh, or Ni catalysts promoted with iodine. The BASF process is initiated by the

reaction of methanol with HI to yield methyl iodide. The active catalyst is the metal

carbonyl [Rh2I2(CO)2] into which methyl iodide inserts during the rate-limiting

step. Acetic acid is formed by the hydrolysis of the eliminated acetyl iodide species

CH3COI that also regenerates HI. The process is run with over 99% selectivity at

conditions of 180�C and 30–40 atm.

The Monsanto process is similar to that of BASF but is less severe. All new

installed capacity since 1973 is based on the Monsanto process. Even so, the Rh/I

catalytic system is very corrosive and requires expensive steels for materials of

construction. Complete recovery of the expensive Rh catalyst and recycle of HI are

paramount to maintain favorable process economics. The high cost of Rh has lead

to the search of other, lower cost metals that could be used as acetic acid process

catalysts with similar performance.

Approximately half of the world’s production of acetic acid comes from metha-

nol carbonylation and about one third from acetaldehyde oxidation. Methanol

carbonylation is the most likely technology of the future. Vinyl acetate, acetic

anhydride, and terephthalic acid are all made from acetic acid. Latex emulsion

resins for paints, adhesives, paper coatings, and textile finishing agents are made

from vinyl acetate. Acetic anhydride is used in making cellulose acetate fibers and

cellulosic plastics.
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Ammonia

Ammonia is the basic building block of the nitrogen industry worldwide. Almost all

ammonia is produced in the anhydrous form (free of water) by a catalytic reaction

of nitrogen (from air) with hydrogen from a hydrocarbon source (usually natural

gas). Ammonia is a colorless, pungent, nonflammable gas at normal pressure and

temperature and is lighter than air. For storage at atmospheric pressure at sea level,

ammonia must be cooled to �33�C and stored as liquid. Lower temperatures are

required at higher altitudes. In the usual atmospheric temperature range of 0–40�C,
the range of vapor pressure is about 4–15 atm. Approximately 10% of the ammonia

produced never reaches the market, because of its volatility and losses, during

conversion to other materials and during transportation and storage. Nitrogen

fertilizer consumption accounts for more than 85% of the world ammonia market.

General Process Description

The three main steps in producing ammonia are syngas production, syngas purifi-

cation, and ammonia synthesis. The traditional and current commercial technology

for hydrogen production in ammonia production involves steam reforming of

natural gas to produce syngas (Eq. 8.2), and the water gas shift reaction

(Eq. 8.19), both of which occur in the reformer. Steam reforming is by far the

least expensive and most popular method of producing hydrogen for ammonia

synthesis. Two-step steam reforming or partial oxidation also can be used to

generate hydrogen-rich syngas for ammonia production, but these methods are

most useful when the feed contains heavier hydrocarbons in addition to methane.

Raw synthesis gas must be purified before being sent to the ammonia synthesis

unit. A shift conversion step is used to remove most of the carbon monoxide from

the synthesis gas, because CO acts as a poison to the catalyst used in ammonia

synthesis. Shift conversion by the WGSR (Eq. 8.19) also produces more hydrogen.

The shift conversion is performed in two stages. In the first stage, called the high-

temperature shift (300–450�C), the bulk of the carbon monoxide is oxidized to CO2

over a chromium-promoted iron oxide catalyst. The second stage is a low-

temperature shift (180–270�C) in which the remaining carbon monoxide is oxidized

to CO2 over a copper/zinc catalyst, leaving a few tenths of a percent in the syngas.

Typical catalyst lifetimes for both high-temperature and low-temperature shift

catalysts are 3–5 years.

Sulfur tolerant (“dirty shift”) catalysts also have been developed. These catalysts

can handle larger amounts of sulfur. The company ICI makes dirty shift conversion

catalysts that consist of cobalt and molybdenum oxides. They operate over

a temperature range of 230–500�C. The controlling factors are the ratio of steam

to sulfur in the feed gas and the catalyst temperature.
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The synthesis gas is then washed with a solvent – such as monoetha-

nolamine or other amine, potassium carbonate, or sulfinol (sulfolane and an

alkanolamine) – to remove most of the carbon dioxide. The solvents typically

contain an activator to promote mass transfer. Water scrubbing at high

pressures was employed in the past to remove CO2 but is no longer used.

Most newer steam reforming plants use methanation to remove residual or

trace carbon monoxide and carbon dioxide, by reaction with hydrogen over

a nickel catalyst to yield methane and water.

Scrubbing with a liquid nitrogen wash produces a synthesis gas with very low

inert gas content. This additional nitrogen is supplied by using air, in excess of the

stoichiometric nitrogen requirement, in the secondary reformer or, in the case of

plants with no reforming sections such as off-gas plants, by obtaining nitrogen

from an associated air separation unit. Older processes involved scrubbing the

synthesis gas with copper liquors, such as cuprous ammonium formate, to remove

carbon monoxide, and caustic to remove carbon dioxide. Many modern processes

include molecular sieve dryers downstream of the methanation step to remove the

final traces of water. The synthesis gas is then compressed and finally reaches the

ammonia converter, where the contained hydrogen and nitrogen chemically

combine over a catalyst into ammonia.

Reaction Pathway

The chemical reaction considered in ammonia synthesis is shown in Eq. 8.25.

N2 þ 3H2
 ! 2NH3 DH ¼ �92:2 kJ=molNH3 (8.25)

Since the reaction is exothermic, maximum conversion at equilibrium occurs at

high pressure and low temperature. Ammonia synthesis is achieved in catalytic

reactors at pressures ranging from 150 to 345 atm, at a minimum temperature of

430–489�C. A maximum temperature of �500�C results from the balance between

increasing reaction kinetics and decreasing the equilibrium ammonia concentration

as the temperature increases. Thermodynamics suggest that a low process

temperature is favored. However, the kinetics of the reactions dictates that

high temperature is required. Nitrogen is usually fed as air, but in some

plants (e.g., partial oxidation plants) the N2 is a purified gas from an

associated air separation facility. In terms of the hydrogen source, production

methods, product recovery, and overall plant engineering, there are many

process variants for ammonia production.

About 50% of the hydrogen in ammonia comes from steam. High temperatures and

low pressures favor the highly endothermic methane reforming reaction. Higher

pressures tend to lower the methane conversion. In industrial reformers, the reforming

and shift reactions result in a product gas composition that closely approaches equilib-

rium. However, the following side reactions produce carbon in the steam reformer:
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Boudouard coking

2CO !CðsÞ þ CO2 DH ¼ �83:3 kJ=mol CO (8.7)

CO reduction

COþ H2
 !CðsÞ þ H2O

DH¼� 125:5 kJ=mol C
(8.26)

Methane cracking

CH4
 !C ðsÞþ2H2 DH¼ 80:6 kJ=mol C (8.27)

The molar steam to carbon ratio in the reformer is usually between 2 and 6,

depending on the feedstock and process operating conditions. Excess steam is used

to prevent coking in the reformer tubes. The shift reaction is exothermic and favors

low temperatures. Since the shift reaction does not approach completion in the

reformer (usually there is 10–15 vol% CO, dry basis, in the reformer effluent),

further conversion of CO is performed using external shift conversion catalysts.

Reactors and Catalysis for Ammonia Synthesis

The basic design of an ammonia synthesis reactor is a pressure vessel with sections

for catalyst beds and heat exchangers. Over the years, there have been many

different designs proposed and constructed for commercial operation such that

today, ammonia reactors are classified by flow type (radial, axial, or cross flow)

and cooling method (quench or indirect) used.

Axial flow reactors are essentially top-to-bottom flow reactors. The design is

comparatively simple; however, a fairly large pressure drop develops across the

catalyst bed. A radial flow configuration feeds gas into an annular region between

the reactor wall and the outer surface of the catalyst bed. Gas flows through the bed

and exits out a central collection tube. This design minimizes pressure drop across

a shallow bed with a large surface area. Radial flow reactors tend to be tall vessels

with relatively small diameters. The cross-flow reactor configuration has a similar

principle in that gas is introduced along one side of the reactor and is collected

radially across the reactor by a collector on the other side.

Reactant gas is preheated either by circulating it through heat exchangers or by

using water to produce steam. However, removing the heat generated from the

exothermic synthesis reaction to maintain control of the reaction temperature is

a challenge. Quench converters are designed to introduce cool reactant gas at

various points along the length of the catalyst bed. Interbed heat exchangers also

can be used to remove heat at specific intervals along the bed, effectively separating
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the bed into multiple synthesis zones, or continuously along the bed with cooling

tubes. These indirectly cooled designs allow for efficient recovery of reaction heat

that can be used in other parts of the process.

Early designs based on axial flow were easier to build but not as efficient as the

more complex radial flow reactors that have more recently been designed. One

example of a radial flow design, by Haldor Topsøe, uses two radial beds with

quench gas injection between them. A similar radial flow design uses an interbed

heat exchanger in the first catalyst bed. Cold ammonia synthesis gas is introduced

from the bottom of the reactor through the second catalyst bed, then through the

heat exchanger in the first catalyst bed. The cold gas flow through the second bed

also provides indirect heat exchange. An additional heat exchanger is located at the

bottom of the reactor to cool the reactor gases.

The Kellogg four-bed axial flow reactor system is a good example of an axial

flow reactor design. This quench reactor consists of four catalyst beds held on

separate grids. Quench gas is introduced in the spaces between the bed, and a heat

exchanger is located at the top of the vessel. Another type of Kellogg reactor is

a cross-flow reactor design where gas flows through the catalyst bed perpendicular

to the vessel axis. It is available in both quench and indirectly cooled versions.

The ammonia synthesis catalyst is commonly iron, such as magnetite, which

may be promoted with aluminum, potassium, and/or calcium. Finely divided iron is

pyrophoric, therefore Fe catalysts are reduced to metallic form in situ. Porosity is

developed as the catalysts are reduced. During reduction, oxygen is removed from

the magnetic crystal lattice without shrinkages. Metallic Fe is formed with essen-

tially the same porous structure as the magnetite precursor. The production and

preservation of this highly porous structure during reduction of the ammonia

synthesis catalyst precursor leads to highly active catalysts. The addition of struc-

tural promoters facilitates the formation of highly porous metallic iron.

Catalyst activity is not directly associated with the Fe surface area but is related

to complex interactions of the promoters. Alkali metal promoters in ammonia

synthesis catalysts are necessary to attain high activity. Potassium is the most

effective alkali promoter, while Li and Na are poor promoters and are not used

commercially. Potassium is thought to interact with the Fe crystallites to increase

the dissociative sticking probability of N2 on the Fe sites and thereby increase

catalytic activity [60].

The most effective catalysts from a process perspective are those that have the

highest rate of conversion at the lowest temperatures. Other catalysts are being

developed such as promoted Ru on high surface area graphite supports, and these

recently commercialized catalysts offer the possibility of greatly decreasing syn-

thesis temperatures and pressures with improved activity at high ammonia

concentrations. The Kellogg Advanced Ammonia Process is based on a Ru catalyst

that is claimed to be 40% more effective than Fe catalysts, because synthesis

efficiency is increased by lowering the process pressure from 150 to 90 atm.

With effective gas cleanup and conditioning, commercial ammonia synthesis

catalyst lifetimes of 5–8 years can be achieved in most cases and potentially up to

14 years. Ammonia formation increases as the process pressure is increased. The

302 M. Asaro and R.M. Smith



optimum H2/N2 ratio is near 2 at high-space velocities and approaches 3 at low-

space velocities as equilibrium becomes more dominant. Space velocities in com-

mercial ammonia synthesis vary from 12,000/h at 150 atm to 35,000/h at 790 atm.

Per pass conversion on the order of 10–35% is typically achieved. Ammonia is

recovered from the synthesis loop by cooling to condense the synthesis gas at

process pressures. The liquid ammonia is separated from the gas effluent, which

is recycled back through to the reactor. Earlier plant designs used air or water

cooling for ammonia recovery. Modern synthesis plants use refrigeration to con-

dense out the ammonia. The ammonia recovery is not extremely efficient so the

recycled gas typically contains 4% ammonia plus any inert gasses (Ar, He, CH4,

etc.) that may be in the process stream. Purging some of the gas in the recycle loop

before it is recycled minimizes inert gas concentrations, and flashing the liquid

ammonia in a pressure letdown step releases any dissolved gases.

Clearly, the ammonia synthesis process consists of many complex unit

operations apart from the actual synthesis loop. The way in which these process

components are combined with respect to mass and energy flow has a major

influence on efficiency and reliability. Many of the differences between various

commercial ammonia processes lie in the way in which the above process elements

are integrated.

Commercial Activities in Ammonia Synthesis

The entire ammonia industry was originally based on using coal as a feedstock. The

industry has now moved toward natural gas as the main hydrocarbon feedstock. By

1990, only 14% of the world ammonia capacity was based on coal or coke. Apart

from a few plants operating in India and South Africa, today the majority of coal-

based ammonia plants are found in China. More than 20 commercial ammonia

synthesis processes have been described [61].

Commercial technology vendors for ammonia include:

• Johnson Matthey

• Linde

• Kellogg Brown and Root

• Haldor Topsøe

• Ammonia Casale

• Uhde

As a result of a surge of major developments in ammonia process technology

beginning in the late 1960s, large 1,000–1,500 t/day capacities became the industry

standard for new plant constructions. Plants as large as 2,000 t/day are now

common. The main ammonia process contractors have each now developed

“mega-ammonia technology,” and are offering large plant concepts from 3,000 to

6,000 t/day units. The world’s largest ammonia plant, in Al Jubail, Saudi Arabia, is
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a collaboration between Saudi Basic Industries Corporation (SABIC) and Saudi

Arabian Fertilizer Company. The plant, called SAFCO IV, came onstream in 2007

and has a capacity of 3,300 t/day. This huge plant is the first application of a new

ammonia process from Uhde, referred to as the Dual Pressure Process, and utilizes

Johnson Matthey’s KATALCO™ catalysts [62]. A major factor resulting in much

lower average production costs has been the switch from electrically driven com-

pression to the use of steam-driven centrifugal compressors powered by waste heat.

During the past 30 years, many of the smaller, older, higher-cost plants in the world

have been shut down.

Developments to improve energy efficiency or overcome interruptions of natural

gas supply have been examined and some are finding application. The recovery of

the hydrogen and ammonia from the synthesis purge gas by a cryogenic unit or

membrane is now standard and an additional 5% of ammonia can be produced from

the same amount of feedstock. The use of computer controls to improve overall

plant performance is increasing.

Substantial improvements have been made over the years in the energy efficiency

of carbon dioxide removal systems. The first large-scale ammonia plants in the

1960s typically used monoethanolamine as a solvent, with energy input of over

50,000 kcal/kg-mol of carbon dioxide removed, whereas today’s modern plants use

improvements such as the dual-step methyl diethanolamine process that can reduce

the energy input to about 10,000 kcal/kg-mol or lower of carbon dioxide removed.

As described above, improvements to efficiency also have been introduced with new

ammonia synthesis catalysts.

The current generation of large ammonia plants is much more fuel-efficient than

plants constructed 20 or 30 years ago. A typical world-scale plant constructed in the

1970s consumed about 42 million Btu of natural gas per ton of ammonia produced.

Retrofitting such a plant to improve fuel efficiency can reduce gas consumption to

about 36 million Btu/t; however, the newest generation of ammonia plants use only

about 30 million Btu/t of ammonia, are reported to be easier to operate, and have

slightly lower conversion costs. Some newer plants also recover more than 1 million

Btu/t by generating electricity, used elsewhere in the complex, from waste heat.

An additional minor trend has been to construct an ammonia plant at a location

where a hydrogen off-gas stream is available from a nearby methanol or ethylene

operation (e.g., Canadian plants at Kitimat, British Columbia, and Joffre,

Alberta). Gas consumption at such production sites ranges from 25 to 27

million Btu/t of ammonia, depending on specific circumstances. Perhaps more

important, the capital cost of such a plant is only about 50% of the cost of

a conventional plant of similar capacity because only the synthesis portion of

the plant is required.
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Direct Conversion of Natural Gas to Liquids

Substantial capital cost could be avoided if methane could be directly converted

to methanol, or other high-volume liquid fuels or chemicals, without the inter-

mediate production of syngas. Several direct processes have been investigated

over the years, including methane coupling to produce ethane, which can be

oligomerized to give gasoline in a reactor similar to that used in the MTG

process. Another consideration has been the direct production of aromatics,

using an oxidative coupling membrane. Another option is the selective oxidation

of natural gas to produce fuels directly. Direct methods would need to have

a distinct economic advantage over indirect methods, but to date no direct

processes have progressed to a commercial stage. Product yields are generally

small while operating in the single pass mode, which makes separations difficult

and costly.

Oxidative Coupling to Light Hydrocarbons

In the oxidative coupling reaction, methane and oxygen react over a catalyst at

elevated temperatures (700�C) and normal pressures to form ethane as a primary

product and ethylene as a secondary product. British Petroleum (now BP) has

described experiments at higher temperatures (1,100�C) and short residence

times, at which conditions methane reacts with oxygen to produce syngas as well

as C2+ hydrocarbons in addition to syngas. Several catalysts including zirconia gave

C2+ selectivities of over 50%.

Work on the lower temperature methane coupling reaction has been done by

Phillips Petroleum, Texas A&M University, Akzo Chemie, Amoco (now BP),

the University of California at Berkeley, the University of Pittsburg, the Univer-

sity of Tokyo, Idmitsu Kosan, and Union Carbide among others. Unfortunately

both the methane and the ethylene may react further to produce CO2, and the

single pass combined yield of ethylene and ethane is limited to about 25%. With

better catalysts, such as SrO/La2O3 and Mn/Na2WO4/SiO2, a C2 selectivity of

about 80% can be achieved, but at a low methane conversion of 20%. About half

of the C2 product is ethane and half ethylene. The best C2 selectivities are almost

always achieved under oxygen-limiting conditions. Because the reaction is exo-

thermic, a zone within the catalyst bed may be 150–300�C hotter than the

external temperature and heat management is a serious problem. This is compli-

cated by the fact that metals normally used for the construction of reactors

catalyze the combustion of methane.

The yield of ethylene can be improved considerably by operating in a recycle

mode with continuous removal of ethylene, and by applying various techniques for

separating products from reactants including cryogenic, membrane, and adsorptive

separations. For economic reasons, either molecular sieve or membrane separation
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systems are most likely to be employed, both of which have severe mass transport

limitations not suitable for scale-up. A variation of this recycle system is to use

a zeolite catalytic reactor to convert ethylene to benzene and toluene. In principle,

aromatic yields in excess of 70% could be achieved; however, to achieve these

yields the conversion of ethane to ethylene must be highly selective.

Selective Oxidation of Natural Gas to Methanol

Selective alkane oxidation by transition metal complexes in solution has been the

focus of substantial effort since the 1970s. However, the low activity of alkanes and

the typically higher activity of the desired products make this process a great

challenge. In 1998, Periana et al. of Catalytica Inc. reported developing

an effective catalyst for selective oxidation of CH4 to CH3OH in high yield. The

initial catalyst was dichloro-(Z2-(2,20-bipyrimidyl))platinum(II) complex, (bpym)

PtCl2. In well-dried sulfuric acid (102%), CH4 at 3,400 kPa and 220�C was

converted to a mixture of CH3OSO3H (methyl bisulfate, which presumably

would be subsequently hydrolyzed to methanol) and CH3OH at 72% conversion

with selectivity of 81% [63]. Although catalytic in Pt complex, the reaction was

very slow and required over half as many moles of catalyst as moles of methane

converted. Another catalyst, (NH3)2PtCl2, system was more active but less stable.

A complete cycle would require the regeneration of concentrated sulfuric acid. The

Catalytica process is promising, because it potentially has high yield at relatively

low temperatures. On the other hand, it suffers from drawbacks including (1) the

catalytic rate is too low; (2) the separation cost is too high; (3) the solvent is too

corrosive; (4) reoxidation of SO2 with regeneration of concentrated sulfuric acid is

too expensive; and (5) the catalyst is severely inhibited by water.

Cold flame oxidation is another approach to direct conversion of methane to

methanol. A pressurized mixture of methane and oxygen is reacted at moderate

temperatures of 350–500�C. The reaction mixture is very fuel rich, with methane to

oxygen ratios of about 20:1. The main chemical reaction is the oxidation of methane to

methanol. However, further oxidation of methanol to formaldehyde often takes place

simultaneously. The University of Manitoba reported 90% selectivity for methanol at

a single pass conversion of 7.5% in an isothermal process. Although this is among the

best results reported to date, the yield of methanol from this process is too low to be of

commercial interest.

Future Directions

The immediate future of F-T and DME gas to liquids would seem to be in their

implementation. Acquisitions and ventures are creating “one stop shops” for com-

mercialization. Johnson Matthey has acquired Davy Process technology and ICI,
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making the parent company a leader in reforming and methanol GTL technologies.

The companies Enichem and IFP/Axens have strong capabilities particularly appli-

cable to F-T GTL. Enichem has skills in catalysis, engineering, and the oil and gas

business. IFP/Axens has catalysis expertise, plus basic engineering, process devel-

opment, licensing, and catalyst manufacturing [64]. The future of methanol may be

the status quo, because the technology is already mature. Alternatively, GTL

methanol plants may expand in number (and possibly size) given the anticipated

increased availability of unconventional gas combined with high oil process.
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39. Baltes C, Vukojevic S, Schüth F (2008) Correlations between synthesis, precursor, and catalyst

structure and activity of a large set of CuO/ZnO/Al2O3 catalysts for methanol synthesis. J Catal

258(2):334–344

308 M. Asaro and R.M. Smith

http://www.statoil.com/en/OurOperations/TerminalsRefining/Tjeldbergodden/Pages/default.aspx
http://www.statoil.com/en/OurOperations/TerminalsRefining/Tjeldbergodden/Pages/default.aspx
http://www.zawya.com/projects/project.cfm/pid210307061231?cc


40. Kaluza S, Behrens M, Schiefenhoevel N, Kniep B, Fischer R, Schloegl R, Muhler M (2011)

A novel synthesis route for Cu/ZnO/Al2O3 catalysts used in methanol synthesis: combining

continuous consecutive precipitation with continuous aging of the precipitate. ChemCatChem

3(1):189–199

41. Lurgi brochure 0312e_MegaMethanol.pdf

42. Smith R, Naqvi S, Asaro M (2008) Fuels of the future: technology intelligence for coal to

liquids strategies. SRI Consulting, Menlo Park

43. Lewnard JJ, Hsuing TH, White JF, Brown DM (1990) Single-step synthesis of dimethyl ether

in a slurry reactor. Chem Eng Sci 45(8):2753–2741

44. Ohno Y, Omiya M (2003) Coal conversion into dimethyl ether as an innovative clean fuel.

In: 12th ICCS Coal Conversion in DME, 2–6 Nov 2003

45. Haugaard J, Voss B (2001) Process for the synthesis of a methanol/dimethyl ether mixture

from synthesis gas. US 6191175 to Haldor Topsøe, 20 Feb 2001

46. Naqvi S (2002) Dimethyl ether as alternative. Fuel PEP Report 245, SRI Consulting, Menlo

Park

47. Kang S-H, Bae JW, Kim H-S, Dhar GM, Jun K-W (2010) Enhanced catalytic performance for

dimethyl ether synthesis from syngas with the addition of Zr or Ga on a Cu � ZnO � Al2O3/

g-Al2O3 bifunctional catalyst. Energy Fuels 24(2):804–810

48. Bhatt BL, Schaub E, Heydorn E (1993) Recent developments in slurry reactor technology at

the LaPorte Alternative Fuels Development Unit. In: International Technical Conference on

Coal Utilization & Fuel Systems, LaPorte, pp 197–208, 26–29 Apr 1993

49. Peng X-D, Toseland B, Underwood T (1997) A novel mechanism of catalyst deactivation in

liquid phase synthesis gas-to-DME reactions. In: Bartholomew C, Fuentes GH (eds) Catalyst

deactivation. Elsevier, Amsterdam

50. Peng X-D (2002) Catalyst activity maintenance for the liquid phase synthesis gas-to-dimethyl

ether process. Part II: Development of aluminum phosphate as the dehydration catalyst for the

single-step liquid phase syngas-to-DME process. DOE contract DE-FC22-94PC93052, Final

Report

51. Peng X-D (2002) Kinetic understanding of the syngas-to-DME reaction system and its

implications to process and economics. DOE Contract DE-FC22-94 PC93052, Topical Report

52. Tijm PJ (2003) Development of alternative fuels and chemicals from synthesis gas. DOE

Contract number FC22-95PC93052, Final Report

53. Smith R (2009) Dimethyl ether (DME) from coal. PEP Report 245B, SRI Consulting, Menlo

Park

54. Ogawa T, Inoue N, Shikada T, Ohno Y (2003) Direct dimethyl ether synthesis. J Nat Gas

Chem 12:219–227

55. The Ministry of Industry, Energy and Tourism; Orkustofnun/The National Energy Authority,

The Innovation Center Iceland; Mitsubishi Heavy Industries, Ltd.; Mitsubishi Corporation;

Hekla hf.; NordicBlueEnergy (2010) A feasibility study report for a DME project in Iceland.

IDME Project Feasibility Study – 2009. Accessed 4 Apr 2011

56. Pavone T (2003) Jumbo dimethyl ether production process via Toyo technology. PEP Review

2003–9, SRI Consulting, Menlo Park

57. http://www.methanex.com/ourcompany/locations_newzealand.html. Accessed 4 Apr 2011

58. More detailed process design and economics information can be found in Apanel

G (1999) Liquid hydrocarbons from synthesis gas. PEP Report 191A, SRI Consulting,

Menlo Park

59. Tabak SA, Yurchak S (1990) Conversion of methanol over ZSM-5 to fuels and chemicals.

Catal Today 6(3):307–327

60. Spath P, Dayton D (2003) Biopproducts from syngas, Syngas_products.pdf. Accessed 2 Apr

2011

61. Ullmann’s Encyclopedia of Industrial Chemistry (2002) “Ammonia” published online 15 Dec

2006, doi: 10.1002/14356007.a02_143.pub2. Accessed 4 Apr 2011

8 Gas to Liquid Technologies 309

http://www.methanex.com/ourcompany/locations_newzealand.html
10.1002&sol;14356007.a02_143.pub2


62. Shah J (2007) SAFCO IV: catalyst start-ups in the world’s largest ammonia plant. In: 20th

AFA International Annual Technical Conference, Tunisia. 5_03 John_BRIGHTLING_ John-

son Matthey Catalysts_ U.K.pdf. Accessed 4 Apr 2011

63. XuX, FuG,Goddard IIIWA, Periana RA (2004) “Selective oxidation of CH4 to CH3OHusing the

Catalytica (bpym)PtCl2 catalyst: a theoretical study” in Studies in surface science and catalysis,

Natural gas conversion VII. In: Proceedings of the 7th Natural Gas Conversion Symposium,

Dalian, vol 147, pp 499–504

64. Zennaro R, Hugues F, Caprani E (2006) The Eni – IFP/Axens GTL technology: from R&D to

a successful scale-up. In: DGMK – SCI conference on synthesis gas chemistry, Dresden

310 M. Asaro and R.M. Smith



Chapter 9

Coal and Peat: Global Resources

and Future Supply

Mikael Höök

Glossary

Anthracite Anthracite is the highest rank of coal because it has undergone

the greatest degree of metamorphosis away from peat.

It features low volatile matter (<10%) and high carbon, giving

it the highest energy content of all coals. Semi-anthracite is

somewhere in the middle between low volatile bituminous coal

and anthracite.

Ash Inorganic residues remaining after combustion. It has less than

the initial mineral matter content because of chemical changes

during combustion, i.e., the loss of water, carbon dioxide, and

sulfurous compounds.

Bituminous coal Bituminous coal lies between subbituminous coal and semi-

anthracite in terms of rank. This rank of coal is commonly

divided into additional subgroups dependent upon the content

of volatile material.

Calorific value Corresponds to the amount of heat per unit mass when

combusted. Can be expressed as gross calorific value, which

is the amount of heat liberated during combustion under

standardized conditions at constant volume so that all of the
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water in the products remains in liquid form, or as net calorific

value, which is the maximum achievable heat release obtain-

able in a furnace at constant pressure.

Carboniferous A geologic period and system that extends from 360 to 300

million years ago.

Coal preparation Physical and mechanical processes often applied to coal to

make it suitable for a particular use.

Coalification The process that transforms vegetation to peat succeeded by the

transformation of peat to lignite and later higher coal ranks.

Cretaceous A geologic period and system spanning from 145 to 66 million

years ago.

Devonian A geologic period and system spanning from 416 to 360 million

years ago.

Exploration The examination of an area by means of surface geological

mapping, seismic techniques, geophysical methods, drilling of

boreholes and sampling of the underlying sediments and rocks.

Jurassic A geologic period and system extending from 200 to 145

million years ago.

Macerals Microscopic organic constituents of coal that may differ signif-

icantly in composition and properties depending on rank and

geology.

Ordovician A geologic period and system spanning from 490 to 445 million

years ago.

Permian A geologic period and system extending from 300 to 250

million years ago.

Reserves The recoverable volumes that are dependent on certain arbi-

trary limits in respect of thickness, depth, quality, economics,

legal restrictions, and other factors. Reserves are always less

than resources.

Resources The amount of coal in place before exploitation; all resources

may or may not be economically or technically recoverable; see

Reserves.

Silurian A geologic period and system spanning from 445 to 416 million

years ago.

Stripping ratio The ratio of the thickness of overburden to that of the total

workable coal section.

Tertiary A geologic period and system extending from 66 to 2.6 million

years ago.

Triassic A geologic period and system spanning from 250 to 200 million

years ago.

Volatile matter Non-moisture component of coal that is liberated at high

temperature in the absence of air.
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Definition of the Subject

Coal is the second most important fuel currently used by mankind, accounting for

over 25% of the world’s primary energy supply. It provides 41% of global electric-

ity supplies and is a vital fuel or production input for the steel, cement, and chemical

industries. However, coal is a fossil fuel formed from organic material by geologi-

cal processes over millions of years. Hence, coal is a finite resource in terms of

human timescales and its continued availability is important to the world economy.

Peat is a related substance, but is classified somewhere between a fossil fuel and

biomass. The energy sector uses peat as a fuel to generate electricity and heat.

It also has applications in industrial, residential, and other sectors, but global

consumption of peat is insignificant in comparison to coal. Peat shares many

similarities with coal, and is increasingly often grouped with coal for resource

estimates in reports and assessments by public agencies.

Knowing how coal and peat are created is vital to understanding how deposits

are formed and what their basic properties are. Geology provides models and

methodologies for describing deposits and where to find them. Exploration, drilling,

and surveys provide the data necessary to map deposits and assess the resources

they contain. Classification schemes are also central to understanding how the terms

relate to the underlying data.

Future production of coal and peat is essential for the development of global

energy supplies. It is only the produced volumes that can be used in human

activities, and a detailed appreciation of the production process is essential in

understanding future supply developments. Factors such as economy, technology,

legal, and environmental constraints affect the recoverable share of the available

resources, i.e., the reserves. Understanding the complexity and the greater whole of

the production mechanism and the limitations that are imposed on it require a wide

variety of approaches and conceptual infrastructures.

Introduction

Natural resources are vital in supporting the continued well-being of the world’s

population. Metals, fossil fuels, minerals, clean water, and many other resources are

critical components for many aspects of modern society. Of all available resources,

few are as important as energy. In fact, energy has been described as the ultimate

resource by several studies [1–4]. In physics, energy is defined as “the ability to do

work.” Einstein even showed the equivalence between energy and mass [5],

implying that everything in the universe is made from energy in various forms.

Naturally, it follows that energy influences everything and cannot be substituted for

other resources.

Energy resources take many forms, ranging from fossil fuels and uranium to

biomass, human labor, or wind power. Currently, over 80% of all primary energy
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used by mankind is derived from fossil fuels [6]. Petroleum dominates, with

roughly 35% of world primary energy being derived from this particular hydrocar-

bon, coal at number two (�26%), followed quickly by natural gas (�21%). The

contributions from other energy sources range from 2% to 10% (biomass, nuclear,

hydropower) to less than 0.1% (wind, solar).

To understand the conceptual importance of coal, one can begin by studying the

exceptional expansion of fossil energy in the last 200 years (Fig. 9.1). The devel-

opment of modern society, population, and the world economy under this brief

period has been remarkable. Nearly all this growth has been powered by fossil

energy in various forms, originally coal but later oil and natural gas. The growth

soared and mankind both prospered and multiplied in many places, all thanks to

cheap and abundant fossil fuels that provided useful energy for a multitude of

activities.

The postwar boom also coincides with the green revolution in agriculture and the

use of high-yield agricultural techniques based on synthetic fertilizers and high

energy use. In fact, fossil energy has been described as the principal raw material of

modern agriculture [7–10]. Furthermore, energy is intimately linked to economic

growth and development [11, 12]. To summarize, nothing is as important to society

as energy and this should never be overlooked when dealing with questions of

sustainability.

The rise of the industrial nations in the Western world was chiefly driven by the

coal that powered steam engines, transportation, and industry as well as heating

homes. Important industrial complexes and cities arose near coal-rich regions, such

as the Ruhr or Pennsylvania. In the USA, coal had replaced biomass as the dominant
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Fig. 9.1 World production of fossil energy since 1800 based on the author’s compilation and

interpolation of historical production statistics
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primary energy source by late nineteenth century [13]. Similar events occurred in

UK, Germany, and other nations around the early twentieth century. Today, the

world is witnessing the rise of China and India as new industrial powers, both

countries growth fueled chiefly by coal. However, petroleum eventually surpassed

coal as the dominant fuel globally in the 1950s, but coal has remained the second

most important energy resource ever since.

Sedimentary layers of coal and peat beds range in age from the Upper Paleozoic

to the recent (geologically), and are located all over the world. The layers are

a result of the accumulation of vegetable matter in a specialized deposition envi-

ronment. Local conditions and events can produce different qualities and ranks as

well as different degrees of structural complexity.

This chapter provides a fundamental overview of global peat and coal resources,

their distribution, and some of the central characteristics in their recovery and

utilization. In addition, it presents a brief summary of resource classification

schemes and their importance in understanding the amounts that may be available

for future supply. Finally, some resource and reserve statistics will be presented

with discussion. Estimates of global resources must be dated and can naturally

change as more is learnt about their geology. The figures presented here should be

seen as a snapshot of the current state of our knowledge. Nevertheless, such

estimates indicate where the major deposits and mining activity are currently

located and from where future production might originate.

Coal and Peat: Global Resources

Formation of Coal and Peat

Coal and peat derive from vegetable remains that have been deposited in various

environments where it has been transformed by geological processes to potentially

useful energy resources. The sedimentation of coal and peat has been extensively

studied for over a century. This section describes the general mechanism behind the

formation of peat and coal.

Mires are the accepted general term for peat-forming ecosystems of all types. The

cycling of matter in most ecosystems is relatively fast and complete. In contrast,

mires are characterized by an incomplete cycle, resulting in a positive carbon

balance. Peat-forming areas are generally wet places where the annual input of

dead organic matter from the photosynthetic activity of the plant cover exceeds

annual breakdown. Over time organic material accumulates and becomes preserved.

Peat deposits typically occur in waterlogged environments where water prevents

oxidation of the organic remains. The presence of water limits the diffusion rate of

gasses that leads to low oxygen availability. The large heat capacity of water also

induces a low temperature, which inhibits decomposing and decomposition-

facilitating organisms and leads to reduced rates of decay.
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Peat formation is typically initiated by two mechanisms. One is called terrestria-

lization, which is when bodies of water are replaced by peat-formingmires. The other

mechanism is paludification, which is replacement of dry land by mires due to rising

groundwater table or some other hydrological change in the local environment. Peat-

producing wetlands are divided into ombrogenous peatlands, which are rain-fed

systems, and topogenous peatlands, which owe their origin to a place and its sur-

face/groundwater regime [14].Moore defined several important subcategories such as

bogs, bog forests, marsh, fens, swamps, floating swamps, and swamp forests [15].

The plant debris undergoes several chemical changes due to bacterial decay,

compaction, heat, and time, which eventually leads to formation of peat. Pristine

plant parts such as roots, barks, or spores are possible components of peat and can

be used to determine the type of plants that originally made up the peatland. The

peat harvested in the Northern Hemisphere was chiefly formed during the Holocene

epoch just after the retreat of the colossal glaciers that covered most of Europe.

Consequently, most of the constituent peat-producing plant species are still thriving

and continue to produce peat as of today.

The peat must be buried by additional sediments in order to be transformed to

coal. Burial leads to compaction of the peat and squeezes out water during the initial

stages. A compaction ratio of 9:1 or more is not uncommon [16]. Continued burial

and the addition of heat and time will break down the complex hydrocarbon

compounds in the peat through a series of possible reactions. Methane and other

gaseous alternation products are typically expelled from the deposit, while other

elements disperse. The result is that the deposit becomes increasingly carbon-rich.

The process begins with plant debris and continues through peat, lignite, subbitu-

minous coal, bituminous coal, anthracite coal, to the pure carbon mineral graphite.

This process is referred to as coalification.

Some perspectives on the necessary timescales behind the formation of peat and

coal resources are indispensable for a better understanding of the whole picture.

The surface part of peat below the living ground layer, being less than 300 years

old, amounts on average to 10.2% of the total peat carbon volume [17]. Only the

deeper and basal parts of the peat are thousands of years old. In comparison, coal

requires much longer time periods to form. Analysis of thick bituminous coal bed

layers indicates that optimum peat-forming conditions must have been maintained

for 5,000–10,000 years for every meter of clean bituminous coal [18]. Other studies

have shown that the global consumption of fossil fuel in 1997 was created from

ancient plant matter corresponding to over 400 times the net primary production of

the world’s current biota [19]. Coal cannot be formed at the same rate society uses it

and is therefore a nonrenewable fuel. Peat requires shorter time scales, but is still

slowly formed in terms of human time scales.

Studies have shown similarities between the extensive coastal plain peat

deposits in Southeast Asia and the North American/European carboniferous coal-

bearing sequences in terms of sediment accumulation, mineralogy, and geochemis-

try [20–23]. Several models provide a good understanding of the cyclic nature of

coal sequences, the lateral continuity of coal beds as well as physical and chemical

properties. However, no single model can provide a comprehensive explanation of

all aspects regarding occurrence, development, and types of coal.

316 M. Höök



There are many books and articles on peat and coal geology that can provide

more detailed descriptions of sedimentation, structural changes, and other factors

and how they influence the formation process. The formation of coal and peat can

be described in a simplified manner (Fig. 9.2).

Occurrences of Coal and Peat

The oldest known land plant remains have been dated to the Ordovician/Silurian

Period [24], but did not produce any noteworthy accumulations. Certain deposits of

Devonian age are the oldest known coal accumulations, but it was not until the

Carboniferous/Permian Period that the world’s plant cover was sufficiently rich to

produce and preserve significant amounts of coal. Although coal and peat are

continuously being formed, there are a few major episodes of coal accumulation

throughout history. In total, three major coal-formation periods have occurred and

these coals form the bulk of the world’s coal reserves. They occurred during the

Carboniferous/Permian Period, Jurassic/Cretaceous Period, and the Tertiary Period.

Plate tectonics and climate have been described as important factors for answer-

ing when and where coal is deposited [25]. Places with favorable conditions have

changed over time as continental plates have drifted or when climatic properties

have been altered over the long time scales involved in the formation process.

Changes in vegetation types can also be traced to certain coal components. Geolog-

ical age distributions of the world’s principal black coal and lignite deposits have

been compiled by Walker [26].

During the Carboniferous Period, most of what is today the Northern Hemi-

sphere was located near the equator and consisted of tropical peat mires, which later

formed the coal basins of western and eastern Europe, the eastern USA, and former

Soviet Union. Coals were also formed in the areas that today make up South

America, southern Africa, India, Australia, and Antarctica, but this formation

Heat

Pressure

Time

CoalLignite
Peat

Swamp

Fig. 9.2 Principle mechanism of the formation of coal and peat (From Steve Greb and Kentucky

Geological Survey. Reproduced with permission)
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occurred under cooler, more temperate conditions. Coals formed at this time now

make up the bulk of the world’s black coal reserves. They are generally high in

rank, but may have undergone significant structural change.

The climate changed during the Permian Period and the lush vegetation of the

northern areas eventually ceased to deposit coal-forming sediments. New, but less

abundant coal formation occurred during the Triassic, Jurassic, and Cretaceous

Periods. Such coals can chiefly be found in Canada, China, Russia, and the USA.

Changes in floral types, such as the onset of angiosperm floras, as well the variety of

deposition environments generally lead to the formation of coals that are more

complex in their chemical make-up. Analysis of macerals and other constituents in

coal provide insight in the specific conditions that were present during their

accumulation.

The third major period of coal formation took place during the Tertiary Period,

and those coals form the bulk of the world’s brown coal reserves as well as

important parts of the black coals currently being mined. Tertiary coals are mostly

lignite, but in some areas temperature change has resulted in higher-ranking coals.

The age and stratigraphy of all major coal deposits have been studied exten-

sively, in particular those formations that are of economic interest. Meticulous

surveys on individual fields are important for development and actual production,

but such details for a single field can easily fill an entire bookshelf! More general

overviews of the world’s most important coal regions have been made by others

[26, 27]. Reviews on various pollutants in coal, such as arsenic or metals, can also

be found in more specialized literature.

Sometimes it is convenient to express coal deposits in energy terms, especially if

they are going to be used as energy sources. Depending on specific properties of the

coal in a deposit, the actual energy content may vary significantly. Coal is divided

into different ranks depending on the degree of coalification as it matures from peat

to anthracite. Coal is broadly divided into these four ranks, namely anthracite,

bituminous, subbituminous, and lignite [28, 29], although much more detailed

systems can be found.

There are many classification systems used all over the world, each with their

own set of definitions. The terms brown coal, black coals, hard coals, stone coals,

thermal coal, and steam coal are commonly used, but their meaning may vary from

country to country. Lignite and subbituminous coals are commonly seen as low-

ranking coals, while bituminous coal and anthracite are considered high-ranking

coals. Caution should always be exercised when analyzing global coal data to avoid

mixing up different classification schemes.

It should be noted that the ranks tend to overlap in terms of energy and that the

calorific value can vary within a rank depending on local geological properties.

Relatively high moisture levels and a low carbon content and calorific value

characterize low-rank coals, such as lignite and subbituminous coal. Higher-rank

coals, such as anthracite and bituminous coal, have a higher carbon and energy

content and a lower level of moisture. The following energy contents of coal ranks

are common:

318 M. Höök



Anthracite: 30 MJ/kg

Bituminous coal: 18.8–29.3 MJ/kg

Subbituminous coal: 8.3–25 MJ/kg,

Lignite: 5.5–14.3 MJ/kg

Some of the world’s present peat deposits were formed as early as a few hundred

thousand years ago, although the main part of the global peat resources was formed

during the last 10,000 years [30]. Occurrences of peat are linked to climate,

vegetation, local environment, and precipitation that allow peat-forming conditions

to arise. There are also less peat occurrences in the Southern Hemisphere, as there is

less land there. Present-day peat occurrences can be predicted well by suitable

models [31].

Peat is present all over the world and estimates conclude that 2–3% of the global

surface is covered by peat-forming areas, equivalent to about 4 million km2.

This figure includes some 200,000 km2 of tropical peats in Southeast Asia.

A major proportion of the world’s peatlands are located in North America and the

northern parts of Asia, but significant deposits are also found in northern and central

Europe. In total, over 90% of the world peatlands are in the temperate and cold belt

in the Northern Hemisphere. The remainder is located in tropical and subtropical

latitudes and mostly located under forests. Such accumulations have been identified

in the tropical regions of Africa, Latin America, as well as Indonesia and southern/

eastern Asia.

Estimates of the total area of the world’s peatlands vary considerably from study

to study. The basic problem is to separate areas where the peat layer is 30 cm thick at

minimum, i.e., peatlands, from areas only covered with wetland vegetation, such as

floodplains, coastal lagoons, mangroves, and swamps. Hence, only a few countries

have performed accurate peatland mappings. More comprehensive discussions on

peat and closer description of specific formations are available in reference litera-

ture, scholarly journals, and reports from various geological surveys.

Resource and Reserve Classifications

It is first necessary to look closer at classifications and what the terms actually mean

in practice before defining and discussing global resources of coal and peat.

Far from all coal and peat being available for utilization by society, some

formations are technically unfeasible or just too challenging economically to

recover or may even prove to be undesirable to consumers, even though they are

geologically available. As a result, it is important to use precise terms when talking

about future supply of coal and peat. Especially in outlooks related to sustainable

utilization as possible energy sources for society.

Concepts such as “endowment” or “potential” are multifaceted and the meaning

of such terms is disputed by different schools of thought. One school argues that
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“resource endowment” is crustal abundance, while another school maintains that

the concept is relatively meaningless for supply assessments and should be avoided.

As always, the truth is located somewhere in between the two extremes. Crustal

abundance is solely determined by geological processes, which are reasonably well

understood by geologists. Furthermore, the physical in situ amounts will also be

virtually fixed as a result of the slow underlying formation processes, even though

in situ estimates might change in reports as a result of new information.

Available coal accumulations can be divided into reserves and resources.

Reserves are defined as being proved and recoverable under present technological

and economic conditions. Resources include additional discovered, but uneco-

nomic or unavailable amounts together with undiscovered inferred, assumed, and

speculative quantities. This distinction is justified by the idea that over time, and

perhaps with new technology and higher prices, production and exploration

activities will allow a reclassification of some resources into reserves [32]. The

terms resources and reserves are often used synonymously by lay people, but it

should be absolutely clear that this is a completely erroneous and misleading

practice. Being specific and using the right term is essential to paint a realistic picture

in any supply assessment or when planning for a sustainable future. Studies have

highlighted this problem and the need to include non-geological factors in future

supply estimates [13, 33].

It is necessary to investigate and explore any coal or peat deposits to ascertain

whether something can be mined economically and that a product can be obtained

that is marketable. Two common points of view are typically used to assess

resources and reserves:

1. The degree of geologic assurance

2. The degree of economic feasibility

The method of estimation along with the definition and expression of geological

assurance is a key factor for the reliance of coal tonnage estimates. Details surrounding

the topography, tectonic variability, structural alteration, and postdepositional erosion

provide uncertainties and should be taken into account in resource mappings. For

example, heavily disturbed coals with great variation in thickness will need many

more data points for an accurate and reliable assessment than relatively undisturbed

coals of constant thickness. Data point spacing criteria and how far trends are

extrapolated from measurement points are essential for the degree of geologic assur-

ance (Fig. 9.3). Economic feasibility is dependent on the content of sulfur and other

unwanted pollutants, thickness, depth, environmental constraints, coal price versus

mining costs, and other parameters that affect recovery and consumer desirability.

Sadly there is no international and uniform method for assessment, categorization

and designation of coal resources and reserves. Several agencies, countries, and

organizations have developed their own sets of definitions and methods to calculate

resources and reserves. However, it is possible to roughly convert assessments made

within one system to another and form aggregated pictures of the entire world

situation. This section will focus on the system used by the United States Geological

Survey (USGS), while closer descriptions on other systems can be found in more
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specialized literature. For comparison, the Australian and Russian systems are

conceptually similar but differ in details. In contrast, the UK system is excellent for

mining operation, but not very functional for large areas that may contain coal but are

not mined. USGS use the following definition for coal resources [34]:

Coal resources are naturally occurring concentrations or deposits of coal in the Earth’s

crust, in such forms and amounts that economic extraction is currently or potentially

feasible.

This category is divided into a number of subdivisions, such as inferred,

indicated, or measured resources depending on geological certainty, depth, and

thickness. Technology and proper investment can, at least in theory, recover all

available in situ coal if the required economic conditions exist. However, resource

numbers are inadequate as they do not take into account economics, the fundamental

utilization properties, or even legal issues surrounding extraction in a geographical

region. Recoverability is the crucial property for actual production and this leads to

a variety of attempts to express the recoverable volumes of coal that can be extracted

from the available resources.

Far from all coal being recovered from a coal bed, some amounts will be

unavoidably lost in the recovery process for technical reasons. This includes coal

that is (1) left to support underground mine roofs, (2) used as barrier pillars adjacent

to the mine or property boundaries, or (3) simply left because for a variety of other

reasons [34]. Mining and production practices also place constraints based on

thickness, depth, rank, and other properties on the recoverable amount of the in

situ resource. USGS has chosen the following definition for the reserve base:

Indicated coal
(0.4–1.2 km radii)

Drill hole
(data point)

Measured coal
(0–0.4 km radii)

Inferred coal
(1.2–4.8 km radii)

Hypothetical coal
(beyond 4.8 km radii)

Fig. 9.3 Reliability categories based solely on distance from drilling measurement points.

Measured and indicated coal together form the demonstrated coal category. Based on USGS

resource classification system [34]
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Reserve base: those parts of the identified resources that meet specified minimum physical

and chemical criteria related to current mining and production practices, including those for

quality, depth, thickness, rank, and distance from points of measurement. The reserve base

is the in-place demonstrated (measured plus indicated) resource from which reserves are

estimated. The reserve base may encompass those parts of a resource that have a reasonable

potential for becoming economically available within planning horizons beyond those that

assume proven technology and current economics. The reserve base includes those

resources that are currently economic, marginally economic, some of those that are

currently sub-economic, and some of the resources that have been or will be lost-in-

mining but whose attributes indicate possible future recovery.

Recoverable volumes are also affected by many other factors that make them

dynamic. Higher prices, new exploration, or improved technology yield increased

amounts of recoverable coal. In a similar way, increased freight rates, extraction

costs, or introduction of various restrictions can decrease recoverable volumes.

Likewise, political influences can greatly influence demand patterns or even cause

direct physical restrictions for mining. USGS [34] finally uses the following

terminology to denote reserves:

Reserves: Virgin and/or accessed parts of a coal reserve base which could be economically

extracted or produced at the time of determination considering environmental, legal, and

technologic constraints.

Important restrictions are legal prohibitions on coal mining in certain areas and/or

the use of a particular mining methodology, such as strip mining. This can prevent

the extraction of coal, despite the fact that the coal might be technically and

economically recoverable. For example, land-use regulations and federal laws

prevent mining near homes, public buildings, or federally funded highways [30].

Accessibility, availability, and restriction factors are linked to the society and its

legal and political climate. This can have a major influence on the volumes practi-

cally available for recovery. Detailed discussions of how availability of recoverable

coal is estimated by the USGS can be found in other works [35–37]. The Energy

Information Administration (EIA), the energy authority of the USA, utilizes

the following definition to include restrictions and accessibility in their reports

and assessments of American coal commonly used by non-geologists, planners,

and policymakers:

Estimated recoverable reserves: cover the coal in the demonstrated reserve base considered

recoverable after excluding coal estimated to be unavailable due to land use restrictions or

coal currently economically unattractive for mining (and after applying assumed mining

recovery rates).

EIA creates this category by applying economic feasibility criteria factoring

downward from the reserve base. The “coal reserve” term used by EIA may better

be described as “potential coal reserves,” as they are generally not proved by any

detailed drilling [38]. A full discussion of coal resources and reserve terminology,

as used by EIA, USGS, and US Bureau of Mines, can be obtained from the EIA

[39]. The estimated recoverable reserves category corresponds to “proved reserves”

discussed in the BP Statistical Review of World Energy [40], “proved recoverable

reserves” used by World Energy Council (WEC) [41], or “reserves” as used

by the German Federal Institute of Geosciences (BGR) [42].
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Coal and Peat Resources in the World

To make accurate coal and peat resource estimates, exploration geologists make

detailed studies of relevant accumulations. They take measurements at appropriate

intervals and extrapolate using the appropriate classification categories, knowledge

of the local geology, and good judgment. In theory, there is no fundamental

difference between underground or surface formation maps. However, shallow

drilling is cheaper and makes it possible to drill more holes, which makes surface

mappings generally more reliable. Because deep boreholes are costly (which means

less are drilled, thus making the assessment less reliable) the exploration geologist

uses various geophysical methods to supplement the drilling data.

Resources are commonly expressed as in situ tonnage, which is the total amount

occurring in place. It can be calculated from the thickness of the deposit, the area of

extent, and the relative density. Thickness is commonly determined at each point

of measurement, while the area is measured on a map or plan. The relative density is

normally taken from the section that will be mined, or alternatively it might be

estimated using the known average ash content of a coal or peat seam. The formula

for in situ tonnage is:

thicknessðmÞ � areaðm2Þ
� relative density tons=m3

� � ¼ in situ tonnage

At regular intervals, scientists and governmental agencies conduct and publish

world coal resource assessments. In particular, since its establishment in 1923, the

World Energy Council (WEC) has reviewed all forms of energy resources including

coal and peat. Data from the WEC comes from reports by the WEC member

committees and constitute a sample that reflects the information available in

particular countries. German Federal Institute for Geosciences and Natural

Resources (BGR) has also released a number of assessments on global coal

resources. These agencies will serve as the main data source for the resource figures

presented here.

Peatland resource estimates are commonly quoted on an area basis because

initial quantification normally arises through soil survey programs or via remotely

sensed data that focuses on geographical extent (Tables 9.1 and 9.2). Estimates of

the world’s peatland area vary considerably. This is partly due to different wetland

classification systems and partly due to insufficient survey data. Peat resources have

been estimated to be 5,000–6,000 billion cubic meters, but are hard to quantify in

any detail [30]. WEC gives an estimate of 3,500–4,000 billion cubic meters [41].

Uncertainties in water and ash content and many other factors influence the result

significantly when converting to tonnage. This can be seen as a reason for

circumventing tonnage figures and preferring volumetric units in resource

assessments. However, it is clear that the world possesses a huge tonnage of peat

overall. The important question is: how much of those resources can be realistically

recovered in the future?
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World coal resource estimates can be traced back to 1936, when the WEC gave

a world resource estimate of around 16,000 billion tons (reported as recoverable

reserves plus estimated additional in situ amounts). In subsequent assessments,

their world coal resources have varied from 10,000 to 14,000 billion tons, with most

estimates closer to the lower part of the range. In comparison, BGR estimates of

world coal resources have varied from 6,000 to 15,500 billion tons. Using either

estimate, it is clear that global coal resources are large and the world production of

coal (�6 billion tons) is seemingly insignificant in comparison.

However, there are reasons to doubt these agencies’ resource assessments. First,

there are large fluctuations in the reported resource amounts as definitions and

reporting practices change, coal-bearing areas are added or subtracted and new

geological information becomes available.

For instance, total coal resources in the USA decreased by more than 60%

between 1913 and 1962. In contrast, between 1968 and 1974 coal estimates were

revised upward, in part due to improved accuracy in assessing the amount of lower-

rank coal [33] and also by including undiscovered resources in the estimates.

Further exploration may show that a substantial part of the undiscovered resources

do not exist [33]. Similar modifications, as well as some brief reasoning behind the

revisions, can be found in recent world coal resource estimates from the BGR

(Table 9.3).

In 2005, BGR reported that they changed coal resource estimates because there

was insufficient substantiating information for many countries and many countries

had skipped reporting years. In 2006, they incorporated new resources in China and

former Soviet Union that lead to a 115% increase in world hard coal resources and

a 200% increase in lignite resources. In 2007, BGR made yet another upward

revision, increasing world hard coal resources by 68% and lignite resources by

36%. In both cases the majority of the increase came from new resources identified

in the USA by a new USGS study [43].

Another important observation and fact of this world is that the peatlands are

unevenly distributed with the vast majority concentrated in a few countries

(Table 9.2). This trait can also be seen in the assessment literature of world coal

resources (Table 9.3). This inequality is a sad fact of this world and a function of

Table 9.1 The distribution of peatlands and other terrestrial wetland ecosystems in the world.

Data source: [30]

Region

Peatlands

[km2]

Wetlands

[km2] Total [km2]

Africa 58,000 282,000 340,000

Asia 1,119,000 1,149,000 2,268,000

Australia and Oceania 14,000 10,000 24,000

Central and South America 102,000 330,000 432,000

Europe 957,000 n. a. 957,000

North America 1,735,000 657,000 2,392,000

World 3,985,000 2,428,000 6,413,000
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favorable geology in certain parts of the world, bestowing significant deposits

of peat and coal on relatively few countries. However, uncertainties are present

and there is a problem with a lack of available data for some countries and regions.

Table 9.2 Distribution of peat resources for selected countries and regions. Data source: [41]

Region Country Peatlands [km2]

Africa Guinea 5,250

Nigeria 7,000

South Africa 9,500

Uganda 14,200

Zambia 11,060

Total Africa 58,410

Asia China 10,440

Indonesia 270,000

South Korea 6,300

Malaysia 25,360

Burma 9,650

Total Asia 331,880

Australia and Oceania Australia 150

New Zealand 2,600

Papua New Guinea 6,850

Total Australia and Oceania 9,640

Central and South America Brazil 15,000

Chile 10,470

Falkland Islands 11,510

Guyana 8,140

Venezuela 10,000

Total South America 62,400

Europe Belarus 23,970

Estonia 9,020

Finland 89,000

Germany 14,200

Iceland 10,000

Ireland 11,800

Latvia 6,400

Norway 23,700

Poland 12,000

Russia 568,000

Sweden 64,000

Ukraine 10,080

UK 19,260

Total Europe 876,510

North America Canada 1,113,280

Cuba 6,580

Mexico 10,000

USA 214,000

Total North America 1,354,220
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To summarize, resource estimates are important from a geological point of view

and are vital for understanding where recoverable amounts may be located. How-

ever, it is essential to understand that society does not have economic access to all

the reported resources. In situ resources include all amounts, even those located

deep or of poor quality, making resource estimates largely an academic figure [33].

Resources must be converted into reserves by a detailed evaluation of the degree

of certainty of the size of the particular coal resource, and the economic, legal, and

environmental constraints placed on its exploitation. Vast resources do not nec-

essarily mean significant future production, as production is dependent on many

more factors than just geological availability. This naturally leads to the next

section in which reserves are discussed.

Coal and Peat Reserves in the World

Reserves are usually calculated from resources by applying suitable and relevant

constraints. Legal, environmental, and geological factors prohibit the recovery of

the entire resource so reserve estimates will always be less than resource estimates.

Rather than perform a detailed constraint analysis, it is possible to assume a

universal recovery factor based on historic recovery factors for similar deposits.

The US Bureau of Mines performs this type of calculation regularly [33]. However,

the most reliable method is a deposit-by-deposit analysis because it can incorporate

local economic conditions as well as the technical recoverability of theminable coal.

Coal resources are primarily of academic interest, and unfortunately provide

little information about what quantity of the resource can be practically recovered.

For example, let us look at the Gillette coal field in Wyoming and USGS’ compre-

hensive investigation of its coal supply. Luppens et al. [44] assessed the Gillette

coalfield and its 11 coal beds and estimated the original coal in place to be 182 Gt,

with no restrictions applied. Available coal resources, which are a part of the

Table 9.3 Estimated total coal resources (recoverable reserves plus other in situ resources), as

published by the BGR. All numbers in million metric tons (Mt). Data source: [42]

Country 2004 2005 2006 2007

USA 1,090,404 1,057,921 1,359,404 6,719,682

China 1,089,787 1,089,789 4,367,000 4,367,000

India 259,217 291,863 252,359 229,867

FSU 2,295,275 2,326,121 2,915,146 2,931,293

Australia 298,400 304,801 193,700 148,200

South Africa 163,851 163,851 48,751 28,559

Germany 87,827 91,497 84,573 83,065

Poland 70,262 101,281 179,459 179,459

UK 5,220 7,220 190,005 187,132

Indonesia 10,581 64,829 26,839 23,948

World NA 6,038,991 9,553,840 15,510,618
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original resource that is accessible for potential mine development after subtracting

all restrictions, are about 148 Gt. Recoverable coal, which is the portion of available

coal remaining after subtracting mining and processing losses, was determined for

a stripping ratio of 10:1 or less and resulted in a total of 70 Gt. Applying current

economic constraints and using a discounted cash flow at 8% rate of return, the coal

reserve estimate for the Gillette coalfield is only 9.1 Gt. While economic conditions

definitely have the largest impact, reductions caused by technical and availability

restrictions are also significant.

Extraction of peat and coal is primarily an economic activity that recovers

valuable products from certain deposits with a profit. Prevailing and anticipated

price, location of the deposit relative to the market, transportation costs, specific

use, and the production cost are all important factors for determining the feasibility

of exploitation. Forecasting costs, estimating revenues, and handling inflation over

long time periods is an uncertain business. Additional uncertainty comes from the

regulatory environment, particularly environmental laws, tax policies, and similar.

In essence, profitability is a dynamic factor and can quickly change. To obtain an

accurate estimate of the recoverable volume of a deposit requires a meticulous

economic study in combination with comprehensive physical surveys.

An often overlooked but fundamental factor is the net energy analysis. Hubbert

[45] wrote about net energy in relation to oil but the same principle applies to all

energy resources: “there is a different and more fundamental cost that is indepen-

dent of the monetary price. That is the energy cost of exploration and production.

So long as oil is used as a source of energy, when the energy cost of recovering

a barrel of oil becomes greater than the energy content of the oil, production will

cease no matter what the monetary price may be.” In the case of coal and peat,

a poor net energy return will prevent deposits that are too deep, too complicated, or

too thin from being usable as energy sources. Mining companies leave those

resources behind because they require more energy to exploit than they can yield

in return. Several researchers have used net energy analysis to determine mining

boundaries in an objective manner [46].

Rohrbacher et al. developed a methodology for describing recoverability using

geological, technical, and economic factors [47]. They concluded that past coal

estimates did not address the amount that might realistically be available for

production after environmental and technological restraints are considered. They

showed how air quality regulations, mine reclamation legislation and regulations,

new safety and health standards, and advancements in mining technology had

dramatically changed the economic competitiveness of the coal fields they studied.

More importantly, they demonstrated that the generous EIA reserve base would be

far less than the reported figure using their methodology. The EIA estimate did not

include the effects of mined-out prime reserves, environmental, industrial, eco-

nomic, and social considerations. Nor did it include the technical aspects of the

minability and washability of the individual seams. In contrast, second-generation

assessments of available coal amounts in the Pittsburgh coal bed were performed

and described by Watson et al. [48]. Their assessment was that half of the original

coal resource in place had already been extracted leaving only 15 Gt and those

9 Coal and Peat: Global Resources and Future Supply 327



resources were increasingly being restricted by new environmental laws,

encroaching population, and affected by technological factors.

Several organizations regularly compile peat and coal reserve estimates. Many

national energy agencies and geological surveys keep reserve records for their own

country. The World Energy Council and the BGR collect country level data and

publish global coal reserve estimates. The BP Statistical Review of World Energy

[40] is another commonly referenced source of reserve estimates but it only

reproduces the numbers compiled by World Energy Council without backdating

the estimates. Table 9.4 shows the latest reserve figures from these three sources.

Several studies have criticized the reserve estimates found in published literature

for not adequately accounting for all resource constraints [13, 33, 49–51].

Changes in policy can also cause rapid and significant changes to reserve

estimates. For example, when Germany removed their mining subsidy Germany’s

coal reserves were greatly reduced [52, 53]. In Russia’s case, Malyshev [54] shows

that according to the best estimates by experienced geologists, mining engineers,

and economists around 40% of the Russian coal reserves cannot be regarded as of

any practical interest because they are highly unprofitable.

Highly reliable estimates of coal reserves are rare in part because the factors that

influence recoverability change frequently. Changes in classification systems, eco-

nomics, regulations, and other factors can cause significant changes in reserves over

time. In the case of the USA, significant downward revisions of the reserves occurred

when mining restrictions and other non-geological factors decreased recoverability

[13]. Despite the problems with reserve estimates, they are still the best available

estimates of how much of a resource that can be economically and technically

recovered.

Table 9.4 Estimated coal reserves for selected countries. Note how WEC and BP numbers are

identical, except for the fact that BP dates them differently. All numbers in million metric tons

(Mt). Data sources: [40–42]

Country or region

WEC

Proved at end 2007

BGR

Proved at end 2007

BP

Proved at end 2008

Australia 76,200 76,900 76,200

Brazil 7,059 6,596 7,059

Canada 6,578 6,578 6,578

China 114,500 192,000 114,500

Germany 6,708 40,936 6,708

India 58,600 73,510 58,600

Indonesia 4,328 6,981 4,328

Japan 355 355 355

Kazakhstan 31,300 18,947 31,300

Poland 7,502 16,329 7,502

Russia 157,010 161,553 157,010

South Africa 30,408 28,559 30,408

Ukraine 33,873 34,375 33,873

UK 155 432 155

USA 238,308 262,971 238,308

World 826,001 989,913 826,001
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Regulations can directly affect coal recoverability, such as prohibitions due to

land-use conflicts, or indirectly, such as taxation. In the USA, the Surface Mining

Control and Reclamation Act of 1977 directly prohibits surface mining in national

parks, forests, wildlife refuges, trails, wild and scenic rivers, wilderness, and

recreation areas. Many national parks have been established over the years, further

limiting land available for coal production. Petsch [55] studied Europe and the Ruhr

area and concluded that people have become sensitive to intrusions made on their

environment, for instance from mining or colliery spoil. Physical limitations from

land-use regulations have generally increased over time in many countries. Histori-

cally, air quality regulations have increased the demand for low-sulfur coal [13,

56–58]. Expanded environmental awareness in the 1960s and 1970s had lead to

heated debates and stricter regulations.

In 2009, President Obama stated that “at a time of such great challenge for

America, no single issue is as fundamental to our future as energy.” Part of that

challenge is reducing the dependence on imported oil and political pressure to limit

greenhouse gas emissions. Governments may very well tighten coal regulations and

pursue future efforts for addressing anthropogenic climate change and CO2

emissions. Generally, the air-quality regulations in the USA have been an environ-

mental success story although it has done little to mitigate CO2 emissions [59].

Interestingly, tight regulations are not the sole factor in future emissions. Regu-

latory uncertainty can be significant as businesses delay investments until they can

make solid return on investment decisions [60]. Exactly how future CO2 policies

will affect coal reserves remains to be seen but it is likely that such policies will

reduce the recoverable proportion of coal resources.

Sustainable development, environmental stewardship, and the importance of

natural resources for the continued well-being of mankind are driving forces for

future policies, at least in any foreseeable outlook. Historical trends point toward

increased restrictions and this implies that future energy policies will result in

significantly decreased coal availability. However, politics are constantly shifting

and sudden change in any direction cannot be ruled out. To summarize, recover-

ability is a complex issue and future supply of coal will be dependent on many

factors ranging from geological availability and quality to socioeconomic accept-

ability and energy policies.

Because peat is a small energy source, peat reserve estimates are difficult to find

and there is no known comprehensive global study. Volumetric data can be

converted to tonnage by using the average bulk density of produced peat. USGS

Mineral Commodity Survey on peat [61] contains some reserve estimates

(Table 9.5). Only a small portion of peatlands are available for extraction due to

environmental constraints and other factors.

Only a few countries have a peat industry of significant importance, so the global

peat reserves should be regarded as highly uncertain. Economics, demand, envi-

ronmental regulations, and other factors are still uncertain for many regions. The

world possesses large amounts of peat, but that should not be seen as guarantee for

future production. If demand for peat increases, reserve estimates will in all

likelihood become more accurate.
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As with coal resources, global peat reserves are very unevenly distributed.

A small number of nations control the vast majority of the world’s coal reserves.

The USA, Russia, China, Australia, India, and South Africa control over 80% of the

world’s coal reserves (Table 9.4) – a remarkable concentration of resources. Peat

shows a similar distribution with just a few countries as the world’s major reserve

holders (Table 9.5).

Global Coal and Peat Production

Production is the activity that actually transforms coal and peat into something

useful for consumers and society. Some of the produced volumes are inherently lost

in preparation, washing, or transformation to specialized products such as

briquettes to meet customer needs. Generally coal and peat are burned to create

heat, the heat is transformed into steam, and then the steam into electricity. They are

also used in industrial chemical processes, steel-making, and horticulture.

The world produced 6.8 Gt of coal in 2008 [40] and a comparatively tiny amount

of peat – only around 25 million tons [61]. Peat’s role as an energy source is

negligible in the global energy context, while coal is the second most important

fuel, second only to oil. As a result, this section will briefly cover peat and

coal mining and highlight some important aspects of production.

Currently, just a few countries are the principal producers of peat and all those

nations are located in Europe. Finland, Ireland, Belarus, Russia, Sweden, Ukraine,

and the Baltic states are the largest producers of peat. Finland is perhaps the most

significant peat consumer and derives 6% of its total energy from peat as a way to

replace imported fuels [62]. In Finland, over 90% of the total peat production goes

to energy production. In contrast, the USA uses most of its peat for horticultural

Table 9.5 Peat reserves for selected countries. All numbers in million metric tons (Mt). Data

source: [61]

Country Peat reserves as of 2008 [Mt]

Belarus 400

Canada 720

Estonia 60

Finland 6,000

Ireland NA

Latvia 76

Lithuania 190

Moldova NA

Russia 1,000

Sweden NA

Ukraine NA

USA 150

Other countries 10,000
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uses [61]. Peat is often used as a practical alternative for smaller heat and/or power

plants. There is also significant trade flows of peat among certain countries, but

most of the peat is still being consumed by the same country that produced it.

Wetlands that contain peat have to be drained before they can be exploited. Peat

in situ contains roughly 90% water and drainage can reduce this significantly.

Additional drying by the wind and sun will further reduce moisture content down

to 40–50%. The traditional production method was to hand-cut peat into sods or

strips, but this has been replaced by mechanical means. Another production tech-

nique yields fine peat granules by using a mechanical miller to disturb and granulate

the top layer of the peatland. Some of the produced peat goes to the production of

peat briquettes, which is a more practical fuel for households. WEC [41] states that

the bulk of peat production is obtained from milling, which is more easily used for

electricity and heat plants.

Producing coal requires more complex operations and often underground mining

methods. Coal mining can be done from the surface by using draglines and other

machines to remove the overburden and expose the coal for recovery. Surface mining

methods can generally recover a high percentage of the coal and are relatively cost-

effective. However, there are limits to the amount of overburden that can be practi-

cally removed to obtain access to the coal. Above certain stripping ratios (the amount

of overburden that must be removed divided by the amount of recoverable coal), the

surface method becomes unworkable and is replaced by deep mining.

In comparison, underground mining is more complicated and expensive and

recovers less coal since certain parts must be left to support the roof. Up to 40% of

the total coal in a coal seam may be left as supporting pillars, although this

sometimes can be recovered at a later stage. Worldwide, about 40% of the produc-

tion originates from surface mines, while 60% stems from underground operations.

Surface mining dominates in some important producing countries [63]. The chosen

production method will have a significant impact on the economic as well as

technical restrictions that affect the recoverability of the coal.

Since the 1950s, the six largest coal reserve holders have increased their share of

world production (Fig. 9.4). China in particular has rapidly increased its coal

production and now accounts for over 40% of world coal production. The USA is

the second largest coal producer, followed by India, Australia, Russia, and South

Africa. Even though coal is mined in over 50 different countries [63], the bulk of

production comes from these six nations.

It is impossible for coal and peat production to avoid affecting and disturbing the

local environment. Measures that restrict or even prevent mining in environmentally

sensitive and other protected areas are affecting legal and economic feasibility of

new mines. Mine tailings, acid mine drainage, leakage of associated substances like

sodium and heavy metals, land subsidence, impact on local wildlife and landscape

changes are problems that are intrinsically associated with production. Avoiding

addressing these issues will stir up political or legal controversies [13, 55].

In addition, safety regulations are another complicating factor. Mining

companies must agree to follow specific safety laws to receive a mining permit.

Some major hazards are explosions (caused by methane gas and dust), roof
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collapse, and machine failure. Surface mining is generally safer since the risk of

explosions is lower and the risk of roof collapses is almost completely absent. Since

many coal deposits are not reachable by surface mining, the company must resort to

underground mining. Closer discussions on safety related issues have been made by

others [65, 66]. Good safety brings additional costs, while poor safety will hurt

the public acceptance of the mining operations as well as potentially risking the

demand for the “unsafe” coal. Poor safety may also result in governmental inter-

vention and the closure of mining operations if required safety regulations are not

followed.

New technology and recovery methods can change or potentially even revolu-

tionize production. Improved mechanization, use of long-wall techniques that

minimize the coal left behind to support the roof, and other measures have

improved productivity and economic competitiveness of mining operations

[67, 68]. These new mining methods have made previously unreachable deposits

feasible for development, especially when they reduce production costs. New

inventions will likely continue to improve production even further as research

and development continues.

However, there is a danger in expecting too much from new technology. Increas-

ing depletion of the best and most easily accessible coal seams will force future

production to be derived from less favorable deposits. This will increase mining

costs, which in turn will make energy more expensive across the whole economy.

Some studies even show that technological progress will not meaningfully be able to

offset depletion [69–71]. The study authors reason that new technologies and mining
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methods that boost efficiency and decrease labor requirements will be unable to

offset the higher production costs of more complicated and labor-intensive deposits.

Coal has been produced in many countries for many decades, which enables us

to perform longitudinal studies of production data. Several countries are currently

producing only a small share of what they have produced historically (Fig. 9.5).

Much of the reduced production can be explained by the move to other energy

sources like petroleum or uranium, depletion of commercially feasible deposits,

energy policy changes, and similar reasons.

Countries such as the UK still have a significant amount of coal resources left

(Table 9.3), but not enough to suggest that coal will be the fuel of choice again. The

remaining coal is generally located deeper than the previously mined coal and will

be more expensive to mine in terms of labor and capital investment. Given the

drawbacks of coal, especially in terms of climate change because of its high carbon

content, it is not at all certain that demand for coal will grow again. This naturally

leads to the question of future production of coal and peat.

Future Production

Future production of peat and coal is an open and complex question. The resources

might be vast, but only a small amount is recoverable once legal, environmental,

and economic constraints are accounted for. In particular, it would be a mistake to

think that the huge worldwide resource estimates mean that coal and peat will
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provide a steady energy supply in to the future. In addition to the previous factors,

production also depends on social acceptability (i.e., who would want to see

mountain-top removal), technical restrictions, the development and competitive-

ness of alternative energy sources, and expected demand. Although the following

overview is unable to discuss all the factors that will affect future production, it will

illuminate some of the complexity and leading indicators of future production

projections.

There are many methodologies for creating production and supply projections

for coal or peat. Some methods are quantitative, and rely on field data, while others

are qualitative. Some analysts base their projections on economic theories, others

use physical or statistical models derived from natural sciences. The life of the

reserves and whether production can match demand are important questions for

planning and sustainability.

The economist Adelman [72] has said that the amount of mineral in the earth is

an irrelevant, nonbinding constraint to production. He further says that the amount

of resource in the ground is probably unknowable but surely is unimportant and of

no economic interest. This is correct in the very limited sense that producers will

never recover the very last amounts of coal or any other resource from the earth.

The ultimate recovery is undefined and governed by non-geological circumstances.

However, although the recovery factor might be undefined that does not make it

unlimited. It is bound between 0% and 100% of the resource in the earth’s crust,

which is clearly defined but not known exactly. Thus, the fact that the amount of

recoverable coal is undefined and unknown cannot be an argument against the

existence of future production limitations. The slow creation of coal and peat in

comparison to their rapid extraction from mining imposes an inherent finiteness to

the amount of coal and peat available.

Hubbert [73] proposed a model that extrapolates the production curves of finite

resources such as petroleum or coal. His model assumes that production begins at

zero, just before production has started, and ends at zero, when the resource has

been exhausted. In between, the production curve passes through one or more

maxima. The actual shape of the production curves may vary, but they are ulti-

mately limited by the amount of resource that was deemed to be recoverable.

Hubbert initially proposed a bell-shaped curve for an idealized production behav-

ior, representing various development stages without giving any mathematical

description for it. Later, he derived a mathematical framework chiefly based on

the logistic function and curve fitting to production and discovery data [74].

Fig. 9.6 shows a simple example of how actual production can be described by

mathematical curves. When doing long-term projections, a suitable curve is fitted

against historical production and constrained by a reasonable estimate on the

recoverable volumes that may be ultimately produced. The total resource in the

earth’s crust will ultimately place a limit on future production, but the real limit will

be lower since it is unrealistic to assume that all geologically existing volumes can

be recovered.

Hubbert himself [73] used 2,500 Gt as the ultimate world coal reserves and

placed the production peak around 2,150 at an annual output of 6 Gt. This implies
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that there are no near-term problems for coal production. However, his simple

approach does not consider all aspects of recoverability. It also agrees poorly with

actual production history since current production reached 6 Gt per year in 2008

and production is still increasing.

Hubbert’s method is sensitive to the assumed ultimate reserve that constrains the

curve so it is essential to have the best possible resource estimate. It has been

described as a reasonable model provided that it is acknowledged that reserves are

dynamic and that other factors also influence production [75]. Growth curve

methods can provide insight into the general long-term flow of finite energy

resources, but perturbations caused by sudden and unforeseen near-term economic

or political changes cannot be predicted. Therefore, long-term life-cycle projections

should not be used as a substitute for meticulous economic studies that forecast

perturbations in coal production over the upcoming years or decades [76]. Studies

have also used the development of regulations, restrictions, and recoverable volume

estimates to create production projections [13].

Other quantitative assessments that have relied on reported reserve and resource

assessments found that coal output can increase until 2050 or even 2100 [32, 76].

Thielemann et al. [32] assumed that resources will simply be converted into

reserves and then produced due the self-regulating price-driven supply cycle.

This model gives no foreseeable production limitations within the next century.

Mohr and Evans [77] point out that shrinking coal resource and reserve estimates

over the last 25 years seem to indicate that factors other than the self-regulating
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supply mechanism are playing a role. In any case, future production will still be

limited to the countries and regions where the resources are located.

Watson et al. [48] concluded that future coal production from the Pittsburgh coal

area is dependent on a complex set of factors, including future transportation costs

and environmental policies. Without a holistic view of all factors affecting recover-

ability and geological availability, no reasonable supply projection can be made.

Although predictions of future production will always be uncertain, it is important to

remember that production is dependent on muchmore than just geological existence.

Claims that abundant resources will automatically provide future energy supply need

to be treated with suspicion – they oversimplify the production situation.

For example, there are significant unexploited coal reserves located in eastern

Siberia and far eastern Russia. However, these deposits are far from major popula-

tion centers and will need major investments in infrastructure before they can be

exploited. How fast this can occur is an open question and depends primarily on

economic and political factors. Also, Russia might never develop those deposits and

may use other energy sources instead. A similar point can be made for the USA and

the vast coal resources locked up in Alaska [43]. Underlying assumptions can greatly

affect future production projections and one must always remember that produc-

tion is a complex issue with many factors involved.

Recent concern for the CO2 emissions that come from burning fossil fuels may

turn coal and peat into undesired fuels for the future in some countries. On the other

hand, countries that care less about the environment might turn to coal and peat as

cheap, but polluting, alternatives to imported oil. Clean coal technologies and

carbon capture and storage might alleviate much of the emission problems from

combustion, which can improve coal’s attractiveness. Cheap and reliable wind and

solar energy or improved nuclear power might also deliver cheaper energy to

consumers than coal and peat if carbon emissions are taxed. Increasing global

competition for the remaining petroleum might cause countries to increase their

reliance on domestic energy sources. In summary, there are many factors that can

affect future production and without a holistic approach it is difficult to make

reliable projections.

The current world dependence on fossil fuels also brings about another problem.

Since fossil fuels dominate the existing energy system, they will have to power any

possible shift to renewable or other energy sources [78]. The effect this has on fossil

fuel reserves will depend largely on the size and speed of the shift, since fossil fuel

energy used will be additional to that already in use.

In conclusion, there is a lot of coal and peat available in terms of resources.

However, far from all the resources are suitable for production, and future produc-

tion will largely depend on the choices people make. The model and assumptions

about recoverability have a significant impact on future production projections. The

key point is that huge worldwide resource estimates for coal and peat do not

automatically translate into an assured supply. Vast resources are present if society

demands coal and peat and is prepared to pay the price for recovering them.
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Future Directions

This section should start with a frank admission that coal will remain one of the

most important energy sources for mankind for the foreseeable future. Future

development of coal production will be linked to the development of global energy

supply, which will affect virtually all aspects of society in some way. However,

production is a complex issue that requires a holistic treatment. This chapter has

attempted to highlight several of the indicators and parameters that affect future

production of coal and peat.

It is also obvious that more work needs to be done in exploration and geology to

better understand the occurrence of coal and peat. Better survey data and increased

geologic certainty would also help to improve the accuracy of resource estimates –

especially in those countries and regions where few assessments have been made or

where only old data is available. There is no substitute for a good geological

understanding of depositional systems and detailed surveys when making resource

estimates.

Estimation of reserves and recoverable volumes involve consideration of numer-

ous economic, technical, legal, and social parameters relative to specific markets

and expected demand during a present and period with economic and regulatory

uncertainty. Improved understanding and handling of this complex set of factors are

required for more accurate and reliable assessments in the future. Recoverability is

not a topic that should be taken lightly or oversimplified. Instead it needs holistic

treatment to provide reasonable outlooks for future world supply of coal and peat.
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31. Lottes AL, Ziegler AM (1994) World peat occurrence and the seasonality of climate and

vegetation. Palaeogeogr Palaeoclimatol Palaeoecol 106(1–4):23–37

32. Thielemann T, Schmidt S, Gerling PJ (2007) Lignite and hard coal: energy suppliers for world

needs until the year 2100 – an outlook. Int J Coal Geol 72:1–14

33. van Rensburg WCJ (1982) The relationship between resources and reserves estimates for US

coal. Resour Policy 8(1):53–58

34. Wood GH, Kehn TM, Carter MD, Culbertson WC (1983) Coal resource classification system

of the U.S. geological survey. US Geological Survey Circular 891. http://pubs.usgs.gov/circ/

c891/

35. Eggleston JR, Carter MD, Cobb JC (1990) Coal resources available for development –

a methodology and pilot study. US Geological Survey Circular 1055. http://pubs.usgs.gov/

circ/c1055/

338 M. Höök
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Chapter 10

Coal Preparation

Gerald H. Luttrell and Rick Q. Honaker

Glossary

Ash A measure of coal purity that consists of the noncombustible

residue that remains after coal is completely burned.

Cut size The particle size that has an equal probability of reporting to

either the oversize or undersize product of a sizing device

such as a screen or hydraulic classifier.

Cut point The density corresponding to a particle that has an equal

probability of reporting to either the clean coal or reject

product of a density-based separator.

Dense medium An aqueous suspension of high-density micron-sized

particles (usually magnetite) used to separate coal from rock

based on differences in density.

Organic efficiency An indicator of coal cleaning performance calculated by

dividing actual clean coal yield by the theoretical maximum

yield attainable at the same ash content according to wash-

ability analysis.

Washability A laboratory procedure that uses dense liquids (usually

organic) to partition particles into various density fractions
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that represent the ideal separation potential of coal (also

called float–sink analysis).

Yield An indicator of separation performance (usually reported as

a percentage) that is calculated by dividing the clean coal

tonnage by the feed coal tonnage.

Definition of the Subject

Coal preparation, which may also be called washing, cleaning or processing, is the

methodology by which coal feedstocks are upgraded in order to reduce freight

costs, improve utilization properties and minimize environmental impacts. The

upgrading, which occurs after mining and before transport of the cleaned product

to market, is achieved using a variety of low-cost solid–solid and solid–liquid

separation processes. Examples of processing technologies used by this industry

include screening, classification, dense medium separation, gravity concentration,

froth flotation, centrifugation, filtration and thickening. Several of these processes

also play an important role in environmental control for the preparation facility.

Introduction

According to the annual census of coal preparation plants conducted by Coal Age

[1], the USA operates 286 coal preparation plants in 12 states. This number is

relatively small by comparison to the worldwide fleet which is estimated to be 2,283

plants [2]. The capacity of the plants can range from less than 200 t/h for small

operations to 6,000 t/h or more for large industrial plants. The need for such

facilities can be attributed to the fact that freshly mined coals contain a heteroge-

neous mixture of both organic (carbonaceous) and inorganic (mineral) matter. The

inorganic matter includes noncombustible materials such as shale, slate and clay.

These impurities reduce the coal heating value, leave behind an undesirable ash

residue, and increase the cost of transporting coal to market. The presence of

unwanted surface moisture also reduces the heating value and can lead to handling

and freezing issues for consumers. Therefore, essentially all coal supply agreements

with electrical power stations impose strict limitations on the specific energy (heat),

ash and moisture contents of purchased coal. Moreover, as the first step in the power

cycle, coal preparation plants improve the environmental acceptability of coal by

removing impurities that may be transformed into harmful gaseous or particulate

pollutants when burned. These pollutants typically include particulates (fly ash) and

sulfur dioxide (SO2) as well as toxic trace elements such as mercury. The presence
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of mineral impurities can also influence the suitability of coal for high-end uses

such as the manufacture of metallurgical coke or generation of petrochemicals and

synthetic fuels. As such, coal preparation is typically needed to achieve the high

levels of coal purity demanded by these secondary markets.

This entry provides a brief overview of some of the technological systems used

in coal preparation. In addition, this entry highlights the benefits resulting from coal

preparation activities as well as the issues associated with the sustained operation of

coal processing facilities. This review suggests that coal preparation will continue

to have a significant impact on the cost, recovery and quality of coal supplies.

However, future improvements in separation technology and practices are needed

to provide further reductions in waste generation and downstream environmental

impacts. In many cases, these improvements may also generate incremental

revenue due to the recovery of usable coal from waste streams, which could

provide a financial incentive for pursuing these activities.

Assessment of Cleaning Characteristics

The capability of coal preparation to improve coal quality varies widely due to

inherent differences in the liberation characteristics of mined coals. The degree of

liberation is determined by the relative proportion of composite particles (i.e.,

particles of intermixed coal and rock that are locked together) present in a particular

coal. The composite particles make it impossible to physically separate all of the

carbonaceous matter from the host inorganic matter. Consequently, plant operators

are often forced to sacrifice coal recovery by discarding some composite particles as

waste in order to improve clean coal quality to a level that can meet customer

specifications.

The theoretical trade-off between coal recovery and quality can be quantified in

the laboratory using washability (float–sink) analysis. An example of experimental

data collected from a float–sink analysis is shown in Fig. 10.1. The analysis is

performed by sequentially passing a coal sample through containers containing

liquids (usually organic) of increasingly higher densities [3]. Pure coal has

a relatively low specific gravity (SG < 1.3) and is collected as a float product

from the first container, whereas pure rock is much denser (SG > 2.2) and is

collected as a sink product from the last container. Composite particles report as

float products in the intermediate containers filled with liquids having densities

between that of the first and last containers. After density partitioning, the products

from this procedure are dried, weighed and analyzed for quality (ash, sulfur,

mercury, etc.). Washability data are very useful for predicting and analyzing the

performance of coal preparation plants since most cleaning processes separate coal

and rock based on differences in density.

Coal washability has a tremendous impact on how effectively a preparation plant

can upgrade a particular coal feedstock. However, the types of processes employed

and practices used for operation and maintenance (O&M) can also greatly influence
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the performance of the preparation facility. This effectiveness is typically reported

as an organic efficiency, which is defined as the yield of clean coal actually

produced by the separation divided by the theoretical maximum yield of clean

coal that could be achieved at the same ash content according to washability

analysis. Organic efficiencies are often in the high 90 percentiles for well designed

and well run operations, although values well below this desired level are not

uncommon for problematic plants. Inefficient processes or practices, which mis-

place significant amounts of clean coal into waste and/or rock into the clean

product, have a large negative impact on profitability. For example, a decrease in

organic efficiency of just one percentage point can potentially represent a reduction

in plant profitability of 20% or more.

Coal Processing Operations

During the early part of the last century, coal mines made use of labor intensive

sorting methods such as manual hand-picking to remove unwanted rock frommined

coal. This inefficient approach was soon replaced by simple mechanical sorting

Legend
Mass
(Ash)
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(14.5)
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Example: A perfect separation at 1.6 SG would 
provide 72.2% yield of clean coal at 9.0% ash 
and 27.8% yield of reject at 78.9% ash. Thus, a 
plant operating with a 90% organic efficiency 
would be expected to provide a 65.0% clean coal 
yield at 9.0% ash (i.e., 72.2% x 0.9 = 65.0%).]   

Cumulative float C Sink

Specific gravity Mass
(%)

Ash
(%)

Mass
(%)

Ash
(%)

Mass
(%)

Ash
(%)Sink Float

1.30 47.8 4.2 47.8 4.2 100.0 28.4

1.30 1.40 15.6 14.5 63.4 6.7 52.2 50.5

1.40 1.50 6.6 22.8 70.0 8.3 36.6 65.9

1.50 1.60 2.2 31.2 72.2 9.0 30.0 75.4

1.60 1.70 2.1 39.6 74.3 9.8 27.8 78.9

1.70 1.90 5.6 62.5 79.9 13.5 25.7 82.1

1.90 20.1 87.5 100.0 28.4 20.1 87.5

Totals 100.0 28.4

Fig. 10.1 Float–sink (washability) analysis for a 28.4% ash run-of-mine coal
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processes that reduced misplacement and provided higher levels of productivity.

These early plants typically cleaned only the coarser particles (usually larger than

>5–10 mm) and either recombined the untreated fine particles back into the washed

product or discarded the fines as waste. These inefficient systems dumped large

tonnages of coal into waste piles, some of which are being re-mined and reprocessed

today. These historic periods were followed by many decades of technology devel-

opment that ultimately led to the design and operation of relatively efficient plants

that are capable of complete or partial upgrading of the entire size range of mined

coals. Many modern coal preparation plants operating today are as complex as

industrial facilities once employed only by the chemical processing industry.

Figure 10.2 shows a simplified process flowsheet for a modern plant that includes

operations for particle sizing, cleaning and dewatering. This sequence of operations,

which is called a circuit, may be repeated for different size fractions since the

processes used in coal preparation have a limited range of applicability in terms of

particle size (Fig. 10.3). Modern plants may include as many as four separate

processing circuits for treating the coarse (plus 10 mm), small (10 � 1 mm),
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Fig. 10.2 Simplified flowsheet for a modern coal preparation plant showing unit operations for

sizing, cleaning and dewatering of four different size fractions required for efficiency coal

upgrading
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fine (1 � 0.15 mm), and ultrafine (minus 0.15 mm) feed material. Although many

commonalities exist, the final selection of what number of circuits to use, which

types of unit operations to employ, and how they should be configured, is highly

subjective and dependent on the characteristic properties of the feed coal in terms of

size and composition.

Unit Operations for Particle Sizing

Coal produced by mechanized mining operations contains particles as small as fine

powder and as large as several hundred millimeters. Particles too large to pass into

the plant are crushed to an appropriate upper size, or rejected where insufficient

recoverable coal is present in the coarse size fractions. The crushed material is then

segregated into groups having well defined maximum and minimum sizes. Screens

are typically employed for sizing coarser particles, while combinations of station-

ary sieves and classifying cyclones are used for sizing finer particles. Figure 10.3a

shows the typical sizes of particles that can be effectively handled by common types

of industrial sizing equipment.

Grizzly
Vibrating screens

Sieve bend
Frequency sieves

Particle diameter (mm)

0.01 0.1 1 10 100

Dense medium cyclones

Spirals
Teeter bed

Froth flotation
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Disc vacuum filter

-
Screen-scroll centrifuge

Screen-bowl centrifuge

(a) Sizing

(b) Cleaning

(c) Dewatering
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Dense medium vessel
Coarse jig

Water-only cyclone

Screens
High frequency screen

Fig. 10.3 Effective range of particle sizes treated by various coal preparation processes
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Screens and Sieves

Screens are mechanical sizing devices that use a mesh or perforated plate to sort

particles into fine (particles that pass through the screen openings) and coarse

(particles that are retained on the screen surface). Screens are used for a wide

range of purposes including the extraction of large rock and trash prior to treatment,

the production of optimum size fractions for separation devices and the rinsing/

dewatering of products from cleaning operations. The types of screens commonly

used in coal preparation include grizzly, vibrating and high-frequency screens.

A grizzly is a series of evenly spaced parallel bars that are positioned in the

direction of material flow. This simple device is used only for gross sizing of

very coarse particles (>50 mm) and is generally applied only for the protection

of equipment from large oversize material. Vibrating screens are the most common

equipment for sizing particles and are used in almost every aspect of coal prepara-

tion. Vibrating screens (Fig. 10.4) utilize an out-of-balance rotating mechanism to

create a vibrating motion to sort particles and to move material along the screen

surface. High-frequency screens (Fig. 10.5) are normally used for dewatering fine

coal or rock by retaining slurry between two opposing inclines. As the name implies,

this type of screen operates at a high vibrating frequency, which is beneficial for

dewatering fine solids.

The sizing of fine coal is particularly difficult due to the increased likelihood of

plugging and the large number of particles that must pass through the screen

surface. As such, fine sizing is performed in many cases using sieve bends.

A sieve bend (Fig. 10.6) consists of a curved panel constructed from inverted

Fines

Coarse

Fig. 10.4 Vibrating screen

used for feed coal sizing
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trapezoidal bars (profile or wedge wire) placed at right angles to fluid flow. The

capacity of the sieve is relatively high since the leading edge of the trapezoidal bars

“slice” material from the flowing stream. However, due to the unique geometry, the

Fig. 10.5 High-frequency

screen used for dewatering of

fine rock

Fines

F
low

Fig. 10.6 Sieve bend used to

remove fine “slimes” from
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particle size retained by the sieve is smaller than the spacing between bars. Sieve

bends are commonly used for fine particle dewatering and may also be used ahead

of vibrating screens to enhance sizing performance.

Classifying Cyclones

Classification is used in coal preparation for fine sizing where conventional screen-

ing and sieving becomes impractical or too expensive. Classification exploits

differences in the settling rates of particles of different size (i.e., smaller particles

settle slower than larger particles). Classification is usually applied to dilute

suspensions of <1 mm diameter particles. This technique is generally less efficient

than screening or sieving since the separation can be influenced by particle shape

and density as well as particle size. The most common type of classification device

used in the coal industry is the classifying cyclone (Fig. 10.7). In this device, dilute

slurry is pumped under pressure to multiple parallel units (banks) of cyclones. The

rotating flow field within the cyclone creates a centrifugal force that increases the

settling rate of the particles. Larger particles are forced to the wall of the cyclone

where they are carried to the discharge port (apex) at the bottom of the cyclone,

while finer particles exit out the top of the cyclone (vortex finder). Classifying

cyclones are commonly applied to obtain cut sizes of 0.10–0.15 mm and represent

the only practical option for sizing ultrafine particles (cut size of 50 mm or less).
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Smaller cyclones are typically used to size finer particles since these units provide

a higher centrifugal force. Classifying cyclones are very popular in the coal industry

since they offer a high unit capacity, operational flexibility and low maintenance.

Unit Operations for Coal Cleaning

The primary purpose of coal preparation is to separate valuable carbonaceous

material from contaminants in the surrounding host rock. The separation is typically

accomplished using low-cost processes that exploit differences in physical

properties that vary according to mineralogical composition of individual particles.

Some of the common properties that are used to separate coal and rock include size,

density and wettability. As shown in Fig. 10.3b, the effectiveness of different types

of separators is limited to a relatively narrow range of particles sizes due to

limitations associated with equipment efficiency and geometry.

Dense Medium Separators

The most common process for upgrading coarse coal (>12.5 mm) is the dense

medium vessel. While a wide variety of different designs exist in industry, one of

the most popular is the chain-and-flight vessel (Fig. 10.8). This density-based

separator consists of a large open tank through which an aqueous suspension of
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suspension
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rock

Fig. 10.8 Chain-and-flight

dense medium vessel used to

separate coarse coal and rock
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finely pulverized magnetite (SG = 5.2) is circulated. The magnetite creates a

suspension with an artificial density that is between that of coal and rock. Conse-

quently, lighter coal particles introduced into the medium float to the surface of the

vessel where they are transported by the overflowing medium to a collection screen.

Waste rock, which is much denser, sinks to the bottom of the vessel where it is

collected by a series of mechanical scrapers called flights. The flights travel across

the bottom of the vessel and eventually drag the waste rock over a discharge lip at one

end of the separator. The unit is highly flexible since the quality of the clean coal

product can be readily adjusted by varying the density of the medium from 1.3 to 1.7

SG by controlling the amount of magnetite and water introduced into the suspension.

Particles smaller than about 0.5 mm float or sink too slowly in a static vessel to

be effectively separated. Therefore, dense medium cyclones (DMCs) are typically

used to clean coal and rock in the size range between 0.5 and 12.5 mm. These high-

capacity devices (Fig. 10.9) make use of the same basic principle as dense medium

vessels, i.e., an artificial magnetite-water medium is used to separate low-density

coal from high-density rock. In this case, however, the rate of separation is greatly

increased by the gravitational effect created by passing medium and coal through

one or more cyclones. Dense particles of rock sink in the rotating medium and are

pushed toward the wall of the cyclone where they are eventually rejected out the

bottom. Lighter particles of coal rise to the surface of the rotating medium and are

carried with the bulk of the medium flow out the top of the cyclone. Recent

advances in cyclone technology have allowed the upper particle size limit for

DMCs to increase in many current applications to 60–75 mm. This development
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has made it possible to simplify plant circuitry in some facilities by eliminating the

need for a dense medium vessel.

The primary disadvantage of dense medium processes is that they require

considerable ancillary equipment to support the operation. A typical circuit

requires that the clean coal and rock products pass over drain-and-rinse (D&R)

screens to wash the medium from the surfaces of the products and to dewater the

particles. The medium recovered from the drain section is circulated back to the

separator by a pump, while medium from the rinse section is diluted by spray water

and must be concentrated before being fed back. The concentration is achieved

using magnetic separations that effectively recover magnetite from nonmagnetic

particles that would otherwise contaminate the circulating medium.

Water-Based Separators

A wide variety of water-based density separators, which avoid the need to utilize

a artificial dense medium, are also available for separating coal and rock in the

particle size range between 0.15 and 1 mm. The most common methods include

water-only cyclones (WOCs) and spirals. A WOC is similar to a classifying

cyclone, but typically has a stubby wide-angled conical bottom (Fig. 10.10).

Separations occur in a WOC due to differences in the settling rates of coal and

rock in the centrifugal field within the cyclone. The separation is also enhanced by

the formation of autogenous medium created by the natural fines already in the feed

Fig. 10.10 Bank of twin

water-only cyclones used to

separate fine coal and rock
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slurry. These units are often employed in two stages or in combination with other

water-based separators to improve performance.

Another water-based separator for treating fine coal that has grown tremendously

in popularity is the spiral concentrator (Fig. 10.11). A spiral consists of a corkscrew

shaped conduit with a modified semicircular cross-section. During operation, feed

slurry is introduced to the top of the spiral and is permitted to flow by gravity along

the helical path to the bottom of the unit. Particles in the flowing film are stratified

such that lighter coal particles are forced to the outer wall of the spiral, whereas

heavier particles are forced inward to the center of the spiral. The segregated bands

of heavy to light materials are collected at the bottom of the spiral. Adjustable

diverters (called splitters) are used to control the proportions of particles that report

to the various products. A three-product split is usually produced, giving rise to three

primary products containing clean coal product, refuse and misplaced “middlings.”

Because of the low unit capacity (2–4 t/h), spirals are usually arranged in groups fed

by an overhead radial distributor. To save space, several spirals (two or three) may

be intertwined along a single central axis. Spirals have been successfully utilized in

combination with WOCs to improve the efficiency of separating fine coal.

Froth Flotation Separators

The smallest size fraction of coal (<0.15 mm) cannot be effectively separated using

density-based separators. For these particles, a process known as froth flotation

must be used. Flotation is a physicochemical process that separates particles based
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on differences in surface wettability. Flotation takes place by passing finely dis-

persed air bubbles through an aqueous suspension of particles. A chemical reagent,

called a frother, is added to promote the formation of small bubbles. Typical

addition rates are in the order of 0.1–0.5 lb of reagent per ton of coal feed. Coal

particles, which are naturally hydrophobic, selectively attach to air bubbles and are

buoyed to the surface of the pulp where they are collected from a coal-laden froth

bed that forms atop the cell. Most of the impurities that associate with coal are

hydrophilic and remain suspended until they are discharged as a dilute slurry waste.

Another chemical additive, called a collector, may be added to improve the

adhesion between air bubbles and coal particles. Collectors are commonly hydro-

carbon liquids such as diesel fuel or fuel oil. In some plants, clay slimes (<0.03

mm) are removed ahead of flotation using small diameter classifying cyclones to

minimize the carryover of the high ash slimes into the froth product with the

process water.

Most industrial installations make use of mechanical flotation machines

(Fig. 10.12). These machines consist of a series of agitated tanks (4–6 cells) through

which fine coal slurry is passed. The agitators are used to ensure that larger particles

are kept in suspension and to disperse air that enters down through the rotating shaft

assembly. The air is either injected into the cell using a blower or drawn into the cell

by the negative pressure created by the rotating impeller. Most commercial units are

very similar, although some variations exist in terms of cell geometry and impeller

design. A disadvantage of conventional flotation cells is that they allow a small

amount of clay slimes to be recovered with the water that reports to the froth

product. Therefore, in cases where high clay concentrations are expected, advanced
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flotation processes such as column cells (Fig. 10.13) are often used. Column cells

virtually eliminate the recovery of clay slimes by washing the froth with

a countercurrent flow of water. This feature allows columns to produce a higher

purity coal product without sacrificing coal recovery.

Unit Operations for Coal Dewatering

Solid–liquid separators are used downstream of coal cleaning processes to remove

unwanted surface moisture from the sorted products. Excess moisture lowers the

heating value of the coal, may lead to handling/freezing problems, and increases the

overall costs of transporting the coal to customer sites. As shown in Fig. 10.3c,

several different types of mechanical dewatering methods are required depending

on the size of particles to be treated. The removal of water from the surfaces of

coarser (>5 mm) coal is predominantly carried out using screens, where the prime

force involved is gravity. Finer particles have a higher surface area and tend to have

correspondingly higher moisture content. There finer particles are typically

dewatered using centrifugal methods or filtration systems.

Centrifugal Dewatering

Centrifugal dryers, which consist of a rotating screen or basket, use centrifugal

force to pull water away from the surfaces of coal particles. These devices operate

Fig. 10.13 Column-type

flotation cell used to clean

ultrafine coal
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in much the same fashion as the spin cycle in a washing machine. For coarser

fractions, two popular centrifugal dryers are the vibratory centrifuge and the screen-

scroll centrifuge. The vibratory centrifuge (Fig. 10.14) uses a vibrating mechanism

to move solids through the unit, while the screen-scroll design uses a screw

conveyor to move the solids. For finer particles (<1 mm), both the screen-scroll

centrifuge and another popular design, called a screen-bowl centrifuge, may be

used. The screen-bowl centrifuge is a horizontal unit that consists of both a solid

bowl section and a screen section (Fig. 10.15). Feed slurry is introduced into the

bowl section where most of the solids settle out under the influence of the centrifu-

gal field. A rotating scroll transports the settled solids up a beach and across the

screen section where additional dewatering occurs before the solids are discharged.

Solids that pass through the screen section are typically added back to the machine

with the fresh feed. This unit is capable of providing low product moistures,

although some ultrafine solids are lost with the main effluent that is discarded

from the solid bowl section.

Filtration Dewatering

Filtration processes may be used to dewater fine coal whenever a high coal recovery

is desirable. Filtration involves the entrapment of fine solids as a cake against
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a porous filtering media. Traditionally, flotation concentrates have been dewatered

using some form of vacuum filtration. These units are capable of high coal

recoveries (>97%) while generating product moisture in the 20–30% range. The

most popular type of vacuum filter is the disc filter (Fig. 10.16). This device consists
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of a series of circular filtration discs that are constructed from independent wedge

shaped segments. At the beginning of a cycle, a segment rotates down into the filter

tub filled with fine coal slurry. Vacuum is applied to the segment so that water is

drawn through the filter media and a particle cake is formed. The resultant cake

continues to dry as the segment rotates out of the slurry and over the top of the

machine. The drying cycle ends when the vacuum is removed and the cake is

discharged using scrapers and a reverse flow of compressed air.

Thermal Dewatering

Thermal dryers have been successfully employed in the coal industry to reduce

clean coal moisture to single-digit values whenever mechanical dewatering pro-

cesses are incapable of meeting contract specifications. The most popular design is

the fluidized bed dryer (Fig. 10.17), which uses coal, oil or gas as the fuel source to

heat the incoming air stream. The amount of fuel required depends on the amount of

water that must be evaporated which, in turn, depends on the amount of coal fed to

the dryer and the percentage of water in the dewatered product [4]. When operating

correctly, thermal dryers can reduce the clean coal moisture to less than 6% by

weight at a unit cost proportional to the tonnage of water evaporated [5]. Unfortu-

nately, thermal dryers require high capital costs, often in excess of several million

or more. Dryers can also suffer from emission problems associated fugitive dust and

poor opacity. Emissions of nitrous oxides, sulfur dioxide, volatile organic

Fig. 10.17 Thermal dryer

used to dry coal to low

moisture contents
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compounds (VOCs) may also present issues for some sites seeking operating

permits. Moreover, thermal drying of combustible particles of coal can present

safety hazards resulting from accidental fires or dust/gas explosions.

Thickening and Clarification

Another essential solid–liquid separation process used in coal preparation is

thickening. Thickening (or clarification) processes are used to treat the process

water so that it can be recycled and reused within the plant. A thickener consists of

a large tank in which particles are permitted to settle, thereby producing a clarified

overflow and thickened underflow (Fig. 10.18). Thickeners are usually fed dilute

slurry (<5–10% solids) that is rejected from the fine coal cleaning circuits. The

clarified water that overflows along the circumference of the thickener is recov-

ered and reused as process water. The thickened underflow, which often contains

20–35% solids, is transported to the center of the thickener by a series of rotating

rakes. The thickened sludge is then pumped to an appropriate disposal area or is

further dewatered prior to disposal. Chemical additives (coagulants and

flocculants) are usually introduced ahead of the thickener to promote the aggre-

gation of ultrafine particles so as to enhance water clarity and increase settling
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rates. The pH levels must also be carefully monitored and controlled. Conven-

tional thickeners, which are typically 50–200 ft diameter, require constant moni-

toring to ensure that overflow clarity and underflow density is maintained and the

rake mechanism is not overloaded. A torque sensor on the central drive is

typically used to monitor rake loading, while a nuclear density gauge is often

used to monitor underflow density.

Waste Disposal and Storage

The separation processes used in coal preparation often generate large volumes of

waste rock and slurry. As a result, the final step in coal preparation involves the

disposal and permanent storage of these waste products into various types of

surface and/or underground repositories. Although many variations exist,

a common approach is to use separate refuse piles and slurry impoundments. Refuse

piles are designed to receive coarse particles of waste rock that can be easily

dewatered by screens or sieves. This material is relatively easy to handle and can

be transported by truck or belt haulage systems to the disposal area. On the other

hand, fine coal wastes are difficult to dewater and are typically discarded in slurry

form. The waste slurry contains water, coal fines, silt, clay and other fine mineral

particles from the processing plant. In most cases, the slurry is discarded into an

impoundment (Fig. 10.19). An impoundment is an engineered structure consisting

of a large volume earthen settling basin formed behind a man-made dam or
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embankment. The dam or embankment is usually constructed from compacted

coarse refuse material. The waste slurry is transferred to the impoundment by

pumping thickened underflow from the plant thickener through a pipeline. The

volume of the impoundment must be sufficiently large to ensure that fine particles

settle by gravity before the clarified water at the surface is recycled back to the plant

for reuse.

Beneficial Impacts of Coal Preparation

Coal preparation provides several attractive benefits from both an economic and

environmental perspective. The most recognized of these include increased coal

reserves, lower transportation costs, improved utilization properties and abatement

of pollution.

Coal Reserves

Perhaps no other technology has had a greater impact on expanding the reserve base

of economically recoverable coal than coal preparation. Preparation plants employ

low-cost physical separation processes to convert run-of-mine coal resources into

saleable coal reserves. The percentage of clean coal tonnage generated from each

ton of run-of-mine coal is commonly referred to as plant yield. This parameter is

one of the most difficult to estimate when evaluating the reserve base for

a previously undefined coal property. The yield can be influenced by several factors

including the quality of the in-place coal, the washability (separating

characteristics) of the run-of-mine coal, the efficiency of the separation processes

used by the preparation facility and the strictness of the quality demands imposed

by the coal consumer. The quality of the in-place can be affected by small changes

to mining practices that directly influence out-of-seam dilution. Variations in

washability, which reflect the selective liberation of composite particles of

intermixed coal and rock, can also make estimations of coal yield unreliable

when coal is subjected to size reduction.

The average yield produced by coal preparation plants has steadily declined over

the years due to a depletion of lower ash feeds and increased mining mechanization.

For example, Fig. 10.20 shows the yield of clean coal currently obtained from

a random survey of several major plants operating in the eastern USA. It is not

uncommon for eastern operations to experience yields under 30–35%, thereby

producing only 1 t of clean coal from three or more tons of mined product. An

estimate complied from production records supplied by coal producers suggests

that the average yield is now less than 50% (i.e., 49.8% � 3.5%) for the total USA.

This situation is expected to worsen as eastern reserves become thinner and more
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challenging to mine. A study reported by Weisenfluh et al. [6] indicated that nearly

52% of the remaining eastern Kentucky coalfield resources are located in coal

seams that are 0.35–0.70 m in thickness, while 31% are in 0.70–1.1 m thick seams.

Likewise, a study of the Virginia coalfields found that 30% of the total reserve base

(more than 200 million tons) exists in seams with a thickness less than 0.70 m [7].

Consequently, ever increasing amounts of rock from out-of-seam dilution are being

mined, loaded and hauled to preparation plants for removal and disposal.

Coal Transportation

Most of the coal consumed in the USA is used for the production of electricity. The

cost of transporting the coal to the power station is usually borne by the utility and

paid based on the delivered tonnage. The mine operator is also paid by the utility

based on tonnage, although the unit price is typically adjusted up or down to

account for the actual heat content of the supplied coal fuel. In most cases, this

simple pricing structure provides the base economic justification for the operation

of coal preparation facilities. The high-ash rock rejected by coal preparation plants
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contains insufficient heating value to justify the shipment of this material to the

utility. The savings in transportation costs are directly proportional to the increase

in heating value.

Cost–benefit studies suggest that the economics of coal production are more

sensitive to transportation cost than to any other factor. For example, a study by

Norton [8] was one of the first to demonstrate how unfavorable changes in the cost of

mining, processing and transportation affect profitability. The study concluded that

the cost of coal transportation had the greatest overall impact on total revenue. This

study also indicated that the clean coal yield was second only to transportation cost

in determining revenues. In contrast, increases in the capital and operating costs of

the coal preparation plant had only a minor impact on revenue. Therefore, any steps

taken to reduce preparation costs (fewer capital improvements, less maintenance,

workforce reductions, etc.) usually need to be closely examined to ensure that clean

coal yield is not adversely impacted by these cost-cutting measures.

Utility Performance

The thermal efficiency of a power station is very important. A higher efficiency is

obviously beneficial from an economic perspective since this provides a pro-

portional improvement in generated revenue for the power station. Moreover,

a higher efficiency also reduces the production of greenhouse gases and other

pollutants of environmental concern since less coal fuel needs to be burned per

unit of electrical power generated.

One method for improving thermal efficiency is to use washed coals of higher

quality can significantly improve the thermal efficiency of a boiler [9–12]. Higher

quality coals are more reactive and require less excess air for effective combustion,

thereby improving efficiency via a reduction in heat lost with the flue gas. Higher

quality coals also improve efficiency by avoiding fouling/slagging problems in

the boiler, which tend to raise the flue gas temperature and increase heat losses. The

extent to which the proper application of coal preparation technology improves

thermal efficiency is highly case specific and difficult to predict from purely

theoretical considerations. The most reliable data for quantifying efficiency

improvements are typically reported based on actual plant studies. One such

classic study [13] monitored improvements to boiler performance resulting from

switching from an untreated coal (15% ash and 3.5% sulfur) to washed coal (9% ash

and 2.8% sulfur) from the same mine. Despite the modest improvement in coal

quality, the boiler efficiency increased from by about 1.5 absolute percentage points

as a result burning better quality coal. The capacity factor also rose by almost 10%

due to less fouling/slagging problems.

The use of coal preparation technologies to improve boiler efficiency has also

been a major benefit reported in other nations. The International Energy Agency

(IEA) estimates that coal-fired power plants in India can increase thermal efficiency
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by up to 10 percentage points by switching from unwashed to washed coal [14].

China also expects to make greater use of coal preparation technology to improve

thermal efficiencies and environmental performance [15]. The average thermal

efficiency in China has been reported to be less than 29% [16], compared to around

38% in OECD countries. As such, coal preparation is expected to continue to have

a large impact on the international community.

Another benefit of coal preparation is that it removes impurities that have

a significant influence on the O&M costs for a coal-fired boiler. Studies have

demonstrated that the removal of abrasive mineral impurities such as pyrite and

quartz can substantially reduce wear rates and increase the throughput capacity of

utility pulverizers [17, 18]. The impacts associated with the abrasive wear and

slagging/fouling of boiler tubes can also be mitigated to a large extent by utilizing

washed coals that have been properly cleaned to remove unwanted mineral matter

[19–21]. Vaninetti and Busch [22] have provided a detailed description of these

problems and have developed empirical formula that can be used to assist in the

evaluation of changes to coal quality in specific types of boilers.

The handling characteristics of solid coal are also an important issue. A poor

handling coal may hang in railcars, plug chutes and bins and stick to conveyor belts.

These problems may result in unscheduled shutdowns, thereby reducing power

station availability. Washed coals from preparation plants typically have superior

handling characteristics to run-of-mine coals, especially if all or a portion of the

ultrafines have been removed. These coals also typically present fewer problems in

terms of unwanted dust generation, solids run-off during precipitation events and

freezing problems during colder months [23].

Pollution Abatement

Coal preparation plays an important role in reducing the emissions of pollutants that

associate with the mineral matter contained in coal. These emissions normally

include solid particulate emissions such as fly ash as well as gaseous emissions of

precursors associated with acid-rain and air toxics. These emissions are strictly

regulated for coal-fired utilities through various legislative acts such as the 1990

Clean Air Act Amendment (CAAA) and 2005 Clean Air Interstate Rule (CAIR).

Moreover, coal preparation has a beneficial impact on reducing greenhouse gas

emissions by increasing the thermal efficiencies.

Noncombustible impurities present in the feedstocks supplied to coal power

stations generate waste steams as either bottom ash/slag or fly ash. Of these, the

finest particles of fly ash emitted to the atmosphere are considered to be of greatest

environmental concern due to their potential adverse impact on human respiratory

health [24]. Power stations make use of several types of effective control

technologies to minimize fine particulate emissions. These postcombustion

technologies include efficient processes such as electrostatic precipitators (ESPs),
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fabric filters (FFs), cyclones and wet scrubbers. Modern control systems typically

achieve better than 99.5% removal of all particulates and exceed 99.99% in some

cases. However, standards for particulate emissions continue to become increas-

ingly stringent as reflected by expanded regulations by the US EPA to include

particles finer than 2.5 mm in new ambient air quality standards [25]. As such, there

is continued interest in removing greater amounts of particulates upstream of other

emission controls using coal preparation technologies.

The separation processes used in coal preparation plants remove noncombustible

minerals that ultimately affect the amount and type of particulate matter (PM) that

passes downstream to emission control systems. For these systems, proper levels of

coal washing can be identified that effectively reduce ash loading and improve

removal efficiencies. A recent presentation by American Electric Power to the

Asia Pacific Partnership [26] concluded that “Consistent and proper quality coal
is best tool to improve plant operating performance and reduce PM and SO2

emissions. Removal of some of the coal ash (includes rocks) at the mine is more
economic than in the pulverizer, boiler, precipitator and scrubber.” Washing also

minimizes the total amount of high-surface-area fly ash that is more hazardous to

dispose due to its high reactivity. Even in cases where particulate controls are

currently deemed adequate, greater use of coal preparation may be required in the

future to compensate for deterioration in feedstock quality as higher quality coal

reserves become depleted.

Coal preparation has also played an important role in environmental compliance

by reducing the sulfur contained in coal feedstocks prior to combustion [27]. Sulfur

occurs in coal as three distinct forms (e.g., sulfate, organic and pyritic). Sulfate

sulfur is present in very small quantities and is not considered a serious problem.

Organic sulfur, which is part of the basic structure of coal, is not removable by

conventional cleaning. The precombustion removal of organic sulfur is possible

using chemical cleaning methods; however, these elaborate processes are not

economically competitive with flue gas scrubbing. Pyritic sulfur is present as

discrete inclusions of iron sulfides distributed within the coal matrix. As such,

this form of sulfur has the potential to be removed by physical cleaning processes

such as coal preparation [28]. Fortunately, many of the high sulfur coals in the USA

also contain a high proportion of pyritic sulfur (Fig. 10.21).

Coal preparation plants have been reported to remove up to 90% by weight of

pyritic sulfur, although rejections are typically in the 30–70% range due to libera-

tion constraints [28–30]. When compared to the postcombustion control of sulfur,

coal preparation offers several distinct advantages including improved market

flexibility, lower scrubber loading and concurrent removal of other impurities

(ash, trace elements, moisture, etc.). Although coal preparation does not directly

impact the nitrogen content of coal, washing has been shown to help reduce NOx

emissions by providing a consistent high quality fuel that makes it easier to control

the combustion environment [31].

Coal preparation also has a tremendous impact on the amount of air toxics

released to the atmosphere. The 1990 CAAA contained provisions that established

new emission standards for a variety of air toxics, which are commonly referred to
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as hazardous air pollutants (HAPs). Many of the HAPs identified in the CAAA are

present as trace elements in coal [32, 33]. Some of the most noteworthy of these are

antimony, arsenic, beryllium, cadmium, chlorine, chromium, cobalt, fluorine, lead,

manganese, mercury, nickel, selenium and radionuclides. The concentrations of

these elements are known to vary considerably from seam to seam, and in some

cases within the same seam [34, 35]. During combustion at electrical utilities, these

elements may be released to the atmosphere as solid compounds with the fly-ash

and in the vapor phase with the flue-gas. Existing post-combustion control

technologies, such as electrostatic precipitators, can be reasonably effective in

reducing the concentration of trace elements associated with fly-ash. These com-

monly include elements such as antimony, beryllium, cadmium, cobalt, lead and

manganese. Capture efficiencies of >97% have been reported for electrostatic

separators [36]. On the other hand, trace elements such as arsenic, chlorine,

mercury and selenium have the potential to volatilize and are less effectively

controlled by postcombustion methods.

Studies have shown that many of the HAP precursors identified in the CAAA are

associated with the mineral matter commonly rejected by coal preparation plants.

This approach to HAPs control is attractive since the waste rock rejected by coal

preparation plants is coarser and has a lower reactivity than the high-surface-area

ash generated by power stations [37]. In-plant sampling campaigns conducted by

various researchers [36, 38] suggest a good correlation between the rejection of

mineral matter and the removal of trace elements during physical cleaning. These

findings are also supported by laboratory float–sink tests performed using a variety

of eastern US coals [39–41]. These data suggest that trace elements are typically

rejected at levels of 40–70% by weight using conventional preparation
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technologies. These values appear to be in good agreement with earlier values

reported by Fonseca et al. [36], which showed an average trace element removal

by conventional coal preparation of approximately 64% for six different coals

(Fig. 10.22). On the other hand, the large degree of variability observed in the data

from these and other studies suggest that the rejections of trace elements by coal

preparation are very site specific and need to be quantified on a case by case basis.

Of the air toxics reduced by coal preparation, mercury is perhaps the trace

element in coal of greatest environmental concern [35]. Mercury can be released

during coal combustion and subsequently deposited in the environment. Ecological

studies have shown that mercury bio-accumulates in the food chain as higher

species consume lower life forms exposed to mercury contamination [42]. Data

reported by the US Environmental Protection Agency (EPA) indicate that coal-fired

utilities are currently the largest human-generated source of mercury releases in the

USA. It is estimated that these plants release approximately 48 t annually [43]. In

order to curb these emissions, EPA issued the world’s first-ever rule to cap and

reduce mercury emissions for coal-fired power plants. Compliance options avail-

able to utilities include postcombustion capture of mercury by existing or new flue

gas scrubbing technologies as well as precombustion control of mercury by coal

preparation and coal switching [44].

A recent study by Quick et al. [45] showed that the mercury content of coal

delivered to utilities (based on ICR data) was lower than that of the in-ground coal
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resources in the USA (based on COALQUAL data). This comparison is shown in

Fig. 10.23 for the primary eastern coal producing states. Based on this study, Quick

et al. [45] concluded that “. . .selective mining and more extensive coal washing

may accelerate the current trend toward lower mercury content in coal burned at US

electric utilities. . .” and “. . .since recent reductions of sulfur emissions from coal-

burning electric utilities are largely due to a declining sulfur content of delivered

coal, rather than from scrubbing combustion gases, these simple, low-cost

approaches to reduce Hg emissions should not be overlooked.”

According to Alderman [46], cleaning can reduce mercury by more than 50% in

many eastern and western coals and lignites, excluding southern Powder River

basin coals. Greater rejections of mercury by coal preparation appear to be limited

by inadequate liberation and/or the presence of organically associated mercury.

Several studies have suggested that mercury has some degree of association with

the iron sulfides present in many run-of-mine coals [47–49]. In fact, the data

summarized in Fig. 10.24 suggest that the concentration of many metallic elements

found in coal often correlate well with the presence of sulfide minerals [50]. As

a result, the rejection level for mercury is often in the same range as the pyritic

sulfur rejection for coals subjected to coal preparation. While liberation can be

improved by reducing the topsize of the feed coal [51], this approach is difficult to

justify in today’s marketplace due to the high costs associated with the fine grinding

of coal [28]. Moreover, fine particles are also difficult and costly to upgrade,

dewater and handle in existing coal preparation facilities.

Another important impact of coal preparation is in the reduction of greenhouse

gas emissions resulting from improvements in thermal efficiency, i.e., less CO2 is
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produced per unit of electricity generated. Calculations indicate that a one percent-

age point improvement in thermal efficiency provides a two to three percentage

point reduction in CO2 emissions for a typical coal-fired utility. An investigation

conducted by Couch [52] indicated that there are more than 4,000 coal-fired boilers

(>50 MW capacity) worldwide that could improve thermal efficiencies and reduce

CO2 emissions by using coal preparation to improve coal quality. Moreover, von

Hippel and Hayes [53] have noted that coal preparation reduces the amount of

energy consumed (and CO2 generated) during coal transportation by increasing the

specific heating value of the delivered coal. Smith [13] also found that freshly

mined coals subjected to coal preparation processes tended to display slower

releases of methane, another greenhouse gas.

Challenges for Coal Preparation

Coal preparation offers may attractive benefits for coal-fired power generation.

These typically include lower transportation costs, improved properties for coal

utilization and reduced emissions of particulate and gaseous pollutants. However,

the industry also faces several challenges that need to be resolved to ensure that

preparation plants can continue to operate at a profit without damage to the

environment. These concerns can be generally classified as technical factors that
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relate to shortcomings in current processing systems, environmental factors that

involve improving waste handling and disposal, or health and safety factors that

may affect workers or citizens in the surrounding area.

Technical Issues

Cleaning of Fine Particles

The freshly mined coals that are fed to coal preparation plants are typically crushed

to liberate rock before washing and to limit the largest size of particles that enter the

plant. Operators prefer to keep the particles as large as possible (usually >50 mm)

since fine coal processes are considerably less efficient and substantially more

costly. This is unfortunate since the amount of high quality recoverable coal within

a given reserve can theoretically be increased by crushing. The size reduction

improves the liberation by reducing the population of intermixed composite

particles of coal and rock. A study conducted by DOE [30] indicates that the

reserves of compliance coal in central Appalachia could be nearly doubled by

efficiently cleaning at a particle size of 1 mm (Fig. 10.25). Although a systematic

assessment has not been performed to date for trace elements, the size reduction

would also be expected to substantially improve the removal of coal-related

pollutants other than just ash and sulfur.
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Unfortunately, the solid–solid separation processes used industrially to treat fine

coal represent the single greatest loss of potentially recoverable coal in a

preparation facility. Field studies indicate that the froth flotation process, which is

normally used to recover <0.2 mm coal, typically recovers only 60–80% of the

organic matter in this size range. This surface-based separation is inherently less

effective in removing pyritic sulfur than density-based processes used to treat the

coarser sizes of coal [54]. As such, the desulfurization of fine particles is also often

poor in many operating preparation facilities. Therefore, the development of effec-

tive, low-cost processes for treating fine coal is a major need for the preparation

industry. Effective solutions need to be found for improving the recovery, selectiv-

ity and capacity of froth flotation processes. This goal may be achieved through

fundamental and applied studies that seek to understand and improve flotation

chemistry, equipment design and process control. In addition, new types of density

separators need to be developed for treating fine coal. Centrifugal separators such as

enhanced gravity concentrators, which have been successfully applied in the gold

industry, may prove useful for this purpose. These devices have the potential to

reject significantly greater amounts of pyritic sulfur (and mercury) that is not

efficiently removed using surface-based separators such as froth flotation

[55, 56]. However, these machines have several limitations including low

throughputs and control difficulties.

Dewatering of Fine Particles

The solid–solid separation processes employed by modern coal preparation plants

require large amounts of process water. After cleaning, the unwanted water must

be removed from the surfaces of the particles using mechanical dewatering equip-

ment. Inefficient removal of moisture lowers the heating value, increases transport

costs and creates handling/freezing problems for the cleaned coal. Coarse particles

can be readily dewatered using simple screening systems, while finer particles

require more complicated unit operations such as centrifuges and filters. Unfortu-

nately, the mechanical systems used to dewater fine coal are inefficient and costly

[57]. Fines often represent as little as 10% of the total run-of-mine feed; however,

this size fraction may contain one third or more of the total moisture in the delivered

product.

The availability of low-cost mechanical dewatering equipment that can effi-

ciently remove moisture from fine coal is widely considered to be an important need

for the coal preparation industry. Existing technologies for fine coal dewatering

tend to produce unacceptably high moistures exceeding 25–35% by weight or

intentionally sacrifice half or more of the ultrafines as a waste in an attempt to

lower the product moisture. In addition, these processes are typically the most

energy intensive processes used in coal preparation, often consuming 6–12 kW/t/

h of dry solids processed [58]. Thermal dryer systems can effectively reduce

moisture; however, these massive units require very large capital expenditures

that are difficult to justify in the coal industry. Also, indirect thermal drying
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systems (e.g., Holoflite and Torus Disc) typically require 200–400 kW/t/h of

product for drying fine coal solids to single-digit moistures [59]. Moreover,

stringent air quality standards make it impossible in many cases to obtain new

operating permits for thermal dryers. Therefore, the coal preparation industry

needs to develop new mechanical solid–liquid separation processes that are

substantially more efficient in terms of removing moisture and less expensive to

purchase, operate and maintain. Innovative systems are critically needed, which

may require fundamental studies to identify controlling mechanisms that can lead

to the development “breakthrough” technologies.

Sizing of Fine Particles

There are many technical challenges for the coal preparation industry that directly

relate to size–size separations. Size–size separations are required ahead of

solid–solid separations since these units are only effective within a narrow particle

size range. Vibrating screens are generally efficient and cost effective for sizing and

dewatering coarser particles. On the other hand, screening systems for finer

particles, particularly those finer than 0.5 mm, tend to blind easily, wear quickly,

and suffer from low throughput and low efficiency. The misplacement of

incorrectly sized particles into equipment not designed to handle such sizes can

have a large adverse impact on both the separating performance and maintenance

requirements for a preparation plant. Another important issue with screening is the

desliming of coal products to remove ultrafine mineral sediments that are detrimen-

tal to quality and moisture. Many in the industry believe that the ability to screen

ultrafine particles at sizes of 0.15 mm and smaller is particularly important.

In addition to new screening systems, breakthrough technologies in ultrafine

classification are also needed in the coal preparation industry [60]. Classification is

the separation of particles due to differences in settling velocities, which depends not

only on particle size, but also on particle density and shape. Firth and O’Brian [61]

noted that while existing classification systems were adequate for the coal preparation

industry of the past, “. . .it is apparent that further improvements in yield/ash/moisture

relationship achieved by coal preparation plants will require increased efficiency in

this size separation step.” The ability to classify and better utilize ultrafine particles

will increase industry productivity and reduce the generation of wastes. Many in the

industry believe that currently there is a lack of efficient ultrafine sizing and desliming

technologies for separating at cut sizes of 100 mm and finer.

On-Line Analysis and Control

Tremendous strides have been made in the automation and control of coal prepara-

tion plants during the past several decades [62]. The application of on-line sensors

together with programmable logic controllers (PLCs) has allowed modern plants to

operate more efficiently and to improve safety by reducing manpower
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requirements. On the other hand, the industry continues to struggle with the

determination in real-time of the quality of their coal products [63]. Analyzers are

commercially available for the on-line analysis of many quality parameters for coal

including ash, sulfur and moisture, although the measurement accuracy is often

poor due to sampling and calibration issues. On-line analyzers do not currently exist

that can be used to determine important data such as particle size distributions and

washability in real-time. Therefore, improving automation, control and sensor

technologies is a key challenge for the industry to overcome. Advances in on-line

analysis would enhance the industry’s ability to maximize the recovered energy in

a marketable product and minimize the generation of unwanted wastes.

Environmental Issues

Environmental compliance in the coal mining industry is strictly controlled by

government regulations. History suggests that these regulations were necessary in

many cases to ensure uniform environmental stewardship across the industry as

a whole. Today, mining companies accept these environmental standards as good

business practice and, in some cases, may go beyond simple compliance to promote

goodwill and to set an example for others. Nevertheless, potential environmental

issues associated with coal processing still exist. These issues have been generically

classified by the World Bank to include air emissions, wastewater, hazardous

materials, solid wastes and noise [64].

Coarse Waste Disposal

Of the various challenges facing the coal preparation industry, perhaps none are as

significant as those which relate to waste handling and disposal. This importance

can be attributed to the fact that coal cleaning operations produce large volumes of

waste that must be discarded into refuse piles or impoundments. Refuse piles are

designed to receive coarse particles of waste rock that can be easily dewatered. This

material is relatively easy to handle and can be safely transported by truck or belt

haulage systems to the disposal area with little or no potential for environmental

damage. On the other hand, the waste contains solid and liquid components that

may present long-term disposal problems depending on the sizes, types and

quantities of minerals present and the conditions under which the wastes are stored

(dry vs wet, loose vs compacted, etc.). The factors play a key role in establishing the

structural integrity (slope stability, surface water run-off, sediment containment,

seepage, etc.) and chemical nature (acid generation, metal dissolution, etc.) of the

wastes. Solid sediments and dissolved may be transported by rainwater where it

would pollute streams or groundwater. Many of these issues can be effectively

managed via proper disposal practices and monitoring programs. On the other hand,

10 Coal Preparation 375



uncertainties related to the intricate biochemistry and complex hydrology of the

waste warrant continued investigation to fully assess the potential for negative

impacts associated with long-term disposal of coarse waste. Overall, improved

waste characterization, including better methods to define the nature of wastes

from coal preparation operations, is considered by many to be a high-priority

need for the coal preparation industry.

Slurry Disposal and Storage

The handling and disposal of fine slurry waste is widely considered to be one of the

most difficult challenges facing the coal preparation industry. Fine wastes have

historically been discarded into earthen impoundments for permanent disposal. An

impoundment is an engineered structure consisting of a large volume settling basin

formed behind a man-made dam or embankment. The waste, which is difficult to

dewater, is normally pumped from the preparation plant thickener to the impound-

ment as slurry. The slurry contains water, coal fines, silt, clay and other fine mineral

particulates from the processing plant. In most cases, the slurry is retained behind

a man-made embankment (earthen dam) constructed from compacted refuse mate-

rial. The impoundment is designed to have a volume that is sufficiently large to

ensure that fine particles settle by gravity before the clear water at the surface is

recycled back to the plant for reuse. In some cases, chemical additives may be used

to promote settling and to control pH. According to the National Research Council

[65], the coal industry discards 70–90 million tons of fine wastes each year into

existing impoundments. There are 713 active impoundments and ponds, most of

which are located in central Appalachia. In addition, it has been estimated that more

than 2.5 billion tons of fine coal waste has been discarded in the past into existing

and abandoned impoundments.

Impoundments, like any body of water contained behind a dam, can pose a safety

and environmental risk if not properly constructed, monitored and maintained.

Potential problems include structural failures, seepage/piping, overtopping, acid

drainage and black water discharges. Since the well-known Buffalo Creek dam

failure in 1972, strict engineering standards have been mandated by government

agencies to regulate the design and operation of impoundments. A detailed report

on the design and evaluation of tailings dams for the mining industry has been

published by the EPA [66]. No failures of impoundment dams or overspills have

occurred since this legislation was enacted. However, several breakthroughs of

slurry into old mine workings beneath impoundments have occurred. The most

notable was the Martin County incident, which released about 309 million gallons

of slurry into streams and rivers in late 2000. A number of small accidental releases

of black water have also been reported at various plant sites.

Several alternatives to impoundments have been employed by the coal industry

in an attempt to avoid any future potential for environmental damage.

These alternatives have been examined extensively by Gardner et al. [67]. For

example, some mines use new modes of slurry disposal such as slurry cells and
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underground injection wells. Slurry cells have been used successfully in some cases

(albeit at higher cost), but limitations associated with maintaining less than 20 acre-

ft of settling area make this alternative difficult to apply in all cases. Likewise,

the use of injection wells has raised public concerns about groundwater contami-

nation and well water quality [68, 69]. To overcome these problems, various

types of mechanical solid–liquid separators have recently been investigated as

a means of more fully dewatering the fine solids prior to disposal. Notable

examples include deep-cone (paste) thickeners and different types of filters

(pressure, vacuum, belt press, plate-and-frame, etc.). Deep-cone thickeners

have been shown to be capable of producing a paste of 45–55% solids as

underflow in waste coal applications [70]. Ideally, the paste can be discarded

as a stacked pile, thereby avoiding the need for impoundments to handle waste

slurry. This technology has already been demonstrated projects at two mining

sites in the eastern USA [71, 72]. Despite these advancements, the Committee on

Coal Waste Impoundments [65] that recently examined the issue of slurry

disposal concluded that “. . .although there are alternatives to disposing of coal
waste in impoundments, no specific alternative can be recommended in all
cases.” Therefore, in the absence of a preferred disposal method, continued

development of new and improved processes and practices for slurry disposal

is critically needed in the coal preparation industry.

Process Water Quality

The overwhelming majority of cleaning processes used in coal preparation

require large amounts of process water. Nearly all of the process water is supplied

by thickening units, which settle out ultrafine suspended solids and recycle

clarified water back into the plant. A small amount of fresh make-up water from

an external source is usually required to satisfy the balance between moisture

contents of solids entering and exiting with the plant. The clarification and

recycling of process water provides an effective means of reducing fresh water

demands and lowing environmental impacts. On the other hand, plant operators

are faced with the difficulty of avoiding the buildup of suspended solids and

dissolved substances in the process water. The effects of these components on

separating performance and plant maintenance (e.g., rusting and scaling) are not

well understood. Deterioration of process water quality is known to reduce sizing

efficiency, lower flotation recovery and increase magnetite losses [73]. Evidence

also exists suggesting that dissolved ions also adversely impact the performance

of dewatering processes [74]. Detailed studies are needed to better understand

these problems so that effective solutions can be identified and implemented

before they impede preparation plant operations.

There are also growing concerns by the public that chemicals used in the

process of coal may be harmful to the environment. The vast majority of coal is

upgraded without being contacted with any chemical additives using density-

based separation processes. On the other hand, finer coal particles (typically <0.2
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mm) are processed using froth flotation circuits, which require small dosages of

reagents known as collectors and frothers. Collectors consist of oily

hydrocarbons, such as diesel fuel, kerosene and fuel oil, which are insoluble in

water and coat fine coal particles. If required, dosages are typically less than 0.3–2

lbs of collector per ton of fine coal processed. Likewise, frothers are added to all

flotation systems to promote the formation of small air bubbles and to create

a stable froth. Frothers are typically various types of alcohol and/or polyglycol

surfactants [75]. Addition rates for frothers are typically less than 10–15 ppm in

the process water. In addition, plants add water treatment chemicals into their

thickening circuits to enhance settling rates and improve water clarity. These

reagents commonly include various types of natural and synthetic coagulants and

flocculants. Polymer flocculants, which are added in very small amounts, are

diluted in strength to 0.01–0.05% solutions with water to improve performance.

These chemical are also widely employed in the purification of drinking water and

food as well as in the treatment of sewage, paper-making, oil recovery, storm

water run-off and many other types of industrial wastewater [76]. Finally, coal

operations may occasionally use small amounts of dust suppressants or freeze

inhibitors to address seasonal problems that may arise at the plant site.

Several studies have been carried out in recent years to assess the ecotoxico-

logical impacts of chemicals used by processing plants. For example, several

studies have raised concerns that seepage from impoundments containing mine

influenced waters (e.g., residual chemicals, particulates, acid drainage) may be

impacting the population of fresh water muscles/mollusks in tributaries around

coal mining and processing facilities [77]. Many of these issues were addressed in

a recent symposium hosted by the Nature Conservancy that addressed the coexis-

tence of coal mining and healthy aquatic ecosystems [78]. Another recent study

commissioned by the New Zealand Auckland Regional Council (ARC) examined

the effects of residual coagulants and flocculants on natural waters [79]. The study

concluded that the negative impacts of these chemicals were “. . . low level and

not likely to be significant in relation to other factors which govern the health of

aquatic communities. The benefit of reduced sediment levels in discharges is

considered to outweigh the risk of any low level impacts attributable to residual

flocculants.” However, the study noted that improper application of these

chemicals associated with misusage or overdosing may create an environmental

risk. Therefore, to avoid these concerns, the development of new technologies

that eliminate and/or significantly reduce the additions of process reagents is

desirable as a long-term solution to this potential problem. In the near-term, it is

likely that chemical manufacturers will continue to develop low-risk “green”

reagents for use in coal preparation facilities. Many plants that dispose of waste

slurry via underground injection have successfully switched to natural flotation

collectors, such as blends of canola oil, vegetable oil, soybean oil, etc., as

environmentally friendly replacements for petroleum-based hydrocarbon

collectors [80].
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Air Quality and Dust

The US EPA promulgated standards of performance for air quality for all new and

modified coal preparation plants under the 1976 Clean Air Act. These New Source

Performance Standards (NSPS) address all types of particulate emissions, including

fugitive dust, which may result from producing, handling, transporting and storing

coal. Operations impacted by such regulation include crushers and breakers, sizing

equipment, cleaning systems, thermal dryers, conveying systems, coal storage areas

and coal transfer/loading systems that are directly part of the coal preparation

facility. For some processes, such as thermal dryers, opacity less than 10% must

be maintained [81]. Dusting problems are not uncommon around material handling

transfer points where ultrafine particles have the opportunity to become airborne.

These locations may include truck and railcar load-outs as well as conveyor and

chute transfer points in and around the preparation plant. Many operations utilize

water trucks and water sprays in combination with additions of various chemical

and/or crusting agents to lower dusting problems. In addition, some operations

make use of enclosures, such as silos and bins, to avoid exposure of coal to the

environment. The use of inflatable structures over coal storage piles have also been

attempted with limited success [82]. Despite these efforts, fugitive dust still seems

to be an issue for many plant sites, often leading to disputes with the public and

creating concerns for worker health. Therefore, work is needed to develop better

practices and control technologies for reducing dust emissions. The reconstitution

of fines via agglomeration and briquetting technologies would be expected

to substantially reduce dust emissions, but these processes are currently too expen-

sive to be practical in the coal industry.

Future Directions

Dry Processing

The low-sulfur coal reserves in the western states have become the most important

supply of domestic fossil fuel in the USA during the past few decades. Historically,

the majority of coal mined in this region was of sufficient quality to not require any

coal preparation except for simple crushing and sizing. More recently, however,

increased levels of rock dilution have been noted for coals mined in this region,

largely due to the mining of more challenging reserves and the use of larger mining

equipment that are less selective [83]. This trend is pushing some coal producers to

consider coal washing for the first time. In addition, new federal and state clean air

quality requirements are pressuring utilities and coal companies to use precombus-

tion cleaning as a means of reducing SOx and trace element emissions [84]. One

example is the proposed Springerville power plant in New Mexico, which has been
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tentatively approved contingent upon the use of precombustion cleaning to improve

the quality of their coal feedstock.

There are many challenges in using precombustion cleaning to upgrade western

coals. The processes traditionally used to wash eastern coals cannot be readily

adopted in the west since water resources are lacking and low rank coals often

disintegrate in water. As a result, current industry efforts are focusing on the

development of dry cleaning processes to upgrade these lower rank reserves. Dry

coal separators, such as pneumatic jigs and air tables, are already finding

applications at selected mine and utility sites [85–87]. Other developing

technologies that may be applicable for this purpose include various types of

electrostatic [88, 89] and magnetic separators [90, 91]. The continued development

of these low-cost units is believed to be important for upgrading many of the

western coal reserves where water is scarce. The development of automated sorters,

which use optical, electromagnetic or X-ray detection, to identify and extract rock

from coal, also show considerable promise for dry coal concentration [92]. Optical

sorters are used for separating particles that are liberated at relatively large sizes

(>10 mm). These devices are already being used for separating diamond, gold,

uranium and sulfide ores as well as for separating plastic bottles in the recycling

industry. Such devices are particularly useful for pre-concentration, which can

increase throughput and result in energy savings for other types of solid–solid

separators. Continued R&D is necessary to improve separation efficiency (particu-

larly for finer sizes), increase reliability and lower costs for this new generation of

coal preparation technology.

Conversion Processes

Coal preparation activities have traditionally been limited to include only those

processes that involve physical separations. These processes include unit operations

for particle sizing, concentration of organic matter and dewatering/disposal of plant

products. These processes are generally considered to be inherently benign since

they do not alter the chemical structure of the individual particles contained in the

coal. Conversion processes, which include carbonization, gasification and lique-

faction operations, are by this definition not considered to be part of the coal

preparation industry. On the other hand, a new generation of coal preparation

technology is being developed and commercialized that bridges the gap between

traditional coal cleaning and coal conversion processes. These gateway

technologies have the potential to reduce transportation costs and improve utili-

zation properties for many of the low rank coals located in the Powder River

basin. Under this expanded definition, conversion processes that are geared to the

production of enhanced solid fuels may also be included under the coal prepara-

tion umbrella. Perhaps the best known of these processes include the K-Fuel,

Encoal and SynCoal processes [93–95]. Some of these solid fuel production

facilities may also produce gaseous or liquid byproducts that are of value in the
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synthetic fuel market. The upgrading of low rank coals, which are abundant in the

USA, is believed to be an attractive means of producing low-emission coals

capable of meeting the 2010 CAIR standards. This approach is particularly

attractive if the process simultaneously produces syncrude oil as a byproduct [96].

One of the most highly developed and well demonstrated technologies for

upgrading low rank coal is the K-Fuel process. This technology is

a decarboxylation process that uses heat and pressure to modify the structure of

subbituminous coals. By driving off moisture and oxygen, the process has been

shown to be capable of reducing emissions of nitrous oxides by 10–20%, carbon

dioxide by 8–12% and mercury by as much as 70% [97]. A commercial-size

demonstration plant owned by Evergreen Energy is currently being operated in

Gillette, Wyoming. Specific concerns associated with this technology include the

high cost of thermal processing as well as problems related to disposal of process

wastewater and spontaneous combustion of the treated products.

Another widely discussed coal conversion technology is the Encoal Process

developed by SMC Mining Company and SGI International. The technology uses

a two-step thermal treatment process to produce an enhanced solid coal fuel (char)

as well as some derived liquid fuel. In the first processing step, the low rank feed

coal is heated until a completely dry solid is produced. The temperature is then

increased in a second processing step to promote decomposition and drive off

gases via mild gasification. According to published reports [98], the Encoal

process generates about one-half ton of solid fuel and one-half barrel of condensed

liquids from each ton of feed coal supplied to the thermal reactor. The products, as

alternatives to existing fuel sources, are capable of lowering sulfur emissions in

coal-fired boilers nationwide [99]. The gaseous products that are not condensed

into useful liquid are burned to supply thermal energy for the process. A 1,000 t/

day demonstration plant was successfully operated between 1992 and 1998 under

DOE sponsorship. However, concerns associated with this process include high

treatment costs, excess fines production, dusting problems, wastewater generation

and need for coal-char stabilization (to prevent spontaneous combustion).

Another intriguing conversion processes that couples thermal upgrading with

physical cleaning to improve the quality of low rank coals is the SynCoal technol-

ogy. In this process, high moisture coal is processed through vibrating fluidized bed

reactors in three sequential stages, two heating stages followed by an inert cooling

stage. These reactors remove chemically bound water, carboxyl groups and volatile

sulfur compounds. After thermal upgrading, the coal is put through a deep bed

stratifier cleaning process to separate the pyrite rich ash from the coal. When fed

a typical low rank western coal, the SynCoal process can provide a product with

a heating value of up to 12,000 BTU/lb with moisture and ash contents as low as 1%

and 0.3%, respectively [100]. A demonstration plant (45 t/h) was successfully

operated near Western Energy Company’s Rosebud coal mine near Colstrip,

Montana. Although the plant closed in 2001, the facility generated more than

2 million tons of products during its lifespan [101]. Similar to the other mild

conversion technologies, concerns associated with this process include high treat-

ment costs, dusting problems and product instability.
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Chapter 11

Coal to Liquids Technologies

Marianna Asaro and Ronald M. Smith

Glossary

Coal-to-liquids (CTL) The conversion of coal to liquid fuels and/or

chemicals

Coprocessing (of coal) The simultaneous conversion of coal and waste

carbonaceous feedstocks such as petroleum-

based residual oil or tar, plastics, or rubbers via

once-through direct liquefaction into liquid,

solid, and gaseous hydrocarbonaceous materials

intended primarily for use as fuel.

Direct coal liquefaction (DCL) The conversion of coal to liquids via dissolution

and/or hydroprocessing, without first gasifying

the coal.

DOE United States Department of Energy.

Fischer–Tropsch reaction The catalytic conversion of synthesis gas to pri-

marily hydrocarbons, the discovery being

credited to Franz Fischer and Hans Tropsch.

Gasification (of coal) The conversion of coal to primarily synthesis

gas plus ash at elevated temperature and pres-

sure of oxygen and steam.
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Indirect coal liquefaction (ICL) The conversion of coal to liquids via the inter-

mediacy of synthesis gas.

Light distillate A distillation cut of lowmolecular weight and low

boiling range, obtained from refining of hydrocar-

bonaceous feedstocks, used to produce liquefied

petroleum gas (LPG), gasoline, and naphtha.

Middle distillate A distillation cut of mid-range boiling point,

obtained from refining hydrocarbonaceous

feedstocks, containing hydrocarbons ranging

from C5 through about C20 or C22. When further

distilled, the portion of middle distillates

containing C5 through about C15 is often referred

to as naphtha, and the portion containing C16

through up to C22 is referred to as diesel. The

naphtha is often distilled further to produce gas-

oline and kerosene/jet fuel, or can be used as feed

for a naphtha cracker unit to make light olefins.

(Less commonly, the gasoline cut is initially

collected along with the light distillates).

Pyrolysis (of coal) Amild gasification process wherein coal is heated

in the absence of oxygen at sufficiently mildly

elevated temperature as to produce a mixture of

hydrocarbonaceous gases, liquids, and solids suit-

able for use as chemical precursors or fuel.

Synthesis gas (syngas) A mixture of primarily hydrogen and carbon

monoxide produced by gasification or reforming

of hydrocarbonaceous materials, used to synthe-

size fuels or chemicals.

Water gas shift reaction The chemically reversible, catalyzed conversion

of water and carbon monoxide to hydrogen and

carbon dioxide.

Definition of the Subject

Like oil and natural gas, coal is a fossil resource and as such is not what first comes

to mind when considering sustainable fuel sources. Coal contributes to

sustainability as a complement to maintaining continuous availability of sufficient

fuel to meet growing global demand [1–3].

As for other fossil sources, conversion of coal to transportation fuel is currently

more affordable than conversion of renewable resources such as wind and solar,

which are technically far away from availability at even a fraction of the scale

required for sustainability over the coming decades. Given that proved coal

reserves in North America alone are currently estimated as capable of producing
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more than 840,000,000,000 equivalent barrels of oil (the energy equivalent of 32

cubic miles of oil) [4], the abundance of coal is a boon to a sustained global liquid

fuel supply if used wisely.

Just as renewable fuel sources will be benchmarked against fossil sources in terms

of economics, so also coal will be benchmarked against renewable fuel sources in

terms of environmental sustainability. Today, modern coal-to-liquids (CTL) technol-

ogy can produce synthetic fuels that burn more cleanly than conventionally produced

fuels. CTL technology can produce a virtually sulfur-free diesel fuel, much cleaner

than conventional diesel – reducing smog and acid rain – and can also produce

gasoline, jet fuel, or chemicals.

Most coal used today is for production of power or for steelmaking. Coke plants

use coal to produce high purity carbons for use in steel manufacture. Combustion of

coal provides heat and power for industrial process operations. Production of liquid

fuels and chemicals from coal are lower volume uses; these applications will tend to

increase in importance as the ease of oil recovery decreases and its price increases.

Introduction

Coal has been mined and used as a source of energy for centuries. The first recorded

use of coal was in China, with indications that the Chinese began using coal for

heating and smelting about 2,500 years ago, and most historians believe that coal

was used in various parts of the world 3,000–4,000 years ago during the Bronze Age

[5]. A system for mining coal was present in England by 1180 [6]. Coal provided

heat for homes and industry, fuel gas for town lighting, process gas for industry,

coke for the iron industry, and fuel for steam locomotives and shipping during the

first quarter of the twentieth century. Although electric power has supplanted coal

gas for public lighting (town gas), the electric power industry remains significantly

coal based today.

Coal resources have been used to produce liquid transportation fuels by several

process routes, collectively referred to as coal liquefaction or, more generally

stated, as Coal to Liquids (CTL). Early records of coal conversion to liquid fuel

date to 1913 and an extraction process developed by Friedrich Bergius in Germany

[7]. Bergius treated a mixture of pulverized bituminous coal and coal-derived heavy

oil with hydrogen, at high temperature and pressure, to give a liquid product

consisting of heavy oils, middle distillates, gasoline, and gases. Various metal

compounds have been used to catalyze the process. This type of CTL technology

is called Direct Coal Liquefaction (DCL).

DCL technology involves making a partially refined synthetic crude oil directly

from coal, which is then further refined into synthetic gasoline and diesel as well as

liquefied petroleum gas (LPG). Raw coal oil is highly aromatic and requires further

upgrading. Heavy residues generated in the process, referred to as asphaltenes, also

include ash from the coal and are either disposed of or gasified to produce part of the
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hydrogen required for the upgrading. The hydrocarbon fuel products of DCL are

similar to hydrocarbon fuels derived from crude oil. A slate of partially refined

gasoline-like and diesel-like products, as well as propane and butane, are recovered

from the synthetic crude oil mainly by distillation. Liquid yields in excess of 70%

by weight of the dry, mineral matter-free coal feed have been demonstrated under

favorable circumstances. Overall thermal efficiencies (% calorific value of the input

fuel converted to finished products) for modern processes are in the range of

60–70% if allowance is made for generating losses and other non-coal energy

imports. These processes generally have been developed to process development

unit (PDU) or pilot plant scale. However, no demonstration or commercial-scale

plant had yet been built until very recently, primarily because petroleum fuels had

been available at lower overall cost.

Development of the DCL approach in the twentieth century proceeded with

ambition and then reserve. DCL was first commercialized in the 1920s (the Pott-

Broche/IG Farben Process). In the Second World War, Germany produced more

than 4 million tons of fuels by DCL. Plants were also built during this time in the

UK, France, and Japan. A Japanese-influenced pilot unit at Fushun Coal Mine was

operated by the South Manchurian Railway Company from 1938 [8] until 1943 and

processed 20,000 t/year of coal. During this same period, the Korean Artificial

Petroleum Company operated a 100 t/day plant at its Agochi factory [9].

DCL underwent a new phase of development in the 1970s in response to oil

shocks. Major research efforts in the USA during the 1970s and 1980s, in particular,

involved work by Hydrocarbon Research Inc. (HRI, now Hydrocarbon

Technologies Inc, HTI), cosponsored by the US Department of Energy (DOE)

and including substantial R&D at a dedicated facility in Wilsonville, Alabama.

Research on DCL in Japan began in 1974 with the Sunshine project and

sponsorship by the New Energy and Industrial Technology Development Organi-

zation (NEDO) [10]. Early players included Sumitomo Metals and Hasaki, and

Nippon Steel and Kimitsu. The program experienced delays in the next decade,

presumably resulting from the drop in oil price. A 150 t/day pilot plant was built at

Sumitomo Metal Industries Kashima Steelworks and operated during 1997 and

1998, with a longest run of 1,921 h [11].. Research on DCL in Britain included the

two-stage Liquid Solvent Extraction (LSE) and the Supercritical Gas Extraction

(SGE) processes from British Coal. Research on DCL in Germany has included the

single-stage Kohleöl process, as improved with the Integrated Gross Oil Refining

(IGOR+) development by Ruhrkohle AG and Veba Öl AG, as well as the single-

stage Imhausen High-Pressure Process [12].

The main focus of DCL research and development continues to be making the

process more economically competitive with crude oil refining by decreasing the

cost of production, particularly the capital cost of the plant, and the related

challenge of finding more efficient ways to deal with tar and solid by-products of

the liquefaction.

In addition to the price of oil, increasingly stringent environmental limitations on

the content of aromatic compounds and sulfur in motor fuels have presented

challenge. Fuels generated by DCL are rich in high-octane aromatics, which is an
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asset to engine performance but also an environmental issue. Coal-based processes

also require desulfurization. The challenge of altering the product slate to meet

environmental regulations is compounded by the resultant loss of benefits imparted

by aromatics: in facilitating the liquefaction chemistry itself and then in promoting

engine performance when using the final fuel product. Desulfurization presents its

own performance challenges, because sulfur functions as an engine lubricant.

In the 1920s, Franz Fischer and Hans Tropsch of the Kaiser Wilhelm Institute

developed a catalyst to convert hydrogen and carbon monoxide obtained from

gasification of coal to hydrocarbon liquids. Because the coal is first gasified before

conversion to liquid fuels, the Fischer–Tropsch (F-T) process for CTL is known as

a type of Indirect Coal Liquefaction (ICL).

Indirect coal liquefaction (ICL) is a completely different approach from DCL for

providing liquid fuels from coal. ICL processes first convert coal to a gaseous

intermediate, which is then converted to liquid fuel. Coal gasification technologies

rely on incomplete combustion, wherein coal is heated with a quantity of air that is

insufficient to allow complete combustion (formation of carbon dioxide and water).

The products are condensables and tars, flammable gases, and a solid fuel (or

waste). Most coal-derived chemicals are made from the tars, although synthesis

gas from coal gasification also can be used for the production of chemicals such as

BTX (benzene, toluene, and xylenes), hydrogen, sulfur, methanol, and ammonia.

Coal-derived fuels are obtained from the condensables, which are distilled and in

some cases hydrotreated to give gasoline, diesel, and fuel oil cuts.

Of particular utility is the gasification of coal to provide the process intermediate

synthesis gas, or syngas, a mixture of primarily CO (carbon monoxide) and H2

(hydrogen). The ratio of H2/CO varies with the source within the range of 0.7–1 for

coal. Syngas can be used to generate liquid fuels via the aforementioned

Fischer–Tropsch (F-T) technology, which provides hydrocarbon fuels that resem-

ble crude oil derived products. The F-T processes produce synthetic middle

distillates that can be used either directly as diesel or in blends with petroleum-

derived diesel.

The CTL Fischer–Tropsch process was first taken forward commercially in the

1930s by the German company Ruhrchemie, in conjunction with other partners

including Lurgi, to produce gasoline and oil. By 1938 there were nine German

plants in operation having a total capacity of 660,000 t/year [13]. Individual

reactors yielded about 5,000 L of gasoline/day, with 100 such units used in the

first German F-T plants. However, the Bergius process DCL plants were chosen in

1939 when Germany expanded production during World War II, because these

were further developed and could be more readily scaled to larger size, eventually

processing up to 350 t of coal and yielding 250,000 L of gasoline/day.

By the mid-1940s, natural gas and oil production had become more developed and

cost-competitive with coal, and technology for production of synthetic transportation

fuels was not considered economic after the Second World War. Since then, research

on CTL processes has waxed and waned largely in response to surges and ebbs in the

price of oil. However, a perception by some at the time that reserves of crude oil were

limited led to continued low-level development of CTL. Sasol purchased rights from
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the German companies and developed its own CTL process. Construction began in

1950 and an F-T plant came on line in Sasolburg, South Africa during the mid-1950s

using Lurgi coal gasifiers and Sasol Synthol reactors to produce gasoline and diesel

fuels aswell as chemical feedstocks fromcoal. Even so, in the late 1950s and 1960s the

huge oil fields of theMiddle East dominated fuel supply chains to the point that further

development of CTL technology worldwide essentially disappeared.

Shocks in the price of oil during the 1970s prompted renewed efforts; particu-

larly in South Africa, the USA, Japan, and Britain; to promote an alternative to

crude oil: a synthetic crude (syncrude) that would be cost-competitive with oil for

refining to transportation fuels. Trade embargoes lasting until the mid-1980s

effected large-scale application of F-T ICL in South Africa, at that point up to

60% of the country’s transportation fuel requirements being met by coal. With the

benchmark price of oil at US $30 per barrel, Sasol brought two F-T ICL plants

online, in 1980 and 1983, with the total capacity of the company’s three plants at

6,000 t/year [14].

As a result of a drop in the price of crude oil, worldwide developments in indirect

coal liquefaction were largely put on hold after the 1980s, with the exception of those

in South Africa where Sasol has been using its F-T Advanced Synthol (SAS) reactors

since 1989. The ICL approach underwent an R&D resurgence in the 1990s, then in

response to an increase in the price of oil [15]. All of these early plants utilized high-

temperature Fischer–Tropsch (HTFT) technology with an iron-based catalyst. In

1993, Sasol successfully proved its low temperature Fischer–Tropsch (LTFT) tech-

nology with an iron-based catalyst to convert coal-derived syngas to liquid products.

The plant is a relatively small scale, 2,500 bpd commercial facility that was recently

converted to use natural gas as feed. Sasol’s newest generation of LTFT utilizes high

performance cobalt based catalysts in the Sasol Slurry PhaseDistillate (SSPD) process

[14], now used in Qatar to convert natural gas to middle distillates.

Currently, the best option for using coal to produce a high cetane number diesel

fuel virtually free of aromatics and of S and N compounds is the F-T process

coupled with the applicable downstream work-up of the crude F-T product [16].

Gasification of coal provides syngas, which is converted to a range of

hydrocarbons. Alternatively, the syngas can be converted to liquid specialty [17,

18] or commodity chemicals including methanol or dimethylether (DME), either or

both of which also can be used as automotive fuels. Methanol can be used alone, or

preferably as a bend with conventional gasoline, in a spark ignition internal

combustion engine (but not in a diesel engine, because methanol’s cetane number

is too low). A separate fuel distribution network for methanol also would be

required as well as consideration of toxicity (and preventing people from drinking

it as a replacement for ethanol). In contrast to methanol, DME can be used as a fuel

or fuel additive for automotive transportation in a diesel engine.

DME has an inherent combination of both oxygenate functionality, for antiknock

characteristics, and saturated hydrocarbon functionality, for fuel energy content. DME

also imparts improved cold-start characteristics as an additive tomethanol fuel and has

almost twice the fuel content of methanol on a volume basis. DME can be used as

a utility fuel or can serve as a blending component or replacement fuel for diesel
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engines. DME is also an intermediate in production of other fuel, as in ExxonMobil’s

methane-to-gasoline (MTG) process [19]. DME is a potential feedstock for novel

oxygenated fuels [20] and is an alternative source of lower olefins such as propylene

[21]. Using low CO content syngas, as derived from coal, a one-step DME process is

more efficient and achieves higher syngas conversion than using two or three separate

unit operations. DME can be produced withmethanol in a dedicated plant, or it can be

used as the fuel’s production arm of a cogeneration plant to produce power and clean

fuels (including even cooking fuel [22]) from coal [23].

ChemSystems Inc., the University of Ohio at Akron and the University of

Missouri-Columbia, and Air Products and Chemicals Inc. (APCI) all performed

primary early research toward one-step conversion of syngas to methanol in the

liquid phase. This development and demonstration work in the USA was performed

predominantly in the 1980s and 1990s. Air Products’ work with the Alternative

Fuels Program of the US DOE additionally focused on dual catalysts for one-step

DME production from coal-derived syngas and led to demonstration of processes for

conversion of coal-derived syngas to fuels and chemicals, including demonstration

at the DOE’s Alternative Fuels Development Unit (AFDU) at LaPorte, Texas [24].

In Japan, work on DME was intensified in the 1990s by NKK Corporation [25].

NKK first researched the one-step slurry DME synthesis at bench scale and then

teamed with the Center for Coal Utilization, Taiheiyo Coal Mining, and Sumitomo

Metal Industries to pilot a 5 t/day DME plant with funding fromMETI (the Ministry

of Economy, Trade, and Industry). The long-range plan at that time was described

as producing DME at the site of coal mining and then transporting it to user sites. In

terms of fuel value per unit weight, this would be much more efficient than

transporting coal itself.

Substantial research and development efforts have been devoted to optimizing

product yields and process efficiencies in conversion of syngas to fuels and

chemicals. Mechanistic and kinetic studies have been conducted to interpret the

fundamentals of specific conversion processes. Methods and hardware to impart

temperature control and stability in conversion reactors are under continuous

development because of the large excess heat of reaction. In the case of syngas

conversions, this research has included discovery of catalytic systems having

optimized formulations containing metals with high activity in combination with

cocatalysts or additives that improve activity and selectivity for the desired type of

product slate. Reactor design and engineering have proceeded in tandem with the

catalyst developments in syngas conversions.

Survey of Specific Coal Liquefaction Technologies

A primary requirement of all coal liquefaction processes is that the fuel value

inherent in the coal feedstock must be increased to be more similar to that of

conventional liquid fuels. The ratio of elemental hydrogen to carbon, H/C, or even

just simply the content of hydrogen itself, is important to determining the fit
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between feedstock and process options. Coal has a hydrogen content of about 5%

whereas that of refined petroleum-based transportation fuel is in the range of

12–15%. Fuel derived from petroleum has an average H/C ratio of about 2 whereas

that of coal itself ranges from about 0.7–1.

Table 11.1 shows the full range of process options that have been studied for

converting coal to liquids [26]. These approaches include pyrolysis, direct lique-

faction, coprocessing, and indirect liquefaction.

Pyrolysis

In pyrolysis processes, the H/C ratio of coal is raised by rejecting carbon. The liquid

products have little value, but pyrolysis is used on a massive scale to turn coal into

coke for metallurgy, especially steelmaking. The coking process involves heating

coal in closed vessels to very high temperatures (up to 2,000�C) in the absence of

oxygen. Without oxygen present to cause combustion, at these high temperatures

the coal is broken down into lighter molecular weight substances that leave the

vessel in the gaseous state. A hard, porous residue containing mostly carbon and

inorganic ash is left behind. The amount of volatiles is typically 25–30 wt% of the

coal. Pyrolysis is also used to make chemicals.

In coking, the coal beds are deep and the temperatures are kept very high to promote

resolidification of the decomposing coal. When making chemicals, the coal beds are

thinner and temperatures are lower than for a more complete gasification near the

melting or the decomposition temperature of coal to promote production of liquids

and gases. In both of these processes, fuel gas containing carbon and hydrogen is formed

in significant quantities and high quality as measured by the gas heating value (BTU/

scf). Where possible, this gas has been used for process heat but any excess gas also

could be sold.

Chemical products can be obtained from high-temperature coking by-products,

synthesis gas, and coal liquids. The by-products of the high-temperature coking

process are fuel gas, crude tar, and light oils such as benzene, toluene, and xylene

(BTX), naphtha, and ammonia. Most coal- derived chemicals today are obtained

from the processing of tars. Coke manufacturers burn crude coal tar in coke ovens,

refine it to tar-based products, or sell it to coal tar distillers. Tar derived products

include ammonium sulfate, sulfuric acid, phenols, cresols, BTX, naphthalene,

pyridine, phenanthrene, anthracene, creosote, road tars, roofing pitches, and pipe-

line enamels. Today, synthesis gas from coal gasification also can be used for the

production of petrochemicals such as BTX, sulfur, methanol, and ammonia as well

as hydrogen.

The Liquids from Coal (LFCTM) process uses mild coal gasification to

upgrade low-rank coals to two fuels: a stable, low-sulfur, high-BTU solid fuel

similar in composition and handling properties to bituminous coal (referred to

as process-derived fuel, PDFTM) and a low-sulfur industrial fuel oil (referred to

as coal-derived liquid, or CDLTM) [27, 28]. The process was originally
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developed by SGI International and then taken further by the ENCOAL Corpo-

ration. Development was about 50% financially supported by $90 million from

the US DOE.

A PDU was constructed in 1986 and then a 1,000 t/day demonstration unit was

constructed and operated for over 4 years near Gillette, WY in the mid-1990s. Later

configurations included a vibrating fluidized bed (VFB) as part of a deactivation

loop for solid product, where quenched solids are partially fluidized and exposed to

oxidative deactivation to reduce the tendency for spontaneous ignition. The resi-

dence time, oxygen content, and temperature of the gas stream are selected to

deactivate the coal within the VFB unit. Hydration further stabilizes the solid PDF

product, and after treatment in the VFB system the solids are cooled and

a controlled amount of water is added to rehydrate the PDF to near its equilibrium

moisture content. The CDL portion of the product is condensed. The technology

appears to be moving forward, with the transformation of ENCOAL into the

Saskatchewan-based company NuCoal, which has memos of understanding with

several potential partners including Sinopec.

Direct Liquefaction

In DCL, the H/C ratio of coal is raised by adding hydrogen. The objective of

hydrogenation is to maximize the yield of distillate fractions that can be subsequently

converted into fuels. Distillate materials comprise the naphtha fraction, typically

boiling C5 – 215�C, plus the middle distillate fraction typically boiling between

150�C and 370�C, with the exact cuts depending on product specifications. The liquid
products are then refined into diesel, gasoline, and other petroleum products.

The traditional mechanistic view has been that upon heating, inherently weak

bonds in coal are broken, and that the resulting and then hydrogen is rapidly trans-

ferred from the solvent to cap the resultant free radicals. Rapid hydrogenation is

indeed critical to liquid yield; preventing retrogressive reactions leading to formation

of solid char. While this picture is largely true, in-depth research showed that it is

insufficient. Concurrent with this pathway are solvent-mediated hydrogenolyses of

strong C–C bonds – bonds too strong undergo simple thermolysis under reaction

conditions – engendered by addition of a free hydrogen atom or a bimolecular H-

transfer from solvent species and their radicals [29]. Inclusion of these pathways helps

rationalize many otherwise inexplicable phenomena in coal liquefaction, and also

helps identify conditions that maximize utilization of hydrogen for liquid production

rather than produce the less desirable light gases.

Hydrogen is also critical in the DCL process to reduce oxygen, sulfur, and

nitrogen in the coal feedstock. These elements are removed from the crude liquid

product as water (H2O), hydrogen sulfide (H2S), and ammonia (NH3), respectively.

Oxygenates are reduced to hydrocarbons, because their oxygen content would

otherwise lower the fuel value. The nitrogen and sulfur compounds are removed

because they would otherwise poison the cracking catalysts in refining operations
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downstream of the DCL unit. DCL products are only partially refined at the DCL

plant. They must be further refined into finished liquid fuel products at conventional

refineries, where additional H2 is added to bring the H/C ratio up to about 2 for the

fuel products.

Many factors affect the rate and extent of coal liquefaction, including tempera-

ture, hydrogen partial pressure, residence time, coal type and properties, solvent

properties, solvent to coal ratio, ash composition, and catalyst. In general, liquefac-

tion is promoted by increasing the temperature, hydrogen partial pressure, and

residence time. However, if the temperature is too high, gas yield is increased

and coking can occur. Solvent to coal ratio is important. If the ratio is too low, there

will be insufficient hydrogen transfer activity. If the ratio is high, a larger reactor

will be necessary to provide the required residence time. Typical operating

conditions are listed in Table 11.2.

For the most highly developed processes, coal conversion can be as high as 90%

on a mineral ash free basis, with a C5+ distillate yield up to 75% and hydrogen

consumption of 5–7% wt. When an external catalyst is used, it is typically some

combination of cobalt, nickel, and molybdenum on a solid acid support such as

silica-alumina [30]. In slurry hydrogenation processes, catalyst lifetime is fairly

short because of the large number of potential poisons present in the system.

DCL process concepts have been based on a variety of operating conditions and

catalysts and can be performed in a single stage or two stages. In a typical single-stage

process, coal is contacted with hydrogen or with hydrogenated solvent at ca. 450�C.
The yield of fuel oil is about 3 barrels of oil/t of coal with bituminous coals. The light

oil fraction is recycled. A high yield of light hydrocarbons is obtained and the

efficiency of hydrogen utilization is low. The product is difficult to refine because of

its high aromaticity and nitrogen content. Single stage liquefaction is not as effective

for subbituminous coals as for higher rank coal.

Most current DCL processes have settled on a multistage approach. Multistage

DCL typically uses dispersed catalysts in the liquefaction stage followed by use of

supported catalysts in subsequent upgrading stages, with different pressures and

temperatures for the different stages. The technologies were demonstrated in

several laboratory and pilot plants and the products were more easily refined than

many crude oils. There are many variations of two-stage DCL processes, including

use of catalyst in the two stages (both stages being catalyzed, versus thermal and

catalyzed stages), distillation between stages, whether solids are separated between

the two stages or only after the second stage, recycle of ashy bottoms, and the

operating hydrogen balance.

Table 11.2 Typical operating conditions for direct coal liquefaction

Operating parameter Typical operating conditions

Temperature (�F) 750–850

Pressure (psia) 1,500–3,000

Residence time (h) 0.5

Solvent to coal ratio (lb/lb) 1.5/2

400 M. Asaro and R.M. Smith



A block flow diagram (BFD) for a typical direct coal liquefaction plant using

coal slurry hydrogenation is shown below in Fig. 11.1. Coal is ground and slurried

with a process-derived solvent, mixed with a hydrogen-rich gas stream, preheated,

and sent to a two-stage liquefaction reactor system where the organic fraction of the

coal dissolves in the solvent and the dissolved fragments react with hydrogen to

form liquid and gaseous products. Sulfur in the coal is converted to hydrogen

sulfide, nitrogen to ammonia, and oxygen to water. The reactor products go to

vapor/liquid separation. The gas is cleaned, and after removal of a purge stream

to prevent buildup of inert materials, the gas is mixed with fresh hydrogen and

recycled. The liquid is sent to vacuum fractionation for recovery of distillates.

Heavy gasoil is recycled as process solvent and vacuum bottoms are gasified for

hydrogen production.

Ash from the gasifier is sent to disposal. Heavy direct liquefaction products

contain polynuclear aromatics that are carcinogenic. This problem can be solved,

however, by recycling to extinction all material boiling above the desired product

end point. A recent development, shown in Fig. 11.1, is to put the ash residue and

carbon from recycled solvent directly through the gasifier to produce hydrogen (and

power).

The longest experience base with DCL in the USA was a PDU at the R&D

facility of Hydrocarbon Technology Inc. (HTI) that consumed 3 metric tons of coal/

day. Among the many liquefaction processes developed and tested at pilot plant

scale have been Kohleöl (by Ruhrkohle, Germany); Exxon Donor Solvent (by

Exxon, now ExxonMobil, USA); Solvent Refined Coal-I (SRC-I) and SRC-II (by
Gulf Oil, USA.); H-Coal (by HRI, now HTI, and DOE, USA); Catalytic Two-Stage

Make-up H2

Coal +
catalyst

Recycled H2 Gas recovery
treatment

Coal
conversion

Hydrotreating
unit

Refining

LPG

Gasoline

Diesel fuel

Heavy vacuum
gas oil
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Unconverted
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Solvent
deashing

Deashed oil

Slurry

Slurry

Fractionation

H-Donor

Methane and ethane

H2S,NH2,CO2

Fig. 11.1 Block flow diagram of a typical direct coal liquefaction process [31]
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Liquefaction (CTSL, by HRI and DOE, USA); Liquid Solvent Extraction (LSE, by

British Coal Corporation, UK); Brown Coal Liquefaction (BCL, by NEDO, Japan)

and NEDOL (by NEDO, Japan). Only the CTSL, LSE, BCL, and NEDOL pro-

cesses continued in development at pilot plant scale beyond the late 1980s. Between

1975 and 2000, the USA alone invested $3.6 billion in direct liquefaction

technologies; some are now licensed to China [31].

H-Coal was an early single-stage DCL process piloted by HRI and Ashland

Synthetic Fuels, Inc. in a 600 t/day pilot plant adjacent to Ashland’s refinery in

Cattlesburg, Kentucky [32]. The process consists of slurry preparation followed by

catalytic hydrogenation/hydrocracking at a single temperature and pressure, 450�C
and 2,200 psia respectively, in an ebullating bed reactor. The ebullating bed is

a backmixed three-phase isothermal reactor that keeps catalyst in constant motion.

It uses the upward flow of liquid to expand the catalyst bed and to distribute liquid,

gas, and catalyst evenly across the reactor. The reactor has the characteristics of

a uniform temperature similar to continuous stirred tank reactor.

The H-Coal process was a starting basis for subsequent process development

sponsored by the US DOE over about 3 decades time. A principal focus of this long-

term project was R&D of catalysts that were tolerant of, and would not be rapidly

deactivated by, coal-derived mineral matter in the reactor. Typical early catalysts

showed rapid deactivation because of coking and metals laydown with loss of

surface area. A later process version sought to address this deactivation problem

by using two coupled reactor stages, one operating at 400�C and the other operating

at 420–425�C. The catalyst was also changed from cobalt/molybdenum/alumina

to nickel/molybdenum on bimodal alumina. This Catalytic Two-Stage Liquefac-

tion (CTSL) process is shown in a block flow diagram in Fig. 11.2. The role of

catalyst in the first stage of the CTSL process is to promote hydrogenation of the

solvent, stabilization of the primary liquefaction products, and hydrogenation of the

Fresh
hydrogen

Slurry
mixing

First-stage
ebullating

reactor

Second-stage
ebullating

reactor

Solids
separation

Residues

Preheating

Recycle solvent

Heavy
distillate

Middle
distillate

Light
distillate

Gases
Hydrogen recycle

Coal

Fig. 11.2 Process flow schematic of two-stage CTSL direct liquefaction process [33]
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primary and recycle resid. In the second stage, the catalyst promotes heteroatom

removal and thus product quality improvement, conversion of resid to distillate, and

secondary conversion to lighter products. The catalyst also aids in avoiding

dehydrogenation.

In the first ebullating bed reactor, coal is dissolved with minimal catalysis at

about 400�C for bituminous coal (or 435–460�C for subbituminous coal) and

170 bar. The catalyst for this first reaction is typically nickel-molybdenum on

alumina and aids in re-hydrogenating the recycled process solvent. The resultant

heavy coal liquids are fed to a second ebullating bed reactor and hydrogenated at

about 440�C and 170 bar with a catalyst such as that used in the first reactor, or

a high-activity iron catalyst. After separation and depressurization, the product of

the second reactor is sent to a distillation column at atmospheric pressure, where

distillate up to 400�C is removed, with yield from coal of up to 65%. The distillation

residue is unconverted coal and asphalt, which are typically gasified for captive fuel

value or feed hydrogen.

The CTSL process was further developed over almost 15 years in a pilot plant at

the Wilsonville liquefaction test facility. Beginning in 1973, a 6 t/day coal lique-

faction plant was built by the Edison Electric Institute (EEI) and Southern Company

Services, and the US DOE became the primary sponsor in 1976. Amoco Oil Co.

(now BP) joined the project in 1984.

Developments at the Wilsonville Facility in the USA

Because of the role of Wilsonville in consistently demonstrating success or failure

of a large number of concepts, particular attention has been paid to the results from

this facility. The plant began operation in 1974 in a single-stage mode referred to as

Solvent Refined Coal (SRC-II, which made liquid fuel as opposed to SRC-I, which

made a solid fuel from coal) but evolved to a two-stage operation utilizing two

ebullating bed catalytic reactors. Initial efforts in two-stage liquefaction focused on

catalytic upgrading of the thermal products, referred to as Nonintegrated Two-

Stage Liquefaction (NTSL). This configuration was termed nonintegrated because

the coal-derived resid hydrocracking step did not interact with the primary thermal

part of the plant. The NTSL concept proved excessively inefficient because of the

high hydrogen consumption associated with the thermal part of the operation.

Coal throughput, expressed as space velocity per unit reactor volume, was

substantially improved in going from NTSL to Integrated Two-Stage Liquefaction

(ITSL) mode. In ITSL, a short contact time thermal reactor is closely coupled to an

ebullating bed catalytic reactor where hydrocracking occurs. The thermal resid

produced in the ITSL at short contact times is more reactive toward expanded-bed

hydrocracking, which permits operation of the hydrocracker at lower temperature

and minimizes gas make. Minimizing formation of light hydrocarbon gases in turn

would be expected to reduce the rate of catalyst coking, improve hydrogen utiliza-

tion efficiency, and increase selectivity for higher distillate. A 35% increased yield

from C5+ distillation was observed.
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From 1985 to 1992, work at Wilsonville focused on development of the CTSL,

utilizing ebullating bed catalytic reactors in both stages. The ebullating bed allows

use of the substantial heat of reaction to preheat coal slurry feeds, and this improves

process thermal efficiency. The converted and refined products are separated at high

pressure and temperature into lighter oils and gases, and heavy oils and solids.

Following pressure letdown and heat exchange, the lower boiling oils

are fractionated while the heavier oils are separated from the unconverted coal

and ash and recycled as the slurry solvent for the coal. Initial work indicated that

distillate yields as high as 78% could be obtained by operating the first stage at low

severity (399�C) and by using a large pore bimodal Ni-Mo catalyst. Significant

improvement in distillate production can be achieved but again at the cost of

increased hydrogen consumption.

Also explored were Reconfigured Integrated Two-Stage Liquefaction

(RITSL), where solvent de-ashing was practiced after the hydrocracking stem,

and Close-Coupled Integrated Two-Stage Liquefaction (CC-ITSL), where two

reactors (thermal/catalytic) were linked directly without any intervening

processing steps. Incremental improvements in distillate yield and selectivity

were realized by changing the process configuration, but at the expense of

increased hydrogen consumption.

The Wilsonville facility was closed in 1992 and was decommissioned shortly

thereafter, but development work funded by the DOE continued at the

Lawrenceville, N.J. facility [34–36]. The process has now evolved into a generic

composite of much of the liquefaction development work funded by the DOE in the

1980s and 1990s. Most recently, a close-coupled configuration has been adopted in

which both stages use an active supported catalyst, and HTI has included an in-line

hydrotreater after the second-stage reactor to improve product quality. In 1997,

with support from the DOE, HTI signed a 2-year agreement with the Chinese Coal

Research Institute (CCRI) to carry out a feasibility study for a direct coal liquefac-

tion plant using Shenhua coal [37].

The Kerr-McGee critical solvent de-ashing (CSD) technology (also termed the

Residual Oil Solvent Extraction, or ROSE, process) was also tested at

Wilsonville, resulting in the development of alternative methods for solids removal

from primary liquefaction products. Other DCL process developments in the USA

have included the single-stage Exxon Donor Solvent (EDS) process, and two-stage

processes have included Lummus’s Integrated Two-Stage Liquefaction (ITSL),

Kerr-McGee’s ITSL, Chevron Coal Liquefaction (CCLP), Consol Synthetic Fuel

(CSF), and Amoco’s (now BP’s) Close-Coupled Two-Stage Liquefaction (CC-

TSL) process.

In 1996, Sandia National Labs published results of its study on the efficacy of

hydrogenation for removing nitrogen and sulfur from the CTSL crude product

[38]. The kerosene fraction from HTI’s first proof-of-concept run was used and

denitrogenation and desulfurization were achieved under relatively mild

conditions. Processing at the highest severity condition (388�C, 103 psig H2,

1.5 g/h/g-cat) decreased nitrogen from 645 ppm in the feed to 7.9 ppm in the
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hydrotreated product. Sulfur content of 239 ppm in the feed was decreased by

hydrotreating to less than 20 ppm.

In the early the 1990s, HTI was engaged in DOE-sponsored research on

coprocessing of coal and plastics waste using DCL.

DCL Developments in Europe

The Kohleöl DCL process [39] is based on technology used at commercial scale in

Germany, until after the Second World War, and then improved with the advent of

the Integrated Gross Oil Refining (IGOR+) process [40]. Coal is slurried with

a process-derived recycle solvent and a “red mud” disposable iron catalyst. The

pressurized and preheated slurry is sent to an up-flow tubular reactor operated at

about 470�C and 300 bar H2. Products from the top of the reactor pass to a hot

separator, the overheads from which are hydrotreated at 350–420�C in a fixed-bed

reactor maintained at the same pressure as the main reactor. The hydrotreated

products are depressurized and cooled in two stages. The liquid product from the

first stage is recycled for use as solvent in the slurry step. The liquid product from

the second stage is routed to an atmospheric distillation column to give light oil (C5

– 200�C bp) and a medium oil (200–325�C bp) product. The bottoms from the

original hot separator pass to a vacuum distillation column to recover distillable

liquids. These are added to the hydrotreating reactor feed and are subsequently

largely recycled as solvent. The vacuum column bottoms consist of pitch, mineral

matter, unreacted coal, and catalyst, which in commercial operation would be used

as a gasifier feedstock for hydrogen production. Greater than 90% conversion can

be obtained with bituminous coals, with liquid yields in the range 50–60% on a dry

ash-free coal basis. The product distribution is about 19% C1–C4 hydrocarbons,

25% light oil (C5 through 200�C bp), 33% medium oil (200–325�C bp) and 22%

unreacted coal and pitch.

The LSE process was developed more fully than other European DCL processes,

by British Coal Corporation between 1973 and 1995 [12]. In the LSE process, coal

is slurried with a process-derived recycle solvent, preheated, and passed to

a noncatalytic digestion step, which consists of two or more continuous-stirred

tank reactors. These reactors operate in series at a temperature of 410–440�C and

10–20 bar. The solvent acts as a hydrogen donor, transferring up to 2% by weight of

hydrogen to the coal. The digester product is partially cooled, filtered to remove

unreacted coal and ash, and dried. The filtered coal extract is distilled to recover the

light oil wash solvent and is then preheated, mixed with H2, and sent to one or more

ebullating bed reactors in series. There is no interstage separation and the reactors

operate at 400–440�C and about 200 bar. The cooled, depressurized reactor

products are distilled with cut-point adjusted to maintain solvent balance, resulting

in a product that typically boils below 300�C. The column bottoms are routed

partially to a vacuum distillation column, used to control the level of pitch in the

recycle solvent. The overheads from this column are recombined with the main

atmospheric column bottoms stream and recycled as the solvent to the slurrying
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step. The product distribution is about 15% C1–C4 hydrocarbons, 50% light oil (C5

through 300�C bp), 50% solvent surplus (300–450�C bp), 24% filter cake organics,

and less than 1% pitch. A 2.5 t/day pilot plant was built and operated for 4 years at

Point of Ayr, North Wales but has since been decommissioned.

DCL Developments in Japan

The Sunshine project pursued in Japan examined three approaches to direct lique-

faction of bituminous coal: solvolysis, solvent extraction, and direct hydrogenation

of coal. From these studies, NEDO found that increasing catalyst activity correlated

with increased liquid yield; that hydrogenation was most effective for liquefaction

at pressures in the 150–250 atm range and temperatures in the 400–450�C range;

and that increased solvent viscosity aided production of light oil as fuel. The

approaches were consolidated over a time span of 18 years, with demonstration

of the resultant NEDOL process completed in 2000. The process uses 170 atm H2 in

the liquefaction reactor at 450�C. A process flow diagram of the NEDOL process is

shown in Fig. 11.3. [11].

Like H-Coal, the NEDOL process is single-stage, meaning that all liquefaction

reactors are operated at a single temperature and pressure. The NEDOL process has

been further developed, however, and is said to have low severity conditions and

high distillate yield comparable to those of the CC-ITSL and IGOR+ processes.

NEDO also developed the BCL process, in the early 1980s, to use brown coal

(lower rank, wetter coal), to the scale of 50 t/day in a pilot-plant constructed at

Morwell in Victoria, Australia [41]. It was operated during 1985–1990, processing

a total of about 60,000 t of coal. Operations ceased in October 1990. In the 1990s,

NEDO worked with Indonesia on developing technology for use with that country’s

brown coal. Also in Japan, Mitsubishi Heavy Industries (MHI) researched a two-

stage DCL process referred to as Mitsubishi Solvolysis.

The development of DCL is depicted from a historical process economic

perspective in Fig. 11.4, which shows the cost that the oil product would need to

sell for to make specific DCL processes economically competitive. As the process

technology advanced the liquids yield from bituminous coals increased from 2.7 to

4.3 bbl/t. The increase in the yield of liquids are partly due to the fact that the later

process designs used steam reforming of natural gas to provide hydrogen instead of

gasifying a portion of the coal. The costs decreased concomitantly, but today direct

coal liquefaction still remains highly capital-intensive.

Overcoming the techno-economic difficulties of DCL could enable a lower cost

overall CTL process than ICL, given that DCL does not require the gasification

step. Although largely dormant for over a decade in the USA, Europe, and Japan;

direct liquefaction is undergoing renewed research effort, most actively pursued in

the People’s Republic of China (PRC).
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Recent DCL Developments in China

Shenhua has recently constructed the world’s first commercial DCL facility, in the

Inner Mongolia Autonomous Region. Shenhua’s direct liquefaction process

combines elements of German, Japanese, and, primarily American technologies

with its own innovations. The single-train reactor system and process plant were

designed by HTI and licensed from Headwaters Inc. (HTI is currently a subsidiary

of Headwaters), and operations of its first production line commenced in 2008.

Shenhua has planned expansion in two phases, for a total of ten production lines

with projected oil equivalent products of 10 million t/year, including approximately

150,000 barrels/day of middle distillate fuels (naphtha + diesel). The engineering

design of the plant, called SH-I, calls for a daily input of 7,000 metric tons of

Shenhua’s subbituminous coal. Also, Shenhua Group, Shanghai Huayuan Group,

and Shanghai Electric Group have set up a coal liquefaction research center in

Shanghai. The center will mainly explore and develop direct and indirect coal

liquefaction technologies.

In summary, advantages of DCL include:

• High-octane gasoline is produced

• More energy efficient than ICL

• Products have a higher energy density than indirect conversion

Disadvantages of DCL include:

• Processing difficulties associated with solids separation

• High aromatic content

• Low cetane number diesel (45)

• Potential water and air emissions issues

• High capital intensity

• May have higher operation expenses than ICL

• Lower feedstock flexibility than ICL

• High requirements for external hydrogen supply (which has to be provided by,

e.g., additional coal gasification or natural gas)
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Coprocessing

Coprocessing combines waste materials having high hydrogen content (relative to

coal) with coal as feed for conversion to liquid fuel products. Over 44 billion

pounds of plastic waste materials, 280 million automotive tires, and about 1.2

billion barrels of waste oil are generated in the USA each year [42]. Coprocessing

with coal would allow capture of energy content in these waste materials instead of

simply disposing of them. It has frequently been stated that synergistic interactions

between coal and heavy oil can result in distillate yields and coal conversion levels

greater than expected from individually processing the coal and heavy oil. Several

companies researched coprocessing, including Chevron’s 6 t/day coprocessing

plant run in 1983 at the company’s Richmond, California site. The research

included synergistic incorporation of pretreated petroleum vacuum resids with

coal as feedstocks, and demetallation of resids was also performed [43]. The

process was said to have good operability.

The poorer solvent properties of heavy oils detracted from the conceptual

simplicity and led to use of forcing conditions and increased hydrogen consumption

that have adversely affected economics of coprocessing [44]. Although

developments in coprocessing have been essentially on hiatus for over a decade,

the topics of energy and reuse of materials remain prominent. Improvements in

technologies for gasification, solvation, and CO2 capture might lead to a resurgence

of this CTL approach.

Indirect Liquefaction

Indirect coal liquefaction typically refers to processes that first generate synthesis

gas by gasification of coal followed by production of solid, liquid, and gaseous

hydrocarbons via catalytic reduction of CO in subsequent stages of the process.

Frequently, the term ICL refers to the synthesis of liquid transportation fuels by

means of Fischer–Tropsch synthesis catalyst. Other ICL technologies include

methanol and/or dimethylether from syngas, or methanol-to-gasoline (MTG).

MTG was commercialized in 1986 and uses ZMS-5 zeolite catalyst to convert

methanol to gasoline.

A basic block flow diagram of key process steps in F-T ICL is shown below

in Fig. 11.5.

Mining
Coal

gasification
Gas

cleaning
F-T

synthesis

Product
processing

Fig. 11.5 Key process steps for indirect coal liquefaction [45]
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After mining and coal preparation, beneficiated coal (coal that has been subjected

to physical grinding and chemical cleaning methods during coal preparation) is first

gasified with oxygen and steam to produce syngas. This syngas is cleaned of all

impurities and sent to the F-T reactors where most is converted to liquid hydrocar-

bon fuels. The liquid products from F-T ICL contain zero sulfur and essentially zero

aromatic hydrocarbons, and therefore ultra clean diesel or jet fuels can be produced

after additional refining. Carbon dioxide is produced mainly during water gas shift

(vide infra) and the F-T synthesis reactions, and can be captured for subsequent

storage or use. The unconverted synthesis gas can be either recycled back to the F-T

reactors, to maximize liquid fuels production, or combusted in a gas turbine com-

bined cycle power plant to generate internal and external power. Thus ICL plants can

be configured to produce liquid fuels only, on a freestanding basis, or to produce a

combination of liquid fuels and power for export.

The other major ICL approach produces methanol from the syngas, via

a different set of chemistries from F-T, and uses the methanol as a chemical or as

a fuel, typically as a blend with petroleum derived gasoline. The methanol serves as

oxygenate and fuel extender. Dimethylether (DME) also can be produced from

syngas, either directly or via dehydration of methanol.

Synthesis of fuels and chemicals from syngas does not occur in the absence of

appropriate catalysts. The basic concept of a catalytic reaction is that reactants

absorb onto the catalyst surface, rearrange atoms, and combine into products that

desorb from the surface. One fundamental functional difference between different

syngas conversion catalysts is whether or not the adsorbed CO molecule is cleaved

during reaction at the catalyst surface. In Fischer–Tropsch synthesis, C–O bond

cleavage is a necessary reaction step. In methanol synthesis, the CO bond remains

intact. Hydrogen plays two roles in catalytic syngas conversions, as a reactant

needed for hydrogenation of CO to give the hydrocarbon moieties, and as

a reductant to activate and regenerate the metal surface.

Much of the research and process development on coal liquefaction after the

1990s was aimed at matching the fuels synthesis conditions with modern, efficient

coal gasifiers such as those developed by Uhde, Texaco (now GE), Shell, and

ConocoPhillips. A block flow diagram of a typical F-T CTL process to produce

naphtha and diesel middle distillate cuts is shown below in Fig. 11.6, with the

liquefaction end of the process indicated within the dash-lined boundary. Coal feed

is prepared in the milling and drying section and then sent to the gasifier where it is

fully converted to raw synthesis gas (or a coal slurry gasifier may also be employed

instead).

In the F-T synthesis step, the syngas is converted to raw product. The lighter

ends of the raw F-T product are partially recycled internally and the remainder is

sent to the heavy ends recovery unit. Oxygen for coal gasification is supplied by an

air separation unit (ASU, not shown). A part of the raw synthesis gas is treated in

the water gas CO-shift unit to convert steam and CO to hydrogen and CO2, after

which this treated gas is remixed with the untreated portion. The split between the

portions is controlled such that the required H2/CO ratio of the F-T synthesis is

always met. The shifted syngas is then submitted to an acid gas removal (AGR)
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step, where COS, H2S, and CO2 are removed to produce clean syngas feed for the

F-T synthesis unit. The Rectisol adsorption process is commercially proven in CTL

applications and is typically deployed for AGR, applying methanol at low

temperatures as a solvent. However, a more energy efficient system, such as

polyethylene glycol (PEG)- or glycol diether-based processes (e.g., Selexol or

Genosorb) may be used instead of Rectisol, although in these processes the COS

has to be removed in a separate, COS hydrolysis step. A small fraction of the clean

syngas is sent to a pressure swing adsorption (PSA) unit for production of pure

hydrogen, as H2 is required in the product workup section, and the major portion of

the syngas is routed to the F-T plant.

The tail gas from the heavy ends recovery unit is sent to a combined cycle

plant to produce sufficient power for the entire CTL complex. The F-T waxes

and FT condensate products are sent to the product upgrade section, where they

are hydroprocessed with hydrogen (from the PSA unit) to produce primarily

diesel product. A significant amount of water is coproduced with the

hydrocarbons during F-T synthesis hydrocarbons. This water fraction contains

impurities such as oxygenates, which have to be removed in a water treatment

step. Sour gas (H2S, COS) removed in the AGR unit is sent to a sulfur recovery

unit, a Claus plant, where it is converted into elementary sulfur. The tail gas

from the Claus plant is hydrogenated and recycled to the acid gas removal unit,

or it can be treated in a SCOT (Shell Claus Off-gas Treating) treatment unit.

Using the SCOT process, the sulfur components in the Claus tailgas are cata-

lytically converted to hydrogen sulfide, which is removed by solvent extraction

and recycled to the Claus plant, and the off gas from the absorber is incinerated.
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FT WAX FT con-
densate
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Acid gas
removal

Gas turbine
steam syst.

Sulfur
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work-up

Fisher-
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Hydrogen
Power

Steam

Sulfur

Effluent water
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Fig. 11.6 Fischer–Tropsch coal to liquids process [15] (Figure courtesy Uhde Corporation of

America)
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As an alternative to the recovery of elemental sulfur, sulfuric acid can be

produced from the sour gas components.

The yield of products in a fully self-sufficient CTL plant based on hard coal

gasification is approximately 1,875 barrels per ton of coal. The amount of sulfur

produced depends on the concentration of sulfur in the coal.

Gasification

Gasification breaks down coal into molecules of much lower molecular weight, CO

and H2, usually using high temperature in the presence of oxygen at high pressure.

Gasification technologies introduce air and/or oxygen, often with steam to moder-

ate the temperature in the combustion zone of the gasifier. The product is syngas,

a mixture of hydrogen and carbon monoxide. The syngas is subsequently converted

to liquid fuels and chemicals in ICL processes. The three main types of gasifiers are

the moving bed, fluidized bed, and entrained flow reactors. Gasification technology

alternatives are grouped under the three technology types in Table 11.3. All three

types work well and are in commercial use.

Moving Bed Gasifiers

The moving bed may use co-current or counter-current flows and is sometimes

referred to as a fixed bed because the coal bed is kept at a fixed, constant height. The

moving bed gasifier first provided a convenient means to handle solid residuals

(ash) from the gasification. Moving bed gasifiers can accommodate coal with

moisture content as high as 35%, as long as the ash content is less than 10%.

Table 11.3 Types of coal gasification technology

Gasification

type Technology

Moving bed Lurgi – Dry Gas (Germany)

FBDB – Sasol (South Africa)

British Gas and Lurgi – BGL (UK)

Fluidized bed High Temperature Winkler (HTW) – RWE, formerly Rheinbraun – marketing

byUhde (Germany)

Kvaerner (Finland)

Foster-Wheeler (Switzerland)

GTI/SES – U-gas (USA)

Entrained SCGP – Shell (USA)

Koppers-Totzek – Uhde (Germany)

PRENFLOTM – Uhde (Germany)

SFG – Siemens (Germany)

GE (USA)

ConocoPhillips (USA)
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Depending on the temperature at the base of the bed of coal, the ash is either dry

solid or a molten slag. If excess steam is added, the temperature can be kept below

the ash fusion point. The coal bed typically rests on a rotating grate through which

dry ash residue falls for removal. To reduce steam usage, British Gas and Lurgi

developed a slagging bottom gasifier (BGL gasifier) in which the ash is allowed to

melt and drain off through a slag tap. This gasifier has over twice the capacity per

unit of cross-sectional area compared to the dry bottom gasifier. Allied Syngas,

Advantica, and Envirotherm offer the BGL technology commercially.

Fluidized Bed Gasifiers

In the fluidized bed gasifier, the feed is fluidized in air, or sometimes oxygen, and

steam with upward, turbulent flow for efficient mixing. The temperature is

normally below ash melting temperature. The ash is removed as dry particles,

which is advantageous if the ash is highly corrosive and would damage the reactor

if removed as a molten slag (a problem when gasifying high-sulfur coal or

biomass). Throughput of the fluidized bed gasifier is higher than for the moving

bed. The low operating temperature of the circulating fluidized bed reactor

technologies of Kvaerner and Foster Wheeler are particularly appropriate for

low-rank coal (or other reactive feed such as biomass). The higher pressure of

the HTW gasifier technology is suitable for coal (and biomass) [46].GTI devel-

oped an agglomerating ash fluidized bed gasifier for its U-Gas process in which

crushed limestone for sulfur capture is injected with the coal, and adding the

limestone aids in processing ashes having very high fusion temperatures. Char

and ash that exit the gasifier with the product gas are recycled to the hot

agglomerating and jetting zone, where temperatures are high enough to pyrolyze

freshly introduced coal, gasify the char, and soften the ash particles. The ash

particles stick together and fall to the base of the gasifier where they are cooled

and removed. The agglomerating fluid bed gasifier can be blown by either air or

oxygen. The U-Gas technology is licensed by Synthesis Energy Systems (SES).

Alkaline metal compounds, especially chlorides and carbonates, can be used as

catalysts for coal gasification in a fluidized bed including such compounds as

potassium carbonate, zinc chloride, and sodium carbonate.

Entrained Flow Gasifiers

Entrained flow technologies particularly target issues of solids handling in coal

gasification. When bituminous coals are heated to 300–350�C, the particles tend
to swell and agglomerate in producing a consolidated cake. The handling of this

caking char and the heavy tars that accompany it has been critical to the develop-

ment of gasification processes. The agglomerate that forms can disrupt gas flow

patterns and lower thermal efficiency.
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In the entrained flow reactor technology, coal is fed as a dry, pulverized solid or

as a fine slurry with liquid and is most commonly gasified with oxygen (rather than

air) in co-current flow. It is operated above the ash-melting point, which means that

the molten ash forms a liquid slag inside the gasifier that runs down the walls of the

gasifier and is removed through a bottom hole. The use of oxygen at high pressure

and temperature is a source of both high throughput and versatility. Typically a dry-

feed gasifier such as SCGP or PRENFLO can process a wide range of coals, from

low-grade soft brown coal to top-grade hard anthracite. These dry-fed entrained-

flow gasifiers have single-train capacities of about 3,500–4,000 t/day. Most of the

ash is removed as slag.

Uhde’s PRENFLO entrained gasifier technology has operated successfully for

the last 12 years in the world’s largest dry-fed IGCC plant, located in the Elcogas

plant in Puertollano, Spain. PRENFLO employs dry-feeding, multiple side-fired

burners, and a cooled membrane wall for robustness under the slagging conditions

inside the gasifier. The raw gas leaving the PRENFLO™ gasifier is first cooled

down to approximately 900�C in a gas quench system with a recycle gas stream.

The sensible heat of the raw gas is used to produce saturated high pressure steam,

and saturated medium pressure steam, both of which are ultimately used in the

steam turbine of the power block to produce power. The raw gas is next sent to gas

conditioning operations; consisting of filtration to remove particulates, scrubbing

with water to remove chlorine and other soluble components, removal of COS and

HCN in a hydrolysis reactor, and removal of H2S using a methyl-diethanolamine

(MDEA) solution. The H2S fraction from the desulfurization unit is treated in the

Claus unit with tail-gas recycle, where liquid elemental sulfur is produced for

sale on the local market. Electrical power is generated by a single combustion

turbine and a single steam turbine.

A slurry feedmay be used with low rank coals as these can exhibit serious particle

decrepitation, dusting, and even spontaneous combustion when exposed to drying

conditions upon storage, crushing, and handling. A typical coal water slurry contains

about 70%mass of coal, pulverized to minus 200mesh or finer, and water with about

1% mass of an additive to alter the rheological properties of the liquid mixture and

thus allow a larger coal loading [47]. Slurry-fed entrained flow gasifiers include the

GE gasifier and the E-Gas gasifier (now owned by ConocoPhillips). The GE gasifier

coal slurry is fed through single-burner at the top of the gasifier, which is a refractory

lined pressure vessel. Refractory stability under slagging conditions depends largely

on the ash content and ash properties. Furthermore the burner lifetime of slurry-fed

burners is considerably lower than that of dry-fed burners. Reactor exit gas is cooled

either by direct water injection or by a radiative cooler located directly below the

reactor. The E-Gas gasifier differs from other systems in that it uses a two-stage

reactor, also involving refractory lined pressure vessels. The bulk of the feed slurry

and all the oxygen are sent to the first (horizontal) stage, where the coal is gasified.

Hot gas flows into the second (vertical) stage, where the remainder of the coal slurry

is injected. Hot fuel gas is cooled in a fire tube boiler gas cooler and then sent to the

F-T unit. The process produces no ash and recycles by-products for uses such as road

construction materials.
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Today, both solid (dry) and slurry-fed gasifiers are likely to be entrained flow

gasification systems. The newer entrained flow gasifiers are considerably more

efficient, albeit at the price of making product gas having a higher content of

syngas, total H2 and CO, but a lower H2/CO ratio [48]. A critical aspect of long-

term sustainability of any gasification technology is that it be versatile enough to

accommodate various ranks of coal as well as other feeds such as biomass.

The first commercial scale and currently longest running coal gasification plant

in the USA was put into service in 1983 by Eastman at its Kingsport, Tennessee

facility. A schematic of the gasification plant is shown in Fig. 11.7. The process

uses two high-pressure (1,000 psig) GE gasifiers, one being a spare, to convert

about 1,250 t/day of bituminous coal into acetyl chemicals via methanol and CO.

Over 99.9% of the sulfur (as H2S) is removed from the syngas via a Rectisol unit

designed by Linde AG and is recovered as elemental S by a combination of Claus

sulfur recovery units (SRUs) and Shell Claus off-gas treating (SCOT) processes.

CO2 is also removed by the Rectisol process and is currently vented, but could

easily be captured for sequestration. A cold box, also designed by Linde AG, is used

for cryogenic separation of CO from a portion of the syngas, and some of the syngas

itself is used in downstream methanol plants based on technology from Lurgi and

Air Products. Mercury contaminant originally present in the coal is removed using

a packed bed of sulfur-impregnated activated carbon. Originally built for produc-

tion of chemicals from coal, the Eastman gasification process and associated

learning curve with a variety of coals are representative of what would be used

for future production of power and fuels from coal in processes such as integrated

combined cycle gasification (IGCC) and industrial gasification.

Disadvantages of entrained-flow gasification include a rather high oxygen require-

ment and a high waste heat recovery duty. However, the ability to feed coal that is dry

reduces the oxygen requirement and increases efficiency compared to a single-stage

entrained gasifier using slurry feed.

Fischer–Tropsch

The Fischer–Tropsch (F-T) reaction is a polymerization or oligomerization of

carbon monoxide performed catalytically under reducing conditions. Chemically

F-T is single reaction, with approximate stoichiometry for linear hydrocarbon

production as shown in Eq. 11.1. The greater hydrogen content of methyl groups

at the chain termini increase the stoichiometric ratio of H2:CO slightly beyond 2:1,

with the actual F-T stoichiometry for paraffinic hydrocarbon production being

about 2.1:1.

nCOþ 2nþ1ð ÞH2 $CH3� Cn�2H2n�4ð Þ�CH3

þnH2O

DH298 ��38 kcal=molCO

(11.1)
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Mechanistically, the F-T reaction consists of four steps: (1) formation of

metal-bound C1 species from feed CO (or possibly CO2 if present); (2) chain

initiation wherein metal-bound C2 species form from intramolecular or intermo-

lecular coupling of the metal-bound C1 species; (3) chain propagation wherein

the initial metal-bound C2 species grows as it couples with newly formed metal-

bound C1 species; and (4) chain termination wherein metal-bound Cn species

undergo hydrogen transfer reactions that disable further propagation [49].Mecha-

nistic specifics remain in debate but it is well accepted that hydrogen transfer

reactions play key mechanistic roles throughout the reaction, including metal-

catalyzed hydrogenation of CO, b-hydride elimination from the growing chain to

give terminal olefins, and intramolecular reductive elimination of hydrocarbon (R)

and hydrogen (H) fragments from the catalytic center to give products during chain

termination. Hydrogenation is not always complete and oxygenation products such as

lower alcohols and carbonyl compounds also form. Olefins form throughout the

process via b-hydride elimination, and these either re-hydrogenate during propaga-

tion or exit from the catalytic cycle during termination.

Performance Variables and Parameters, and Product Distribution

The reaction temperature and catalytic metal strongly influence the chemistry and

product distribution. The reaction is run in either a high temperature (HTFT) or

Oxygen

Water

Coal

Gasifier
(1 + spare)

Slag/Char

SCOT/Claus

Sulfur

Solids Co-products

Sulfur
recovery

Particulate
removal

Steam Hg
removal

Shift
reactor

CO2/H2S
removal

Syngas

CO

Syngas
conversion

Chemicals
Ac2O, HOAc, MeOH,

MeOAc

H2

CO/H2
separation

CO2

R
E

C
T

IS
O

L

Fig. 11.7 Flow diagram of Eastman’s coal gasification plant (Figure courtesy of Eastman

Chemical Company)

416 M. Asaro and R.M. Smith



low temperature (LTFT) regime. The HTFT reaction is always performed with iron

as catalyst, at �340�C, and the LTFT reaction is run at �220�C when using a Co-

based catalyst. The Fe-catalyzed LTFT reaction can be run a little hotter,

at 230–270�C. The HTFT reaction is traditionally used to make light syncrude for

production of gasoline and diesel. The LTFT reaction produces primarily high

molecular weight hydrocarbons, referred to collectively as F-T wax, that are

typically hydrocracked to make diesel [50].

Much novel work on stable cobalt catalysts for slurry bed gas to liquids (GTL)

applications has been patented in the past 15 years. Although some companies,

notably Syntroleum, apparently plan to use cobalt in CTL F-T operations, reports

dedicated specifically to the use of Co in F-T CTL are essentially unavailable [51].

This is mainly because unlike iron, cobalt does not undergo the water gas shift

reaction (WGSR) at the conditions needed to produce the supplemental hydrogen

needed to make saturated hydrocarbons from coal. It is also the case that, while

essentially all examples of Co patents use GTL conditions, many of these Co

patents state that various feed sources including syngas from coal may be used

instead of natural gas [52]. Major research domains of emphasis in F-T CTL

catalysis include understanding and fixing problems of catalyst instability and

attrition at slurry LTFT conditions [53, 54].

The parameters used to assess and report performance of F-T catalysts are those

typically used for catalytic reactions: conversion, selectivity, product distribution,

yield, reactor productivity, and catalyst fate or lifetime. The selectivity of a catalyst

with a given feed composition is the main determinant of measured product

distribution (although product distribution is also influenced by process design).

The yield of a given cut is the product of overall conversion and selectivity for that

cut. Yield is usually expressed as a function of time and catalyst quantity in these

continuous processes. Catalyst fate relates to the mechanism and time frame of

catalyst deactivation and therefore determines its useful lifetime.

The conversion for a F-T process is generally reported as %CO converted to any

product, although conversion of total feed (CO + H2) is sometimes used.

Coproduction of the undesired by-product methane typically rises directly with

conversion. F-T synthesis with Co is typically run at about 60% conversion, and

conversions in LTFT are typically in the range of 50–70%.

The reactor productivity is the quantity of product produced per quantity of

catalyst per unit time, expressed by weights of product and catalyst (e.g., kgprod/

kgcat/h) or by volumes (Lprod/Lcat/h). Productivity may be reported for bulk product

or for specific cuts, or even as the quantity of CO converted per quantity of catalyst

per unit time. Productivity of the LTFT reaction performed in a slurry bed reactor is

higher than for a fixed bed, primarily as a result of improved heat management in

the slurry system. The continuous motion of the liquid-catalyst matrix allows

sufficient heat transfer to achieve commercial slurry reactor productivities of

about 200 volumes of CO converted/vol catalyst/h.

The product distribution reflects the selectivity of the catalytic system at the

reaction conditions, typically reported as a percentage of the total product or as

a percentage of the CO converted (carbon basis). Selectivity data also may be
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supplied in absolute quantities, as reactor productivities for specific cuts. The

weight fractions of various product cuts obtained within the F-T kinetic regime

are shown in Fig. 11.8. The product slate is influenced by many reaction variables;

particularly the feed composition, the reaction temperature, the catalytic metal and

reaction promoters, and the support material if present.

F-T product slates include gaseous and liquid fractions. The gaseous reaction

product includes hydrocarbons boiling below about 650�F (tail gases through

middle distillates). The liquid reaction product (the condensate fraction) includes

hydrocarbons boiling above about 650�F (vacuum gas oil through heavy paraffins).

Commercially, the product boiling below 650�F is typically separated into a tail gas

fraction and a condensate fraction of about C5–C20 normal paraffins plus higher

boiling, branched hydrocarbons. Branching may be advantageous to a number of

end-uses, particularly when increased octane values and/or decreased pour points

are desired for lube oil additives. The degree of isomerization is preferably greater

than 1, and more preferably, greater than 3 mol of isoparaffin per mole of n-paraffin.
If used in a diesel fuel composition, the products preferably have a cetane number

of at least 60.

The F-T reaction produces a wide range of saturated and olefinic hydrocarbons.

Figure 11.9 shows the percentage proportions of olefins, alkanes, oxygenates, and

aromatics in upgrades syncrude obtained from the F-T reaction at varied conditions

of temperature regime and catalytic metal. The HTFT reaction gives aromatics,

while the LTFT reaction does not give aromatics with any catalytic metal. Cobalt is

a better hydrogenation catalyst than iron, and therefore products of the Co-

catalyzed F-T reaction tend to have a lower olefin/paraffin ratio than those of

iron. (Not shown in Fig. 11.9, the high temperature reaction also gives more

branched hydrocarbons, and with a higher degree of branching, than the low

temperature reaction using either Fe or Co.) The LTFT and HTFT both give

oxygenates, typically 10–15% for the HTFT reaction and about half of that for

the LTFT reaction with Fe (and much less with Co). Most oxygenates produced in

the LTFT reaction are alcohols. The HTFT reaction gives alcohols and ketones,
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plus a lesser amount of carboxylic acids and aldehydes. The LTFT reaction gives

more methanol than the HTFT reaction, and the two temperature regimes give

comparable amounts of ethanol.

Product slates for F-T catalysis are controlled by polymerization kinetics, with

fairly constant chain growth probabilities that fix the ranges of possible product

distributions [56]. The moles of species with carbon number n decrease exponen-

tially with n. The weight fraction of product having carbon number n, Wn, is given

by the Anderson-Schultz-Flory (ASF) distribution (Eq. 11.2):

Wn ¼ ð1� aÞ2nan�1 (11.2)

The parameter “a” is the Schultz-Flory distribution factor and represents the

ratio of the rate of chain propagation to the rate of chain propagation plus the rate of

chain termination. The parameter “a” is the chain growth probability, and 1�a is

the probability of chain termination. In using this equation, a and a are considered

as independent of chain length. Either value can be obtained graphically using this

equation in log form, with analytical data for Wn as obtained, for example, by gas

chromatography. In practice, the parameter a is used most often to characterize

product distribution [45].

Values of a > 0.9 are representative of processes producing high amounts of

wax, a values of about 0.8 maximize diesel cuts, and a values of about 0.7 are

Fig. 11.9 F-T product slates dependence on temperature and catalytic metal (Figure courtesy of

SRI Consulting) [57]
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characteristic of naphtha production. For the intermediate molecular weight cuts of

relevance to fuels production, diesel and naphtha, the ASF distribution reveals the

limitations on selectivity shown in Fig. 11.8. Because selectivity for diesel cuts

does not exceed about 22% but wax selectivity can reach 90 + %, much industrial

research has focused on wax production with downstream hydroprocessing of wax

to diesel (or to lube oil base stocks). The a values for oxygenated products appear to

be about the same as those for hydrocarbons, which suggests that the products all

form by the same or similar chain propagation steps and with similar rates of chain

termination, albeit with different chain termination chemistries for the oxygenates,

olefins, and paraffins.

In practice, there are several deviations from the ASF product distribution

inherent to the F-T process. The amount of methane produced is often higher

than would be predicted from this equation, because methane is formed by

a chain termination mechanism that is separate from those forming the higher

molecular weight products (methane is formed by addition of 2H atoms to

a metal-bound C1). Catalysts that preferentially catalyze hydrogenation over

chain initiation, particularly nickel, increase the probability of termination to give

methane. A second deviation from the ASF distribution is that the amount of C2

species formed is often lower than expected based on the ASF equation, although

the reason for this is not clear. It has been suggested that an adsorbed ethylene can

react with a surface methylene from either side to propagate the chain; whereas

higher alkyl adsorbed species would show a lesser rate of chain propagation due to

steric constraints.

Some approaches to catalyst design have succeeded in controlling the F-T

product distribution by altering the value of alpha. One such approach is the

inclusion of alkali metal elements, particularly potassium. Oxides of the alkali

metals increase a and promote formation of wax in LTFT catalysis by iron. Use

of K2O helps keep the iron reduced, in the carbide form, which promotes growth of

longer chains.

With iron catalysts, alpha can exhibit two regimes of relatively constant value,

sometimes referred to as the “two alpha” phenomenon. The value of a can increase

with chain length rather than remain constant, and typically changes from about

0.60–0.65 to about 0.90–0.93 at roughly C20 [58]. A double a is most evident for

low temperature catalyst systems with high wax productivity and is not evident for

high temperature systems that make diesel or functionalized hydrocarbons.

HTFT

The HTFT reaction has been run in a fixed bed reactor (FBR) or fluidized bed

reactor. Traditionally, Sasol used a circulating fluidized bed reactor (CFBR), in its

Synthol process. The Synthol CFBR was replaced in 1989 with the Sasol Advanced

Synthol (SAS) reactor, based on a conventional fluidized bed and providing supe-

rior RAMO (Reliability, cost-effective Availability, Maintainability, and efficient
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Operability). A block flow diagram of the F-T and downstream portion of Sasol’s

Secunda plant using the SAS technology is shown in Fig. 11.10.

The process is employed to produce a range of fuels and also olefins. The

fluidized, iron-based catalyst gives primarily C1–C20 raw product. The C2-rich

stream is split into ethylene and ethane. Ethane is cracked in a high-temperature

furnace to ethylene, which is then purified. Propylene from the light hydrocarbon

gases is purified and used in the production of polypropylene. Large quantities of

olefins in the C5–C11 range are produced at these HTFT conditions and the alpha-

olefins (straight chain olefins with an ene group in the terminal position) are

recovered for use as chemicals (C5, C6, and C8) are recovered or sent into the

fuel pool (C7–C11). Oxygenates in the aqueous stream are separated and purified in

the chemical work-up plant to produce alcohols, acetic acid, and ketones including

acetone, methyl ethyl ketone (MEK), and methyl isobutyl ketone (MIBK).

LTFT

The early German LTFT plants used fixed bed reactor (FBR) technology with Fe

catalysts, through World War II. In 1955, Sasol began using a tubular fixed bed

reactor (TFBR), consisting of a shell containing 2,050 tubes of 12 m length and

5 cm diameter packed with extruded precipitated iron-based catalyst. A typical

catalyst system would be potassium-promoted precipitated iron (such as a Sasol-

type catalyst consisting of K = 1.9 wt%, Cu = 2.4 wt%, Si = 5.9 wt%, Fe = 47.3 wt

%, O2 = �42.5 wt.) This LTFT is referred to as the Arge process and is operated

with a shell side temperature of about 220�C and reactor pressure of 25 bar (early
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Arge) or 45 bar (Arge commissioned in 1987), wherein the heat of reaction is

dissipated by generation of steam on the shell side. Further scalability could be

achieved by more than doubling the number of tubes, to, for example, 5,000, but the

reactor size eventually becomes unwieldy. Sasol found that a slurry phase system is

more readily scaled, in part due to engineering design and in part because the Co-

based catalysts used are more efficient than the Fe-based catalysts used for the

LTFT reaction. Sasol commissioned its first slurry bed reactor (SBR) in 1993.

Table 11.4 shows typical product slate selectivities for the LTFT, TFBR;

the LTFT, SBR; and the HTFT FBR. Both fixed- and slurry-bed LTFT processes

give much more paraffin, less olefin, no aromatics, and less oxygenates compared to

the HTFT process. LTFT is particularly suited for a modern coal to diesel

(CRD) plant.

As indicated in Eq. 11.1, the F-T reaction is highly exothermic. The reaction heat

must be removed rapidly, to avoid temperature increases that would result in

undesired formation of high levels of methane, light hydrocarbons, and, in the

extreme, catalyst deactivation due to coking, sintering, and disintegration. Deposi-

tion of carbon by the Boudouard disproportionation reaction, Eq. 11.3, is to be

avoided, and the heat distribution imparted by the slurry bed is advantageous.

2CO $ Cþ CO2

DH298 ¼ �20:6 kcal=molCO
(11.3)

Attrition and breakage of catalyst particles is a more difficult issue to overcome

than coking, particularly for slurry bed catalyst systems [61]. Attrition refers to

abrasive or erosive removal of surface material that is less than about 50 mm in

particle diameter. Breakage refers to a decrease in median particle size caused by

Table 11.4 Carbon selectivity of selected LTFT and HTFT processes (%) [60]

Product

TFBR

(LTFT)

SBR

(LTFT)

CH4 (methane) 4 7

C2–C4 olefins 4 24

C2–C4 paraffins 4 6

Gasoline 18 36

Middle distillate 19 12

Heavy oil, waxes 48 9

Polar oxygenates 3 6

TFBR

(LTFT)

SBR

(LTFT)

SASR FBR

(HTFT)

C5–C12 C13–C18 C5–C12 C13–C18 C5–C12 C13–C18

n-Paraffins 95 93 96 95 55 60

Paraffins 53 65 29 44 13 15

Olefins 40 28 64 50 70 60

Aromatics 0 0 0 0 5 15

Oxygenates 7 7 7 6 12 10
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fracture of catalyst particles. As the concentration of smaller particles builds up,

catalytic activity eventually decreases and also the downstream separation of wax

from solid catalyst becomes inefficient. Catalyst particles are subjected to

hydrodynamically induced mechanical stress at slurry bubble column conditions

that has severely limited the lifetime of LTFT iron catalysts.

Precipitated, unsupported iron catalysts are particularly prone to disintegration

into smaller particles. Supporting the iron imparts strength to the particle to decrease

fracture, but at the expense of decreased volumetric productivity due to dilution of

the active catalyst by the support material. Making spherical particles by spray

drying [62] can help with fracture or with attrition, but not always with both [63, 64].

The pursuit of mechanically robust iron F-T catalysts remains an area of active

research. Traditionally, Fe catalysts have been disposed of rather than regenerated,

because iron is inexpensive. However, a few reports of potential use and even

regeneration [65] of Fe slurry catalysts have recently appeared, notably from

Rentech [66], presumably because management of even low hazard waste volumes

is of increasing interest. It is also the case that using a fluidized slurry bed catalyst

system allows longer runs, since deactivated catalyst can be removed and fresh

catalyst added without taking the reactor off-line as is required for fixed bed

reactors. On the other hand, an advantage of fixed bed reactors is that since the

wax produced simply trickles down the bed, there is no problem separating the wax

from the catalyst. In the slurry system, special internal and/or external devices are

required to continuously remove wax from the finely divided catalyst in the slurry.

Water–Gas Shift Reaction

The water-gas shift reaction (WGSR), Eq. 11.4, is important for CTL because the

H2/CO ratio produced by gasification of coal is lower than that produced by steam

reforming of methane in GTL (gas to liquids), by about a factor of 3. Without the

WGSR, other sources of hydrogen must be provided in CTL, if hydrocarbon fuels

are the intended product slate as per Eq. 11.1, and additional sources of hydrogen in

turn typically require additional use of power that itself generates CO2.

COþ H2O $ CO2 þ H2

DH298 ¼ �9:8 kcal=molCO
(11.4)

The in situ WGSR occurs concurrently during the iron-catalyzed F-T reaction.

Cobalt does not catalyze the WGSR under F-T conditions and therefore iron

catalysts produce more CO2 than do cobalt catalysts. In practice the WGSR is

one of several factors that affect the overall efficiency of an F-T CTL process when

using Fe versus Co as catalyst, another being the greater efficiency of the smaller

reactor used for Co compared to Fe, and each must be taken into account by process

engineers when designing CTL plants.
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Another key aspect of the WGSR is that it can run in reverse. A potential use for

some of the by-product heat typically available in hot outlet gases from high

temperature gasifiers is to generate steam heat for an external water gas shift

reaction, to be conducted downstream of the gasifier, wherein some H2 (from

recycle or tailgas) consumes the undesirable by-product CO2.

Downstream Product Upgrading

Upgrading technologies for F-T syncrude are modifications of those developed for

crude oil refining. Refinery process options for producing fuels from F-T middle

distillates include wax hydrocracking, distillate hydrotreating, catalytic reforming,

naphtha hydrotreating, alkylation, and isomerization. The many technology

licensors for hydroconversion processes include ChevronTexaco, UOP, IFP

(Axens), Süd-Chemie Sasol Catalysts, and Haldor-Topsøe. Catalysts can be

obtained from these companies as well as from AkzoNobel, Süd-Chemie, and

Axens among others.

Reforming and alkylation of gaseous products to produce liquid fuel-range

products are appropriate when upgrading synthetic crude from the Fe-catalyzed

HTFT reaction. Skeletal modification technologies most important to upgrading

synthetic crude from HTFT include isomerization, mild hydrocracking, and even

fluidized catalytic cracking. Catalytic oligomerization of olefins is especially appli-

cable to the product from an iron-catalyzed, HTFT process because the bulk of the

crude product consists of these olefins, particularly C3–C5 olefins (gases). The Sasol

Synfuels CTL refinery in Secunda uses an alkene oligomerization process based on

solid phosphoric acid (SPA) catalysis to convert most of the light alkene HTFT

product into liquid fuels [67].

Currently, the production of a high quality diesel fuel is preferred to the

production of gasoline in F-T fuels production. This is because the same factors

that count against F-T gasoline, such as product linearity and low aromatic content,

serve as very positive factors in favoring high quality, high cetane number in F-T

diesel fuel. Straight run F-T diesel makes up about 20% of the total F-T product and

has a cetane number of about 75 because it is predominantly linear. For maximum

production of high quality diesel, the slurry bed reaction operating in the high wax

selectivity mode with cobalt-based catalyst, or the high diesel selectivity mode with

iron-based catalyst, is the most efficient approach. Lighter and heavier fractions are

usually less desirable due to limited markets and/or lower prices.

The Co-catalyzed process is typically chosen for maximum wax production in

LTFT gas to liquid (GTL) processes; however, the use of iron-based catalysts is

generally preferred for CTL because coal-derived syngas is deficient in H2 and

cobalt does not catalyze theWGSR that supplements H2 production during the iron-

catalyzed F-T reaction. When operating in the LTFT mode, iron catalyst can

produce up to 50–75% linear wax products. LTFT-derived feeds can be

hydrocracked under much milder conditions than typical crude oil derived feeds,

such as vacuum gas oils, which require pressures as high as 150 bar to prevent
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coking of the catalyst by aromatic compounds. This is not an issue with paraffinic

feeds, and pressures between 35 and 70 bar are used to hydrocrack LTFT products

using commercial hydrocracking catalysts. The relatively low levels of oxygenates

present in F-T waxes, mainly alcohols and lesser amounts of acids or carbonyls,

are easily and completely hydrodeoxygenated.

After hydrotreatment, the straight run diesel fuel cut has a cetane number

ranging from 70 to 75. If both hydrotreating and hydrocracking are used, they

may be operated at the same pressure using a common hydrogen loop. Alterna-

tively, the hydrotreater can be operated in a once-through mode, at lower pressure,

and the hydrogen tail gas then subsequently pressurized and fed to the hydrocracker

loop. For a 30,000 bpd equivalent product upgrading system involving both hydro-

cracking and hydrotreating, the size of the unit is comparable to those used in oil

refineries. There are many process configurations possible depending on site-

specific factors including plant capacity, available land, and possible integration

with other facilities.

When using the slurry phase LTFT reactor, water is removed from overhead

gases in a three-phase separator and then the remaining condensate is sent to a

low temperature distillation column, in the heavy ends recovery section, to recover

condensate from tail gas in the reactor overheads. The overheads from the low

temperature fractionation column are used as fuel gas. Recovered condensates from

the column are sent to the product work up section. The waxy reactor product is

withdrawn from the side of the F-T reactor and continuously separated from the

catalyst. The waxy product is then sent to the first low temperature column, which

sends a heavy cut to the hydrocracker and a light cut to the hydrotreater. The wax

hydrocracker produces the diesel product, while olefins in the condensate

are hydrogenated to paraffins in the hydrotreater. The hydrocracking step typically

uses a silica-alumina supported Ni-Mo-based catalyst and can be adjusted to

maximize the production of ultraclean diesel product. The products from the

hydrotreater and hydrocracker are then combined and fractionated into diesel and

naphtha products. Up to approximately 80% of the product is diesel and the

remaining portion is naphtha.

Product upgrading schemes center around three fuel products (diesel, LPG, and

naphtha), but the upgrading plant is quite amenable to different configurations if

market demand so indicates. The ASF distribution means that the F-T process and

its associated refinery also produce transportation fuels and products other than

diesel and gasoline. Other saleable products may include solvents, kerosene, jet

fuel, illuminating paraffins (sold for use in lighting and appliances in South Africa),

base oils (for lubricant products), and chemicals. Maximizing recovery of the

higher boiling jet fuel while maintaining diesel production will tend to increase

economic return.

Major projects planned in F-T ICL include a US $3.3 billion plant in Ningdong

with Shenhua Ningxia Coal Group and Sasol Ltd, scheduled to begin construction

in 2010 [68].
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Methanol and Dimethylether

Supplementation of liquid fuel supplies with methanol made from abundant coal

reserves has become increasingly attractive in countries that are oil and natural gas

resource poor. Methanol has a broad range of applications including:

• Fuel substitute for gasoline

• Gasoline fuel blend to extend conventional fuel supplies

• Energy storage medium in coproduction of power and fuel

• Rapid start combustion turbines to meet peak electricity demand

• Advanced methanol powered and plug-powered vehicles

• Direct methanol fuel cells

Methanol can be synthesized from syngas according to Eq. 11.5, where the

thermodynamics assume gas phase components. The formation of methanol from

syngas is highly exothermic.

COþ 2H2 $ CH3OH

DH298 ¼ �21:6 kcal=molCO
(11.5)

The feasible operating temperature for methanol synthesis is strongly affected

by the temperature sensitivity of the copper-based catalyst, which is prone to

deactivation via sintering of copper or coking [69]. Methanol synthesis occurs at

significant rate in the temperature range of 210–260�C, optimizing at about 237�C
[70]. Modern commercial methanol synthesis catalysts make use of the high

reactivity of copper oxides combined with the dispersant function of zinc oxide,

supported on alumina. This combination was pioneered by ICI [71] (Imperial

Chemical Industries PLC, acquired by AkzoNobel in 2008) and allows methanol

synthesis to be performed at low pressure with recycle (35–55 atm) and relatively

low temperature (200–300�C, typically 250�C). The component contents are in the

range of about 40–80% CuO and 10–40% ZnO, with 5–10% Al2O3. For example,

the unreduced material RPJ-19, from United Catalysts Inc., has been described as

55 wt% CuO, 36% ZnO, and 8% Al2O3, with 1% SiO2 [70]. Magnesia may be

added to control sintering and increase the available surface area of copper.

The methanol synthesis catalysts are also sensitive to catalyst poisons. The

contaminants sulfur and halide are typically removed upstream to<100 ppm.Because

catalyst lifetime is significantly diminished by excessive temperature, reactor temper-

ature control is very important. Currently, all commercial processes producemethanol

from synthesis gas in a vapor phase reactor with a synthesis loop, using packed bed or

tubular reactors, and temperature moderation is achieved by recycling large quantities

of hydrogen-rich gas. Typically, a gas phase process is limited to about 16%CO in the

reactor inlet, as a means of avoiding excess heating by constraining the activity per

pass. Cool, unreacted gas is injected at different stages in the catalyst bed or internal

cooling surfaces are used to provide further temperature control.
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As a means to improve throughput per pass with temperature control,

ChemSystems and Air Products developed a fundamentally different, liquid

phase reactor system. In this system, referred to as the LPMeOHTM (Liquid Phase

Methanol) process, synthesis gas is bubbled through a slurry, consisting of microm-

eter-sized catalyst particles and methanol in a suspension of mineral oil. The

nonvolatile mineral oil acts as a temperature moderator, transferring the heat of

reaction from the catalyst surface via the liquid slurry to boiling water in an internal

tubular heat exchanger. As a result of maintaining a constant, highly uniform

temperature through the entire length of the reactor, the slurry reactor can achieve

a much higher per pass syngas conversion than its gas-phase counterparts and also

CO concentrations in excess of 50% have been maintained without adverse effect

on catalyst activity. As with slurry F-T systems, the liquid phase methanol process

benefits from the ability to withdraw spent catalyst slurry and add fresh catalyst on

line periodically, without having to shut the system down.

Typical commercial Cu/Zn/alumina methanol synthesis catalysts are also active

for the low temperature water gas shift (LTWGS), which enables use of syngas

from lower quality, low-hydrogen feedstocks such as coal to be used in making

methanol. Reduction of CO or CO2 to methanol with H2 is exothermic, and heat

dissipation in fixed bed reactors is inadequate to protect the catalyst or to allow

optimal product recovery. While less exothermic than the methanol synthesis

reaction, the WGSR also adds heat to the system.

ChemSystems performed pioneering development of the LPMeOH process in

the 1970s [72]. The LPMeOH technology was based on early design and demon-

stration work funded by EPRI (Electric Power Research Institute) in the mid-1970s,

wherein methanol is produced in one step using the high-CO content syngas from

coal [73]. Air Products then undertook a significant research effort together with

ChemSystems and DOE co-funding, to further develop the process in the 1980s and

1990s, as part of the DOE’s cogeneration program. While ChemSystems originally

used an ebullating bed design with an aromatic (1,2,4-trimethylbenzene) or mineral

oil liquid, Air Products used the more stable mineral oil in a slurry bubble reactor to

further augment heat and mass transfer.

The LPMeOH process was demonstrated at large pilot scale during 1997–2002,

in a collaborative effort between Air Products (technology supplier), Eastman

Chemical (syngas supplier, plant operator, and end user of methanol), and Arcadis

(fuel and power testing). This facility in Kingsport, TN operated for nearly

6 years, with continuous runs of up to 3 months. The nameplate capacity of 80,000

gpd was exceeded by 15%. Eastman syngas, derived from high-sulfur (3–5%)

bituminous coal, was used. Of note is the ability to produce sulfur-free methanol

containing less than 1% water, which makes this methanol directly suitable for

transportation as well as chemical use. Used as a fuel additive, methanol also showed

promise for reducing NOx emissions from gas turbines and diesel engines. Air

Products also applied the understanding gained from developing the LPMeOH

process in developing the Liquid Phase Dimethyl Ether Process (LPDMETM) pro-

cess, which was demonstrated in the early 1990s.
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Sunggyu Lee and colleagues, at the University of Akron and later at the

University of Missouri-Columbia, pioneered the mechanistic understanding of the

one-step slurry methanol process and also worked on the MeOH/DME slurry

process [74]. The LPMeOH process has three distinctive features and benefits

compared to prior art using fixed beds. First, the commercial Cu/Zn/alumina

methanol synthesis catalyst is slurried instead of fixed, which greatly improves

heat transfer via the inert, liquid medium. Second, the slurried catalyst is a fine

powder, which avoids mass transfer limitations involving pore diffusion. Third, the

improved mass transfer in the well-agitated slurry allows much higher single-pass

conversion of the syngas.

The initial method devised to combine steps in liquid-phase DME production

involved combining the methanol dehydration catalyst with the slurry phase meth-

anol synthesis catalyst [75]. For DME, typically, the methanol synthesis catalyst is

copper on alumina promoted by zinc oxide. The ratio of CuO/ZnO/Al2O3 is

typically about 2:1:5 with a H2:CO ratio of 2:1 but will vary with syngas composi-

tion. Alumina is the most common dehydration catalyst. Both CO conversion and

selectivity for DME are improved by including 10%wt sulfate in the alumina. Many

researchers have reported using zeolites, and recent research with zeolites has been

quite active in Asia [76]. Likewise, silicoaluminophosphate (SAPO) molecular

sieves have been reported recently for use as dehydration catalysts in direct

synthesis of DME. A third catalyst functionality may be included to enhance the

water gas shift reaction, although the methanol synthesis catalyst is itself also an

effective water gas shift catalyst.

Long-term stability of one-step DME synthesis catalyst systems was noted as

a primary difficulty by Mobil in the early 1980s and continued as an issue in Air

Products’ work. The temperature needs and catalyst stability are considered for

three simultaneous reactions in direct synthesis of DME: water gas shift (Eq. 11.4),

methanol synthesis (Eq. 11.5), and methanol dehydration (Eq. 11.6) [77]. The

methanol synthesis via Eq. 11.5 can be considered in principle as the combination

of water gas shift and the reduction of CO2 by hydrogen (Eq. 11.7).

2CH3OH $ CH3OCH3 þ H2O

DH298 ¼ �5:9 kcal=molDME
(11.6)

CO2 þ 3H2 $ CH3OHþ H2O

DH298 ¼ �11:7 kcal=molMeOH
(11.7)

Even so, the mechanism actually in effect during direct synthesis of DME is in

some debate and might not involve the explicit intermediacy of methanol as per

Eq. 11.6. Figure 11.11 shows the results of modeling done by JFE Holdings (formed

in 2002 by the merger of NKK and Kawasaki Steel) based on their pilot plant

results, which give best conversion at a ratio of 1:1 CO:H2. Specifically, DME may

form directly from coal-derived syngas as per Eq. 11.8. The stoichiometry of

Eq. 11.8 being noted for coal-derived syngas, it is also the case that catalysts for
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direct DME synthesis have been based on methanol synthesis catalysis and most

processes give some combination of both DME and methanol.

3COþ 3H2CH3OCH3 þ CO2

DH298 ¼ �19:6 kcal=molCO
(11.8)

The WGS reaction used for one-step DME/MeOH production is of the low

temperature type (LTWGS) and operates best at about 180–240�C, which overlaps

substantially with the methanol synthesis temperature range. The overall chemistry

is more easily controlled if the WGS catalyst has little or no F-T activity for

hydrocarbon production, which means that the LTWGS catalyst needs to be cop-

per-based instead of iron-based. The typical catalyst used for LTWGS in DME or

methanol synthesis has the general formula xCu/yZnO/Al2O3 and has no hydrocar-

bon-producing F-T activity. A typical low temperature shift catalyst contains

30–70% CuO (prior to reduction), 20–50% ZnO, and up to about 40% alumina [78].

The optimal temperature for the methanol dehydration reaction is set not by

catalyst stability but by the equilibrium dehydration reaction thermodynamics. The

dehydration proceeds best at about 250�C and yield declines as the temperature is

raised further. The catalyst function for dehydration of alcohol to ether is a solid

acid. Various options are possible, including acidic aluminas, silica-aluminas,

zeolites, and various solid or supported inorganic acids. In practice, g-alumina is

preferred to date. The dehydration rate is directly related to the acid strength of the

zeolite and the overall rate of DME synthesis can be controlled by the proportion of

ion exchange in the dehydration catalyst [79]. Dehydration is relatively fast above

about 240�C and only a few percent of dehydration catalyst is needed in the total

catalyst formulation [70]. The LPDME process was demonstrated on a 10 t/day

scale for 25 days at Air Products’ LaPorte facility using commercially available

methanol synthesis and g-alumina dehydration catalyst in a ratio of 95:5 wt%.
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The temperature and pressure were approximately 250�C and 50 bar, respectively.

Deactivation occurred at a rate of 0.7%/day for both catalyst components [80].

The concern that LPG used heavily inAsia as a fuel and a power sourcewill become

increasingly unavailable has sparked significant research to develop DME as

a replacement [81]. Properties of DME and LPG are similar in terms of fuel

characteristics, low toxicity, and especially handling, distribution, and storage. Some

use of DME as an LPG substitute has recently begun in China. To demonstrate the

potential replacement of automotive fuel, fleet tests with DME have been performed

(the fuel injection system requiringmodification to accommodate the lower viscosity of

DME compared to diesel, but without modification of the engine itself) [82]. Turbine,

boiler, and fuel cell tests with DME have also been performed [83].

JFE in Japan has been a major driver for development and commercialization of

one-step slurry DME production. NKK, Taiheiyo Coal Mining, and their partners

constructed a 5 t/day direct syngas to DME pilot plant in 1999 at Taiheiyo’s site in

Hokkaido and operated it intermittently for about 5 years [83]. In 2002, JFE began

a 5-year development plan for a 100 t/day pilot plant demonstration in Kushiro,

with METI and many collaborators that together formed the DME Development

Corp. and the DME International Corp. Interestingly, the feed for syngas produc-

tion actually used is natural gas; however, JFE opts to bring the 2:1 H2:CO ratio

(produced by reforming natural gas) down to 1:1 (more like the ratio produced from

coal) by adding CO2 during reforming, and the work therefore also relates to

advancement of the state of the art in producing DME and methanol by ICL of coal.

JFE reported an impressive purity from their overall process: 99.5 + % DME

and <100 ppm combined water and methanol [84]. In this process, shown in

Fig. 11.12, coal is fed to the gasifier and then raw syngas is brought up to a H2:CO
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Fig. 11.12 Process flow diagram of DME direct synthesis from coal (or methane)
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ratio of 1:1 via the WGSR using steam from the gasifier. Sulfur and CO2 are

removed prior to DME synthesis. Unreacted CO and H2 are separated from liquid

products and sent back to the DME synthesis reactor. The DME synthesis makes

CO2 as a by-product, plus some methanol and a slight amount of water. The

separation of CO2, DME, methanol, and water involves a low temperature extrac-

tion (�39 �C) [85]. After downstream distillation, methanol is cycled back to the

DME reactor.

A different type of ICL process involving methanol is the gasification of coal

followed by conversion to methanol and subsequent conversion of methanol to

a marketable gasoline product. A $3 billion plant with a production capacity of

approximately 700,000 t/year to be built by TransGas is planned in Mingo

County, West Virginia. The plant will use Uhde’s PRENFLO direct quench

gasifier technology to make syngas, which will be converted to methanol and

subsequently to gasoline using ExxonMobil’s methanol-to-gasoline technology.

Methanol conversion is nearly complete and the total liquids yield is higher than

in F-T synthesis, including significantly less tail-gas production. The product of

the MTG reaction does not require much further upgrading and refining com-

pared to other coal liquefaction routes. A 100,000 t/year MTG process plant was

started in China’s Jincheng, Shanxi province in 2009, as part of a CTL demon-

stration complex.

Like DCL, ICL is complex and characterized by heavy investment, but CTL

processes, in general, have been recently described as economically competitive at

an oil price as low as $25/barrel [86] or, more typically, at an oil price of about $55/

barrel [45], with the cost of coal being that incurred at the mine (i.e., without the

cost of shipping and handling).

Environmental Factors

The overall conversion of coal to liquids not only produces fuel- or chemical-grade

products but also consumes water and produces carbon dioxide, as shown in

Eq. 11.9 [87].

Carbon Dioxide

The high carbon content of coal combined with the energy use in ICL processes

involving gasification means that carbon dioxide emissions on a well-to-wheel

basis are about 1.8 times more for coal than for oil. In terms of fuel preparation

alone, it has been estimated that an F-T CTL plant without capture would release

about 0.78 t of carbon dioxide per barrel of product, in comparison to a comparable

oil refinery emitting about 0.1 t of carbon dioxide per barrel of product. For a typical

bituminous coal, approximately 670 lb of carbon (or 2,450 lb of carbon dioxide)

would be emitted for every barrel of F-T liquids produced. This compares to about

250 lb of carbon (or 900 lb of carbon dioxide) emitted for every barrel of petroleum
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fuels produced by refineries. When carbon sequestration is employed for both

facilities (92% captured and stored at the F-T CTL plant and 40% at the refinery),

the carbon dioxide emissions become approximately equal.

4þ yð ÞCHþ 2 y� xð ÞH2O ! 4þ xð ÞCHy

þ y� xð ÞCO2

(11.9)

The large quantity of CO2 produced currently poses a significant challenge to

development of the industry. At the time of this writing, no requirements exist in the

USA to manage carbon emissions from fossil fuel sources, but should carbon man-

agement be required, carbon dioxide produced during the conversion process could be

captured for subsequent storage in deep saline aquifers or sold for use in enhanced oil

recovery (EOR) operations. A range-finding study done in 2004 by Mitretek Systems

(now Noblis) for the US DOE considered production of substitute natural gas (SNG)

from coal and assumed that the value of CO2 for EOR was $12/t, which would

significantly improve the economics of a CTL plant [88]. At present, there are over

2,500 km of dedicated CO2 pipelines within the US delivering to commercial EOR

projects in areas such as the Permian Basin ofWest Texas, southeastern NewMexico,

the Rocky Mountain Region of Utah, Wyoming and Colorado, Louisiana, and the

Weyburn Fields in Saskatchewan. With the exception of CO2 from the Dakota

Gasification Plant, all of this CO2 is naturally occurring.

Total production related emissions from a 2 million barrels/day F-T CTL

industry could be as much as a 0.5 Gt/year. There is already a significant knowledge

base regarding how to handle CO2 and inject it into deep geological structures,

because injection of CO2 is already used commercially in the USA to augment

natural gas production. The transport of large volumes of CO2 via pipeline is also

a well-established practice, within segments of the oil and gas industry. Given

adequately scaled infrastructure for carbon capture and storage in place, emissions

from CTL plants and emissions from use of CTL fuels would be comparable to

those associated with the production and consumption of petroleum-based fuels. If

sequestration of carbon dioxide becomes mandatory, an additional $4–$8/barrel for

the price of low-sulfur, light crude oil would be required for profitable operation,

depending on specific site logistics [89].

The high sulfur content of most coals is addressed at multiple junctures in the F-T

ICL process. Sulfur is removed when the raw synthesis gas is scrubbed to remove CO2

and sulfur compounds (predominantly H2S) and again during purification of F-T

product streams. The H2S containing CO2 streams are treated in a Claus or similar

process, where the H2S is oxidized to elemental sulfur.

Fischer–Tropsch Reaction Product Water

Water is a net reactant in CTL processes (Eq. 11.9) but is a product of the F-T

portion of CTL processes (Eq. 11.1). On a mass basis, approximately 1.3 t of water
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is produced per ton of hydrocarbon product. After separation of the hydrocarbon

product, the F-T reaction water typically contains numerous dissolved oxygenated

compounds such as alcohols, aldehydes, acids, ketones, esters, and traces of other

hydrocarbons. Purification of F-T reaction water is required in commercial pro-

cesses, because all water is reused. Distillation removes most of the nonacid

oxygenates to leave a bottom stream known as F-T acid water, rich in carboxylic

acids. The recovered oxygenated compounds can be purified to chemical products

or used as a fuel source. After extraction of the oxygenates, only low concentrations

of organic acids remain and these are easily biodegraded by either aerobic or

anaerobic digestion to produce water of very high quality, for use as coolant or

even for drinking, from the original F-T acid water stream. High purity water

suitable for use as boiler feed water can also be produced but requires a third set

of treatments, after distillation and digestion, such as adsorption of trace suspended

solids, dissolved salts, and organic material on activated carbon.

In addition to distillation-based purification of F-T reaction water, membrane-

based, liquid-liquid extraction, and biological operations have been developed to

remove and recover carboxylic acids from F-T acid water [90]. The resultant water

stream from these processes is generally of a good quality and can be reused or

disposed of to the environment.

After physical separation of oil and water streams, plus steam stripping and oil

extraction to remove volatiles and aromatics, respectively, sulfur recovery is

performed by conversion to elemental sulfur. Tail gas streams are also cleaned

for use in recycle or as fuel.

The stream of water from the cooling system (referred to as the blowdown

stream) must be cleaned also. This water contains inorganic salts and is treated

with coal ash that chemically binds the salts, before the remaining water is collected

by evaporation and condensation.

In addition to fuels, chemicals, and purified water, F-T ICL processes generate

mineral waste derived from the coal. This non-leachable slag is suitable for sale

as aggregate. Other, low-volume solid wastes include spent catalysts, organic sludge

from biological wastewater facilities, inorganic sludge from flue gas desulfurization

or evaporation ponds, and by-product sulfur if not recovered. These wastes may

require specialized treatment to avoid transmission of soluble components if present,

such as traces of the elements arsenic, chromium, mercury, molybdenum, and

selenium, to local water supplies. However, F-T CTL plants incorporating modern,

state-of-the-art gasification plants should accomplish removal of these and other

potential pollutants within the normal plant process operations.

Utility Water

The CTL process chemistry uses water as a source of hydrogen and oxygen, during

gasification of coal, and also produces water during the F-T reaction. The overall

chemistry consumes water, but the chemical transformations are not the only use of
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water during coal liquefaction. The other major uses of water are for cooling, boiler

feed water, and in solids handling, including processing of fine coal or dust. Most of

the water is recovered after purification, but in a DCL plant, for example, 3–5% of the

water being circulated in a cooling tower is lost to evaporation, leaks, and blowdown

[91]. Thus, for every 1,000 gal circulated, 30–50 gal of makeup water is needed.

The amount of water needed varies with the process design, choice of gasifier,

ambient temperature and humidity, and type of coal. According to the DOE Idaho

National Lab, approximately 12–14 barrels of water are used for every barrel of F-T

liquid fuel produced, [92] meaning that 40 million gallons of water/day are needed

for an 80,000 barrel/day CTL facility. That is enough water to meet the domestic

needs of more than 200,000 people (or 1/5 the population of the state of Montana).

The usage level of water in F-T CTL plants is considered a significant logistic

issue in geographical areas of low rainfall or otherwise limited water resources. For

example, competing use of water for agriculture would be a problem in the Western

USA, and competing use of water for thermal-electric plants would be an issue in

the Eastern USA. The availability of water is already an issue in Montana and

Wyoming, where most of the inexpensive supplies of coal in the USA are located.

Where water is in short supply, this logistic requirement becomes an environmental

and/or economic issue and therefore has precluded construction of some planned

CTL plants. Use of air, instead of water, as coolant may substantially reduce water

usage requirements of the exothermic F-T reaction.

Future Directions

Current commercialization of CTL technology serves the global interest in

sustainability of fuel supply. Any additional production of fuels from alternative

resources reduces overall world demand for petroleum and benefits all consumers

by easing pressure on crude oil prices. As the price of oil increases and its easy

availability decreases, countries with large coal reserves and insufficient domestic

petroleum to meet increasing transportation fuel demands – particularly the PRC

and India – are potential candidates for using CTL technologies to supplement

conventional petroleum-based fuel products.

In the case of DCL, contribution to sustained fuel supply requires that the

Shenhua project be successful and lead to commissioning of additional units,

given estimates of proven coal Shenhua coal reserves in the Shanxi Province/

Inner Mongolia Autonomous Region of about 200 billion tons [93]. In this context,

it is important to note that parallel efforts are also underway in the PRC and

elsewhere to erect commercial scale indirect coal liquefaction plants. Presumably,

these plants have lower technical risks because the designs are derived from ICL

technology that has already been well proven at full commercial scale, by Sasol. On

the other hand, the direct liquefaction project, while supported by a 6 t/day pilot

plant constructed in Shanghai, has no precedent on a larger scale. The more than
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1,000-fold scale up from pilot plant to commercial unit is an ambitious objective

that carries more than the typical amount of technical risk. These plants will also

incorporate technologies specific to regional coals and environmental regulations.

If DCL technology is successful in the PRC, it will garner increased global

interest, perhaps in combination with indirect liquefaction in a hybrid systems

configuration. In this scenario, the low value residue from the direct liquefaction

process would be gasified to provide a low cost source for synthesis gas production,

rather than incurring a cost penalty for disposal. A recent US National Coal Council

(NCC) report suggests that this might be a good time and justification to revisit the

direct liquefaction pathway, particularly if the scale-up in the PRC is successful.

The NCC report also suggests the speculative possibility of hybrid direct and

indirect plants.

In the case of ICL, the F-T technology is already well commercialized but

currently has a very limited worldwide aggregate production volume. Computa-

tional science is a rapidly expanding area of research that offers the potential to

shortcut development time by providing a theoretical basis for subsequent R&D

and technology design activities. It provides the opportunity to quickly explore

novel processing strategies to guide and accelerate experimental research. The

computational work focuses on the complex and critical chemical and physical

aspects of converting coal to premium fuels: the fundamentals of catalyst activity/

selectivity; hydrodynamics; separation of small catalyst particles from the liquid

product; optimum system integration to achieve high process efficiency, minimal

pollutant emissions and CO2 capture; and computational frameworks to enable

virtual demonstration of the entire fuel life cycle.

Laboratory research and additional modeling, followed by larger-scale bench

and pilot-scale testing, could experimentally verify the computational findings.

However, systems engineering is an important component activity needed to

evaluate the technical and economic feasibility of: novel processes resulting from

computational research; advanced integrated gasification and F-T processing

concepts and cleanup technology; advanced reactor types needed to improve the

process efficiency when utilizing specific regional coals; novel in situ reactions/

processing; and modeling of the gas-solid–liquid physics of the F-T reactor to help

achieve the highest throughput and liquid product quality.

Life cycle analyses performed on a “mine-to-wheels” basis likely will be used to

identify those parts of the overall system impacting health and the environment

now. Estimates of the impact of CO2 on global warming, and estimates of the

impacts of global warming itself, may also be attempted but these projections

appear at present as far too broad in range to aid in resolving issues of energy

sustainability. The greatest current push for the future use of coal appears to be in

developing sustainable concepts for capturing and then storing or using the CO2,

because doing so obviates a significant portion of the large uncertainty as to

potential effects of that CO2 were it not captured. A related type of research

involves combining coal use with chemistries or processes that generate less (or

consume some amount of) CO2, to decrease the overall output of CO2 per barrel of

oil equivalent produced.
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In addition to the freestanding F-T CTL process configuration, the basic plant

can be reconfigured to capture about 90% of the carbon that otherwise would be

released into the atmosphere within the plant boundary. Also, another option, not

involving CO2 recycle, would be to design a polygeneration plant that produces

both fuels and power.

More production from existing mines and the opening of new coalmines will be

required to accommodate growth in the CTL industries as well as growing global

demand for electric power. These facilities will require land for construction and

support operations such as roads, railroads, and storage facilities that create changes

in land use, alter topography, and impact ecological systems. Mitigation and

reclamation strategies would need to be implemented to offset some of these

changes to land and ecological resources. Currently, there are very strict reclama-

tion regulations in place and they are being further enhanced to encourage

a reforestation initiative to better restore the land, while concurrently improving

water quality and providing a source for carbon sequestration. Even if the environ-

mental risks are addressed, there is a very good possibility of public reluctance to

accept the need for new facilities, particularly these coal-based plants. Measures

would need to be taken to involve the general public and other state, local, and

nongovernmental entities to assure them that these plants could effectively protect

human health and safety and the environment.

However, F-T CTL plants would be expected to have very low environmental

criteria pollutant emissions. They could also be designed to accommodate carbon

capture and pressurization for subsequent sequestration in saline aquifers or oil

reservoirs for enhanced oil recovery (EOR). Therefore, these plants could remove

a good deal of uncertainty associated with possible new environmental regulations.

Early plants that would sell or demonstrate CO2 use for EOR would be encouraged.

Regarding methanol and DME, natural gas is currently the preferred feedstock

for methanol production but companies such as Eastman Chemical in particular

have rendered the coal-based process commercial, and cost-effective technology

for CO2 mitigation could pave the way for significant increase in commercial

production of methanol and DME from coal in Asia and elsewhere.

Future CTL plants will use advanced clean coal gasification technology to

produce transportation fuels and optionally electric power. Pollutant emissions

will be minimal because coal-derived sulfur will be removed and converted into

elemental sulfur. Nitrogen oxides will be minimized using low-NOx burners and

selective catalytic reduction (SCR) in the flue gas stream and mercury will be

removed, perhaps by some combination of pre- and post-combustion processes.

Using air coolers where possible will minimize water use, and solids emissions will

consist of non-leachable slag from the gasification process. Because of the sensitiv-

ity of the F-T catalyst to poisons, all contaminants must be removed to near-zero

levels (ppb levels), thus ensuring that overall plant emissions would be close to zero.

Certainly coal conversion to hydrocarbon liquids and electricity is now econom-

ically attractive from a cash cost viewpoint. However, large capital investments are

required and small to medium coal conversion plants will not become a reality

unless there are effective forms of state assistance with the initial capital
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investment. This would be motivated by the desire for independence from imported

energy and the more efficient and cleaner utilization of the local energy resource.

The Chinese government has accepted this approach, and China is rapidly becom-

ing the pioneer for developing commercial CTL technology options. However, it is

the duty of technology providers to ensure that technology is made available to

allow coal use to be as efficient as possible.

Site-specific early design studies would provide the ability to obtain information

on environmental baselines for CTL plants. These plants would be ready for CO2

separation and capture and the information obtained would define resource

requirements. Site-specific information would also address where the resources,

such as coal and water, are coming from, how they are delivered, and how waste

products are to be reused or disposed. Additionally, current R&D activities

cosponsored by the DOE and industry are being pursued to improve CO2 separation

and capture and define CO2 storage sinks.

Making fuels from coal via either DCL or ICL processes has the advantage that

fuel infrastructures already in place for petroleum crude oil products can be used

largely unchanged when a shift is made to coal-derived fuels. The advantage of fuel

infrastructure compatibility offered by synthetic hydrocarbon fuels is not so great in

the PCR at present, where a liquid hydrocarbon fuel infrastructure for transportation

fuels is in a highly developmental state. The challenges are primarily economic, as

prospective air pollutant regulatory constraints worldwide give high value to clean

synthetic fuels having emission characteristics superior to crude oil derived fuels,

whereas coal-based synfuels processes incur significant cleanup costs. Much,

although not all, of the contaminants needing to be cleaned up result from the

biological origins of coal itself. In that regard, clean coal research might also

provide insight on more efficient processing and cleanup in emerging biomass-to-

liquids processes.
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Chapter 12

Mining Industries and Their Sustainable

Management

Sandip Chattopadhyay and Devamita Chattopadhyay

Glossary

Abandoned mines Mines for which the owner cannot be found, or for

which the owner is financially unable or unwilling

to carry out cleanup. They may pose environmen-

tal, health, safety, and economic problems to

communities, the mining industry, and

governments in many countries.

Acid (rock or mine) drainage Many metal ore bodies and coal deposits contain

significant quantities of sulfide minerals – often

including the ore minerals themselves. When

such minerals are brought to the surface, they

react chemically with air and water producing

sulfuric acid, which may dissolve other minerals

containing potentially toxic elements. This acid
drainage from coal and metal mining around the

world can pollute water and the surrounding land,

affecting plant and animal life. Acid drainage is

known as acid mine drainage when it is closely

associated with mining activities, and acid rock
drainage when this phenomenon occurs naturally,

without human intervention. Both phrases are in
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common use, although particular stakeholder

groups have particular preferences related to the

controversial nature of this issue.

Acidophile An organism that thrives in a relatively acidic

environment.

Ammonification The biochemical process whereby ammoniacal

nitrogen is released from nitrogen-containing

organic compounds.

Amorphous Irregular, having no discernible order or shape.

Rocks or minerals that possess no definite crystal

structure or form, such as amorphous carbon.

Bioleaching Extraction of metal from solid minerals into

a solution is facilitated by the metabolism of cer-

tain microorganisms.

Biomining Extraction of specific metals from their ores

through biological means, usually bacteria. It is

an actual economical alternative for treating

specific mineral ores, involving percolation and

agitation techniques.

Community The people living around the mine who are

directly affected (both positively and negatively)

by the mine’s activities.

Contaminated land/water Land/water containing concentrations of poten-

tially toxic materials (organic or inorganic) ele-

vated above the natural background

concentrations in a particular area. In relation to

mining, land or water contamination may occur

through fuel spills, run-off from waste rock

dumps, leaks from tailings impoundments, wind-

blown dust from tailings and waste rock, smelter

emissions, and drainage from mine workings.

Contaminated groundwater is caused by the seep-

age of contaminated waters into aquifers.

Crystalline A substance in which the constituent atoms,

molecules, or ions are packed in a regularly

ordered, repeating three-dimensional pattern.

Denitrification A microbially facilitated process of nitrate reduc-

tion that may ultimately produce molecular nitro-

gen through a series of intermediate gaseous

nitrogen oxide products.

Dissimilatory reduction Sulfate-reducing bacteria reduce sulfate in large

amounts to obtain energy and expel the resulting

sulfides as waste; this is known as dissimilatory

sulfate reduction. They are anaerobes, which use

sulfate as the terminal electron acceptor.
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Electrowinning The recovery of metal by electrolysis. An electric

current is passed through a solution containing

dissolved metals, and this causes the metals to

deposit on a cathode.

Extractant An immiscible liquid used to extract a substance

from another liquid.

Gypsum A sedimentary rock consisting of hydrated calcium

sulfate.

Heap leaching To dissolve minerals or metals out of an ore heap

using chemicals. For example, a cyanide solution

percolates through crushed ore heaped on an

impervious pad or base pads during heap leaching

of gold.

Macrophyte An aquatic plant that grows in or near water and is

either emergent, submergent, or floating. They

provide cover for fish and substrate for aquatic

invertebrates, produce oxygen, and act as food

for some fish and wildlife.

Mesophile An organism that grows best in moderate tempera-

ture (typically between 15�C and 40�C). The term is

mainly applied to microorganisms. It is also used to

describe mesophilic anaerobic digestion, which

takes place optimally around 37–41�C or at ambient

temperatures between 20�C and 45�C, where

mesophiles are the primarymicroorganisms present.

Methanogenesis Production of methane by biological processes that

are carried out by methanogens. A methanogen is

a single-celled microorganism and is a member of

the Archaea. Archaea are unique because unlike

most life on Earth that rely on oxygen and complex

organic compounds for energy, Archaea rely on

simple organic compounds (e.g., acetate) and

hydrogen for energy.

Mining life cycle The processes of exploration, mining develop-

ment, extraction, processing, refining, smelting,

and mine closure.

Ore Mineral-bearing rock that can be mined and

treated profitably under the existing economic

conditions, or those conditions which are deemed

to be reasonable.

Reclamation Process of converting derelict land (land that

requires intervention before beneficial use) to

usable land and may include engineering as well

as ecological solutions.
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Remediation Environmental cleanup of land and water

contaminated by organic, inorganic, or biological

substances.

Restoration Seeks to artificially accelerate the processes of

natural succession by putting back the original

ecosystem’s function and form.

Tailings Mineral wastes produced from the processing

operations after the valuable minerals have been

extracted.

Waste rock The mineral wastes produced during mine devel-

opment – including overburden and barren rock –

and those parts of an ore deposit below the eco-

nomic cutoff grade. Often, and particularly in

some metal deposits, the waste rock may contain

sufficient sulfide mineral concentrations to gener-

ate long-term acid drainage problems.

Definition of the Subject and Its Importance

Mining, minerals, and metals are important to the economic and social development

as they are essentials for modern living. However, supplies of minerals, such as

coal, are limited, and sustainable management of natural resources requires the

maintenance, rational and enhanced use as well as a balanced consideration of

ecology, economy, and social justice. Mining industry’s recognition and acceptance

of its sustainable development is growing. In the mining and metals sector,

this means that investments should be:

Leaders in the global mining business community have begun to assign a new

strategic significance to the term sustainability. No longer confined to the economic

realm, sustainability embraces a broad spectrum of organization characteristics

related to social and environmental responsibility. Profitability alone is inadequate

as a measure of success, and that many of the nonfinancial concerns associated with

sustainability are fundamental drivers of long-term shareholder value. Failure to

recognize these strategic issues threatens the very survival of a business enterprise.

Large amounts of material are involved in large-scale mining and minerals

extraction. The problems arising from the change in the chemistry of million tons

of natural ore during the processing steps (such as, grinding, calcining, and roasting

operations) and their resultant bioavailabilities are not well understood. Mining

produces large volumes of waste, and decisions regarding waste handling and other
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aspects of operations are often difficult and expensive to reverse; they need to be

made correctly initially through mine closure planning. Another challenge is the

environmental legacy left by mining. The environmental issues of current mining

operations are daunting enough. But in many ways far more troubling are some of the

continuing effects of past mining and smelting. The loss of biodiversity is the other

great challenge of mining sustainability. The loss of biodiversity is an irreversible

loss. Conservation practices that guarantee a minimum impact on biodiversity must

be adopted and implemented.

As important as the methods of mining and beneficiation is how the minerals are

used for sustainable development. An integrated approach for the use of minerals

must be developed. Current patterns of minerals used raise concerns about efficiency

and the need for more equitable access to resources worldwide. The environmental

and health impacts of different mineral products in use need to be carefully man-

aged. Where the risks associated with use are deemed unacceptable or are not

known, the costs associated with using certain minerals may outweigh the benefits.

The importance of sustainable development in mining industry includes actions

at all levels to:

• Support efforts to address the environmental, economic, health, and social

impacts of mining throughout the life cycle, including workers’ health and safety.

A range of partnerships, furthering existing activities at the national and interna-

tional levels, among interested governments, intergovernmental organizations,

mining companies and workers, and other stakeholders to promote transparency

and accountability for sustainable mining and minerals development.

• Enhance the participation of stakeholders, including local and indigenous

communities, to play an active role in minerals, metals, and mining development

throughout the life cycles of mining operations. This includes efforts after mine

closure for rehabilitation purposes, in accordance with national regulations and

taking into account significant transboundary impacts.

• Foster sustainable mining practices through the provision of financial, technical,

and capacity-building support to developing countries and countries with

economies in transition for the mining and processing of minerals. This includes

small-scale mining, and, where possible and appropriate, improve value-added

processing, upgrade scientific and technological information, and reclaim and

rehabilitate degraded sites.

Introduction

Mining takes a significant toll on the environment. The intensity of the environ-

mental impact depends on what is being mined, where and how. Unless it is

meticulously planned and carefully executed, mining can devastate lands, pollute

and deplete water resources, denude forests, wipe out wildlife, and defile the air.

The history of mining has been one of boom and bust periods that were a balance

between available natural resources, production costs, and the ability to sustain
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profitability. In recent years, the mining industry leadership has emphasized that the

modern-day mining business has become more complex with the advent of stricter

regulations, better-informed stakeholders, and closer in-depth scrutiny of current

and/or proposed operations. Increased emphasis is being placed on the importance

of sustainable operations that are focused on effectively integrating environment,

social, and economic impacts.

The quantity of mining waste produced fluctuates yearly, and as the individual

mines and quarries manage their wastes according to local conditions, there are no

definitive statistics. After being removed, waste rock, which often contains acid-

generating sulfides, heavy metals, and other contaminants, is usually stored above

ground in large free-draining piles. This waste rock and the exposed bedrock walls

from which it is excavated are the primary sources of pollution caused due to

mining. The US mining industry produces approximately 8,000,000 tons per year

(t/year) of process residue that may contain hazardous species as well as valuable

by-products. These process residues are generated by smelter off-gas cleaning at

approximately 5,500,000 t/year, and baghouse dust and wastewater treatment at

approximately 2,100,000 t/year [24]. Comparable statistics was obtained for other

countries. It was estimated that 96.4 million tons of mining and quarrying waste

was produced in 2004 in the UK [4]. The Canadian mineral industry typically

generates one million tons of waste rock and 950,000 t of tailings per day, totaling
650 million tons of waste per year [29]. The right technology may be able to recover

marketable by-products from process residues to generate revenue and reduce

disposal costs for the mining industry. The process residue that cannot be reused

can impact the water resources, and the effect may be manifest throughout the life

cycle of the mine and even long after mine closure.

Mining Life Cycle

Minerals are nonrenewable resources, and the mines have finite lives. Mining

represents a temporary use of the land, and during this temporary use of the land,

the mining life cycle can be divided into the following stages: exploration, devel-

opment, extraction and processing, and mine closure.

Exploration is the work involved in determining the location, size, shape,

position, and value of an ore body using prospecting methods, geologic mapping,

and field investigations, remote sensing (aerial and satellite-borne sensor systems

that detect ore-bearing rocks), drilling, and other methods. Building access roads to

a drilling site is one example of an exploration activity that can cause environmen-

tal damage.

The development of a mine consists of several principal activities: conducting

a feasibility study, including a financial analysis to decide whether to abandon or

develop the property; designing the mine; acquiring mining rights; filing an Envi-

ronmental Impact Statement (EIS); and preparing the site for production. An

example of site preparation impacting the environment is removal of the
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overburden (surface material above the ore deposit that is devoid of ore minerals)

by excavation prior to mining.

Extraction is the removal of ore from the ground on a large scale by one or more

of three principal methods: surface mining, underground mining, and in situ mining

(extraction of ore from a deposit using chemical solutions). After the ore is removed

from the ground, it is crushed so that the valuable mineral in the ore can be

separated from the waste material and concentrated by flotation (a process that

separates finely ground minerals from one another by causing some to float in

a froth and others to sink), gravity, magnetism, or other methods, usually at the

mine site, to prepare it for further stages of processing. The production of large

amounts of waste material (often very acidic) and particulate emission have led to

major environmental and health concerns with ore extraction and concentration.

Additional processing separates the desired metal from the mineral concentrate.

The closure of a mine refers to the cessation of mining at a site. Planning for

closure is often required to be ongoing throughout the life cycle of the mine and not

left to be addressed at the end of operations. It involves completing a reclamation
plan plan and ensuring the safety of areas affected by the operation, for instance,

sealing the entrance to an abandoned mine. The Surface Mining and Control Act of

1977 states that reclamation must “restore the land affected to a condition capable

of supporting the uses, which it was capable of supporting prior to any mining, or

higher or better uses.” Abandoned mines can cause a variety of health-related

hazards and threats to the environment, such as the accumulation of hazardous

and explosive gases when air no longer circulates in deserted mines, use of these

mines for illegal residential or industrial dumping, and others. Many closed or

abandoned mines have been identified by federal and state governments and are

being reclaimed by both industry and government.

Coal Mining

Mining can affect both air and water. A fossil fuel that has been mined intensively

is coal. As an example of environmental impact, effects of coal mining are

presented below.

Coal is and will continue to be a crucial element in a modern, balanced energy

portfolio, providing a bridge to the future as an important low cost and secure

energy solution to sustainability challenges. A review of the Annual Energy

Outlook 2010 report from the Energy Information Administration (EIA) indicates

that world coal consumption will increase by 56%, from 132 quadrillion BTU in

2007 to 206 quadrillion BTU in 2035. Figure 12.1 presents the data for coal

consumption [6] versus total energy consumption [17] between 1980 and 2030.

The growth rate for coal consumption is uneven, averaging 1.1% per year between

2007 and 2020 and 2.0% per year between 2020 and 2035. The slower growth rate for

the earlier period is largely from a decline in coal consumption in 2009 during the

global economic recession. With economic recovery, world coal consumption
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rebounded, and it is expected to return to its 2008 level by 2013. The US energy

demand is expected to grow at an average annual rate of 1.1% for the next 25 years.

Among the largest consumers of energy are China and India, and together they

accounted for about 10% of the world’s total energy consumption in 1990 and 20%

in 2007. In a separate report by Waddell and Pruitt [31], it is projected that coal

utilization will increase worldwide by 44% by 2025.

The process of coal excavation consists of several cycles: the cycle of excava-

tion, disposal, and recultivation. The first step is reconnaissance of the terrain

(preliminary survey of ground) that has been identified for mining. Preparation of

the terrain may necessitate demolition of constructions, felling of trees, relocation

of watercourses, roads, etc. This is usually followed by excavation of the overbur-

den and then transporting and disposing the material using specialized equipment

(mining machinery). In present days, bucket wheel excavators, conveyor belts, and

stackers are mainly used. When the coal seam appears, such a seam is excavated

and transported to the crushing plant.

Some of the important characteristics of coal excavation are listed below:

• Notwithstanding the occupancy of large areas and the change in the purpose of the

land, end ofminingwill result in bringing back large portions of the used areas to the

previous state. It means that though certain areas are temporarily occupied by

mining activities, for example, for a period of 10 or more years, they can be reused

as before following this period.
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• Area occupied by the external dump, although it is generally higher than the terrain

before mining activities, can be brought back to the state so that it can be reused.

• At the end of mining activities, the mine becomes the owner of large areas of

agricultural land and forests. The owner of an agricultural land and forest is obliged

to work the soil and control forest husbandry.

Pollution from Coal Mining

The process of coal excavation causes deterioration of the original morphological

and pedological structure of the terrain and soil, and results in the release of harmful

substances and/or mineral dust into the air. Such a release is primarily related to the

deterioration of the upper seam structure during mining operations. The negative

impact may occur as a result of the excavation of the upper seam and its inadequate

disposal, and of mixing the upper seam with the lower one, as well as other barren

materials. The impact of lignite excavation also represents a potential contamination

of the upper seam due to the precipitation of dust from the air.

In addition to the aforementioned impacts, mining in a particular area will result in

an increase in the area population not only due to the increased number of mine

workers but also due to the development of related industries. Such development will

often result in disappearance of the arable upper seam due to the building up of

infrastructure facilities (roads, railroad tracks, waterways, industrial areas, etc.) and

of the change in the purpose of the soil in the vicinity of the mine.

Mining can cause physical disturbances to the landscape, creating eyesores such

as waste-rock piles and open pits. Such disturbances may contribute to the decline of

wildlife and plant species in an area. In addition, it is possible that many of the pre-

mining surface features cannot be replaced after mining ceases. Mine subsidence

(ground movements of the earth’s surface due to the collapse of overlying strata into

voids created by underground mining) can cause damage to buildings and roads.

Opencast coal mining leads to the disturbance of geological layers where

different sedimentary products are being mixed, which means that a completely

new, anthropogenic land, i.e., substratum, is created, without any resemblance to

the original land, which is called a deposol. This is an example of visual pollution

where the characteristics of the landscapes’ appearance have changed due to

mining. The opencast coal exploitation results in morphological modifications of

the terrain, such as the creation of large-scale depressions and the formation of

outside overburden dumps.

Pollution of Air

Coal mines emit constituents that cause or contribute significantly to air pollution

and that may reasonably be anticipated to endanger public health and welfare. In
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each stage of mining, from exploration to ore recovery to downstream processing,

there is the potential for air quality impacts due to emissions of particulates (dust,

diesel, and silica). The monochromatic appearance of the mine areas is due to

generation of large quantities of fugitive dusts during mining operations. Coal

mining areas are black, bauxite and iron-ore rich regions are red, while limestone

gives a chalky white hue. Dust results from blasting, handling, processing, or

transporting of soil and rock or can arise from bare or poorly vegetated areas in

combination with air movements. It is one of the most visible, invasive, and

potentially irritating impacts of mining, and its visibility often raises concerns.

Many dusts contain metals which are potentially hazardous, and are known to cause

certain diseases. It has the potential to severely affect flora and fauna near the mine

and to impact the health of mine workers and local residents. Dust also affects the

agricultural productivity of the area. The level of dust generated, its behavior

(particle size, density, travel distance), and types of health and environmental

risks depend on many factors including mine type, local climate, topography,

working methods, types of equipment used, the mineralogy and metallurgical

characteristics of some ores, and the land use of the area around the mine.

• EIA reported that estimated recoverable reserves of coal in USA stand at 275

billion tons, an amount that is greater than any other nation in the world. All of the

energy growth forecasts have major carbon dioxide (CO2) emission

consequences. The world energy outlook [32] indicated that CO2 emissions

will increase from 26.6 gigatonnes (Gt) in 2005 to 34.1 Gt in 2015 and 41.9 Gt

in 2030 [10]. In the Alternative Policy Scenario [32], CO2 emissions rise to

31.9 Gt in 2015 and to 33.9 Gt in 2030. EIA of the US Department of Energy

(DOE) in its International Energy Outlook (IEO) 2007 forecasted that CO2

emissions in the Reference Case will increase from 26.9 Gt in 2004 to 33.9 Gt

in 2015 and to 42.9 Gt in 2030. In the past, global CO2 emissions rose from

23.5 Gt in 2000 to 27.1 Gt in 2005 [11], which is an increase of over 15%. Based

on this, one can say that the forecasts made by IEA and IEO are optimistic.

• Methane is the second most emitted greenhouse gas after CO2, and is more than

20 times more potent than CO2 in terms of its heat-trapping capabilities. Methane

is a by-product of coalification, the process by which organic materials convert

into coal. It is stored throughout the surrounding rock strata in varying sized

pockets and, due to the greater overburden pressures, often increases in concen-

tration the deeper the coal seam. Because methane can create hazardous working

conditions for miners, it must be removed from underground mines. While

methane escapes during the processing, transport, and storage of coal, 90% of

the emissions come from the actual coal mining process from all three categories

of coal mines: surface mines, underground mines, and abandoned mines.

In 2004, methane accounted for 14.3% of the total anthropogenic greenhouse gas

emission load. Since pre-industrial times, methane has contributed to 22.9% of the

greenhouse gas load in the Earth’s atmosphere. Methane is more abundant in the

Earth’s atmosphere now than it has been at any time during the past 400,000 years,

and the average atmospheric concentration of methane has increased 150% since
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1750 due to human activities [25]. The US EPA [27] has concluded that recovering

methane from coal mines would significantly reduce the amount of greenhouse

gases emitted into the atmosphere because every ton of methane recovered is equal

to approximately more than 20 t of carbon dioxide emissions. While methane is

a danger in coal mines, it can, if captured, be a valuable commodity: natural gas. To

date, underground mines have the most potential to generate a profitable amount of

methane. Mines that have adopted a “methane to markets” program as promoted by

the US EPA have been successful at methane capture and sale because research has

been developing for over three decades to create the best technologies.

• Particulate matters (PM), including total suspended particulates, PM10 (particle

size less than 10 mm), and PM2.5 (particle size less than 2.5 mm), are released

during coal mining operations. Coal mining activities that can lead to the release

of particulate matter are blasting, truck loading, bulldozing, dragline operation,

vehicle traffic, grading, and storage piles.

• Volatile organic compounds (VOCs), including non-methane organic compounds,

are often vented along with methane, from coal mining operations. VOCs are

precursors to ground-level ozone, a criteria air pollutant, and are regulated under

the Clean Air Act.

• Nitrogen oxides (NOx) are a group of gases that are known to be ground-level

ozone and PM2.5 precursors and that include nitrogen dioxide (NO2), a criteria

pollutant. Sources of NOx at coal mines include fugitive emissions from over-

burden and coal-blasting events, tailpipe emissions from mining equipment,

point source emissions from stationary engines, coal-fired hot water generators,

and natural gas–fired heaters.

• For some pollutants, such as sulfur dioxide, the minerals processing industry is

the largest source of emissions.

• Certain kinds of ore, for example uranium, are radioactive, and pose health

problems to workers and adjacent communities. Radioactivity follows with what-

ever radioactive materials escape into the atmosphere or water, and accompanies

this material to its final destination. Besides targeted minerals that are radioactive,

the host rock may be radioactive, and pose problems for workers. Radioactivity is

also present in a gas, radon, which can cause problems for workers in underground

mines, if it is present.

Impacts of Dust

The impacts of dust, especially from coal mine area are included below:

Effects on animals: Coal dust is a tumorigenic agent in experimental animals. Coal

dusts are associated with lymphomas and, at the higher dose, adrenal cortex tumors

in rats exposed to 6.6–14.9 mg/m3 for 6 h/day intermittently for 86 weeks.
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Effects on humans: Coal dust causes pneumoconiosis, bronchitis, and emphysema in

exposed community. Coalworkers’ pneumoconiosis (CWP) is characterized by devel-

opment of coal macules, a focal collection of coal dust particles with a little reticulin

and collagen accumulation. These lesions may be visible as small opacities (less than

1 cm in diameter) on X-rays. Complicated CWP is characterized by lesions consisting

of a mass of rubbery well-defined black tissue that is often adherent to the chest wall.

This is associated with decrements in ventilatory capacity, low diffusing capacity,

abnormalities of gas exchange, low arterial oxygen tension, pulmonary hypertension,

and premature death. The disease may progress after the cessation of exposure.

Effects on plant: Plants exposed to toxic dust exhibit lesser growth, becomemore prone

to disease attack and rodent attack, their stomata and other holes get chocked, and they

also gasp for oxygen. Fruits, vegetables, and cereals from these plants contain toxins.

Effects on infrastructure: Biochemical reactions occur when constituents present in

the coal dust starts reacting with the constituents of the host surface materials,

resulting in increase in the rate of weathering/weakening.

Pollution of Water

The potential impacts of mining on the water [28] are:

• Disruption of hydrological pathways

• Seepage of contaminated leachate into aquifers

• Depression of the water table around the dewatered zone

• Disposal of saline mine water into rivers

The impacts of mining arising from the disruption of hydrological pathways,

seepage of contaminated leachate into aquifers, and depression of the water table

tend to be relatively localized and limited compared to disposal of mine water.

Disposal of mine water is a worldwide problem, occurring wherever operating

mines, both underground and opencast, are found [19]. The quality of the mine

water depends largely on the chemical properties of the geological materials that

come in contact with the water.

The mining industry is a major producer of acidic sulfur-rich water that typically

poses a risk to the environment. Mining increases the exposed surface area of sulfur-

bearing rocks allowing for excess acid generation beyond natural buffering

capabilities found in host rock and water resources. Pyrite (FeS2) is the major sulfur

mineral in coal. When coal is mined, fresh sulfur-bearing minerals in the coal and

rocks are exposed to air and water. Problematic mine drainage is given many names

including acid rock drainage (ARD), acid mine drainage (AMD), and mining

influenced water (MIW). AMD forms during metal or coal mining when sulfur-

bearing minerals are exposed to water and air, forming sulfuric acid. Heavy metals,

leached from rocks, can combine with the acid and dissolve, creating highly toxic

runoff. The general distinction between ARD and AMD depends on whether drainage

quality has been degraded bymining or is of poor quality due, in part, to natural causes.
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MIW is the term used to refer all mining-related water because acidic, neutral, and

alkaline water can all transport metals and other contaminants.

The origin of acidic metal-rich mine drainage water is the accelerated oxidation

of FeS2 and other sulfidic minerals. The reaction of pyrite with oxygen and water

produces a solution of ferrous sulfate and sulfuric acid. Ferrous iron can further be

oxidized producing additional acidity. The following reaction shows the reaction of

pyrite with oxygen and water to produce hydrogen ions, sulfate ions, and soluble

metal ions.

2FeS2ðsÞ þ 7O2 þ 2H2O! 2Feþ2 þ 4SO4
�2 þ 4Hþ

Further oxidation of Fe+2 (ferrous) to Fe+3 (ferric) occurs when sufficient oxygen

is dissolved in the water or when the water is exposed to sufficient atmospheric

oxygen.

2Feþ2 þ 1=2O2 þ 2Hþ ! 2Feþ3 þ H2O

Fe+3 can either precipitate as Fe(OH)3, a red-orange precipitate seen in waters

affected by ARD, or it can react directly with pyrite to produce more Fe+2 and

acidity as per the following reactions:

2Feþ3 þ 6H2O $ 2FeðOHÞ3ðsÞ þ 6Hþ

14Feþ3 þ FeS2ðsÞ þ 8H2O ! 2SO4
�2 þ 15Feþ2

þ 16Hþ

In undisturbed natural systems, this oxidation process occurs at slow rates over

geologic timescale. Iron- and sulfur-oxidizing bacteria are also known to catalyze

these reactions at low pH, thereby increasing the rate of reaction by several orders

of magnitude [18]. Bacteria such as Thiobacillus ferrooxidans and Ferroplasma
acidarmanus are known to specifically accelerate such reactions.

A few management options for saline mine water, as summarized by Annandale

et al. [1], are:

1. Pollution prevention at source

2. Reuse and recycling of water to minimize the volume of polluted water

3. Treatment of effluents, if the problem cannot be solved through prevention,

reuse, and recycling

4. Discharge of treated effluent

5. Utilization of gypsiferous mine water for irrigation

The term “gypsiferous” refers to rocks and soils containing more than 2%

gypsum, i.e., calcium sulfate (CaSO4 • 2H2O). There are concerns regarding

potential use of mine water for agricultural crops [5], due to the amount of salt

that would leach and potentially contaminate groundwater. The next few sections
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highlight successes and limitations with respect to environmental impact and

sustainable use of such waters for irrigation of agricultural crops.

Restoration Process

It is the obligation of the mining company to restore the working cavity in the best

possible way, through overburden disposal activities and technical reclamation, to

the existing natural environment in terms of functionality and aesthetics. The

following measures can be applied for the recultivation of deteriorated surfaces:

• Technical measures – to contribute to the improvement of resistant and deform-

able characteristics of the dump and directly influence the enhancement of the

stability of slopes.

• Bio-technical measures – to contribute to faster achievement and maintenance of

the dump stability along with the technical measures.

• Biological measures – that imply the implementation of agricultural and forest

improvements that contribute to the stability and maintenance of reclaimed areas,

but they are much more significant from the aspect of area revitalization and

establishing natural biocenoses (a group of interacting organisms that live in

a particular habitat and form a self-regulating ecological community)

The process of reverting an industrial land back to an agricultural terrain is

a very slow process and good planning steps are required. Depending on the size of

the coal deposit, the process of turning an agricultural, forest, or urban environment

into an industrial (mining) one, and then, by the recultivation process, back again

into the agricultural or forest one, may require long time, even many decades.

There are ongoing arguments in favor of preventing further expansion of the

utilization of fossil fuels, such as coal. One of the restorative measures is to perform

the recultivation of a dump even though it has a relatively low impact on the

environment. Talking about fertile alluvial lands, it is necessary to preserve the

fertile solum (a set of related soil horizons that share the same cycle of pedogenic

processes) through selective excavation in order to bring the soil back to agricul-

tural production or other use. The forestation of soil and terrains deteriorated by

opencast lignite mining will prevent the further deterioration processes, contribute

to the maintenance of the ecological balance in nature, and enhance the absorption

of CO2 from the air and increases the content of the oxygen therein.

The control of particulate emission is a fundamental part of a mine environmen-

tal management plan because of the increasing public awareness of human health

issues and expectations of environmental performance, and the duty of care

required of mine operators by government and the community. Particulate emission

management system can result in cost savings, increased profits, and improved

government and community relations, as well as easier access to resources and

financial support in the future.
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There are a number of systems to address emissions of harmful air pollutants

from coal mines. It is technologically feasible to capture or flare methane from coal

mines, instead of releasing methane directly into the atmosphere. Many mines have

already taken steps toward capturing methane emissions for economic reasons.

Twenty-three mines in Alabama, Colorado, Pennsylvania, Virginia, and West

Virginia have methane drainage facility and they recover methane within the

range of 3–88% efficiency [7]. Of these 23 mines, 12 sell recovered methane for

natural gas energy use and two mines use the methane to heat mine ventilation air

and to generate onsite power. Flaring is an option if capture is not technologically

feasible. Although flaring occurs at a small number of mines in the USA, there is

a long and safe history of flaring at working coal mines in the UK and Australia. US

EPA estimates that nearly 50% of all of the US coal mine methane emissions, or

more than 1.25 million tons of methane, can be reduced at a zero net cost, while

nearly 90% can be reduced at a cost of less than $15/t. However, the benefit of

reducing methane could be as much as $240/t of methane reduced. Any efforts to

address methane will most likely also address VOC emissions due to the fact that

VOCs and methane are often released together from coal mines.

Examples of particulate matter emission control measures currently in use

include, but are not limited to: (a) storing coal in enclosed coal silos or barns;

(b) paving coal mine access roads; (c) watering or treating with dust suppressant

any unpaved roads; (d) enclosing conveyor transfer points; (e) use of dust collection

baghouses or other controls to reduce emissions from transfer points and crushers

within processing plants; (f) fitting out-of-pit conveyors with hoods or otherwise

containing emissions; (g) fitting out-of-pit dump hoppers with water sprays, a

baghouse, or other controls; (h) treating haul roads with dust control chemicals

or water; (i) watering short-term haul roads; and (j) regularly maintaining haul

roads to reduce dust re-entrainment.

With regard to NOx, mines have reduced emissions by as much as 75% through

the use of borehole liners and changing their blasting agent blends. Other mitigation

measures that may be effective at reducing NOx include reduced blast sizes,

changed composition of explosive agents, and changed placement of blasting

agents. Reduction of impacts due to radioactivity consists of ventilation for under-

ground mines, dust control, standard containment measures for solid waste, and

standard precautions for discharges from processing.

Sustainability and Mining

The Earth’s resources have played a vital role for human communities. Nowadays,

the management of our natural resources has become an urgent issue at both

national and international level. The extraction and use of natural resources are

also causing environmental problems, which require urgent solutions. For mining

operations, resource extraction not only has a massive impact on ecosystems, it also
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releases pollutants contained in the rock, and consumes large amounts of water and

energy. The transportation of resources from remote areas requires an ecologically

intensive transport infrastructure.

Due to the progressive exploitation of mineral deposits and the availability of

new technologies, deposits with lower ore content are now being mined. This

means that an increasing amount of ore and other non-usable material has to be

extracted to produce the same amount of metal. For example, toward the beginning

of the twentieth century, copper ore mined by US mineral industry consisted of

about 2.5% of usable metal by weight; today the proportion has dropped to 0.51%

[8]. This activity impacts even more severely on ecosystems and water resources

and increases the volume of mining waste, resulting in even more radical changes to

entire landscapes. The rising global demand for resources accelerates this trend.

After extraction, the subsequent stages in the raw materials’ life cycle entail further

environmental pollution. Comparative analyses of industrial sectors show that the

highly resource-intensive industries are associated with above-average levels of

emissions of greenhouse gases and other pollutants.

Climate change and the overexploitation of natural resources are two sides of the

same coin. Climate change will impact water supplies, exacerbating existing

pressures on water resources caused by population and economic growth. Given

the combination of these stressors, the sustainability of water resources in future

decades is a concern in many parts of the world. The sustainability of water

resources is defined as the maintenance of natural water resources in adequate

quantity and with suitable quality for human use and for aquatic ecosystems.

Human needs for resources, like water, land, continue to grow with increasing

population, primarily for direct consumption, but also secondarily for energy

production, and agricultural and mining activities.

The privilege of mining can be enjoyed in the best possible way, but there is the

responsibility of looking out for the future generations, preserving some of the

natural resources by utilizing reserves in compliance with the principles of the

sustainable development. There is also a need to reclaim and to revive deteriorated

surfaces resulting from mining.

The nine sustainable development challenges that the mining industries face are:

• Ensuring long-term viability of the mining industry

• Controlling, using, and managing the land

• Using minerals to assist with economic development

• Making a positive impact on local communities

• Managing the environmental impacts of mines

• Maximizing the use of minerals so as to reduce waste and inefficiency

• Giving stakeholders access to information to build trust and cooperation

• Managing the relationship between large corporates and small-scale mining

companies

• Sector governance: clearly defining the roles, responsibilities, and instruments

for change expected of all stakeholders.
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Mining, Minerals and Sustainable Development (MMSD) North America has

developed an approach to assess how a mining/mineral project or operation

contributes to sustainability. The assessment considered tracking the record of

mining and minerals in the past and its current contribution to and detraction

from economic prosperity, human well-being, ecosystem health, and accountable

decision-making. A set of seven questions were developed as a means of assessing

whether the net contribution to sustainability over the term of a mining/mineral

project or operation will be positive or negative and a way of discovering how

current activities can be improved and aligned with the emerging concept of

sustainability [12]. The seven-part numbering used by MMSD (see Table 12.1)

has been intended as an aid to communicate and not to imply a particular sequenc-

ing of steps or prioritization of topics. These questions follow a hierarchy of

objectives, indicators, and specific metrics. In this way a single, initial motivating

question cascades into progressively more detailed elements, which can be tailored

to the project or operation being assessed for application throughout its full

life cycle.

The focus on applying the seven questions to sustainability approach is not so

much on how mining can be sustainable (mining as a discrete activity cannot

continue indefinitely) but on how mining can contribute to sustainability [9].

Sustainability Opportunity and Threat Analysis is another simple operational tool

addressing the social, economic, and environmental dimensions of the issues under

consideration and it can be applied to evaluate the viability of a mining operation and

its ability to contribute to sustainable development objectives.An impact-basedmodel

of sustainable mine development is shown in Fig. 12.2. This analysis involves

constructing inventory of sources of impacts and following key steps including:

(a) Scoping (addressing the reasons for the mining process and the environment,

and agreeing to the scope of the exercise)

(b) Information gathering (to emphasize the importance of collecting and

organizing relevant information into a suitable framework)

(c) Identifying risks (systematically reviewing impact areas under consideration,

and identifying opportunities or threats)

(d) Analyzing and evaluating the risks (qualitative scales of likelihood and conse-

quence can be assigned to identify opportunity or threat to create overall risk

rating and prioritized list)

(e) Treating risks (control measures to address opportunities or threats considered

high priority)

(f) Reporting and reviewing to represent a broad, scanning exercise that can be

picked up by existing business planning and monitoring processes. It also

provides an opportunity for subsequent evaluation of relevant metrics for the

issues identified by the process, allowing operations to measure both impacts and

progress toward agreed objectives.

Most mine designs are based on traditional mining engineering factors, such as the

quality of the commodity being mined, geology, topography, hydrology, land owner-

ship, geography, infrastructure, etc. Environmental compliance and sustainability are

to be considered in mine design and operation as a modifying factor to those designs.
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While practices may becomemore responsive to sustainability, mine design continues

to be governed by established mining engineering approaches.

A review of the available literature on engineering optimization does not reveal any

focus on mine design, environmental protection associated with mines, and

sustainability. Mathematical multi-criteria optimization approaches, however, have

been used in resource management. Mine design optimization would need to consider

all constraints, systemparameters and characteristics, and desired outcomes in order to

build a useful and reliable model. Since optimization of mine design, and in particular

coal mine design, to address sustainability along with other parameters has not been

widely practiced, identifying the appropriate parameters for measurement and the

mathematical or logical relationships between these parameters is not a trivial task.

Another important constraint on mining operations is the statutory and regu-

latory frameworks within which they are required to operate. Many of these legal

and policy structures tend to create an adversarial approach by instituting a system

where one or more parties must respond to actions, proposals, decisions, etc. of

another party. The participation is often late in the design process, or after design

has been completed, and thus any change to mine or reclamation design necessary

as a result of public or regulatory agency input creates a retrofitted design, which

cannot possibly be optimal. To optimize the design of mining and reclamation

operations, traditional mining engineering considerations and environmental and

sustainability goals must be accounted for simultaneously.

Several technologies are discussed that are considered to promote sustainable

development.

Workplace
management

Community
development

Other
stakeholder

relations

Local
economy
impacts

Project
profitability

Resource
efficiencies

Emissions and
Pollutants

Land use &
biodiversity

General waste
streams

Local
disturbances

Environm
ental

Economic

So
cia

l

Fig. 12.2 Sustainable development model for impact-based mining operations
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Irrigation with Lime-Treated Acid Mine Drainage (AMD)

Higher crop yields were obtained under sprinkler irrigation with treated mine water

compared to dryland production, without any foliar injury to the crop. Possible

nutritional problems, for example deficiencies of potassium, magnesium, and

nitrate, occurring due to calcium and sulfate dominating the system, can be solved

through fertilization. Such soils need to be managed and fertilized differently to

those on which crops are produced under normal farming conditions. Sugar beans,

wheat, maize, and potatoes were very successfully produced under irrigation with

calcium sulfate and magnesium sulfate-rich mine water. In an experimental setting,

soil salinity increased with time, but the values of soil saturated electrical conduc-

tivity stabilized at relatively low levels, due to gypsum precipitation [1].

Measurements taken between 1997 and 2007 showed that soil salinity increased

from a low base and oscillated around 250 mS m�1.

Land preparation and fertilization management are, however, critical for suc-

cessful crop production, especially on rehabilitated soil. During short to medium

term (up to 8 years) irrigation with gypsiferous mine water, negligible impact was

noticed by Annandale et al. [1] on groundwater quality. They operated the system

with flexibility and managed with the multiple objectives like maximum crop

production, water use, job creation, economic return or maximum gypsum pre-

cipitation, and minimum salt leaching. Gypsum precipitation was also shown to

be taking place in the soil. The presence of gypsum did not create any physical

and/or chemical property changes that could adversely affect crop production and

soil management. Crop production under irrigation with coal-mine water, rich in

calcium, magnesium, and sulfate is, therefore, feasible, and sustainable if prop-

erly managed.

Pasture production with sodium sulfate-rich mine effluent is also feasible, but

requires a well-drained profile and a large leaching fraction to prevent unsustain-

able build up of salt in the soil. Unfortunately, this type of water does not present

much of an opportunity for gypsum precipitation, which is able to drastically reduce

the salt load of the receiving water in the case of calcium and sulfate-rich mine

water. The application of calcium nitrate as a nitrogen source to the crop adds

calcium to the soil and removes some sulfate from the water system by enhancing

gypsum precipitation. Measurement of the hydraulic conductivity of the soil is

recommended to monitor the effect of the water on the infiltration rate of the soil, as

high sodium levels are likely to cause deflocculation or dispersion of clay particles.

Application of Phytotechnology

Phytotechnology can be applied to address issues related to stabilization of tailings

and hydraulic control for drainage so that human and ecological exposures to

contaminants associated with mining solid wastes and mine impacted waters are
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low. Implementation of phytotechnology is a common component of mining

reclamation and restoration projects by the establishment of a plant cover as

a final remedy. In certain cases, application of phytotechnology can be used for

removal of metals from contaminated media. Establishing phytotechnology

requires careful plant species selection and soil amendments that equates to an

initial investment; however, these systems, once established can be maintained with

minimal effort.

There are six basic phytoremediation mechanisms that can be used to clean up

contaminated sites: phytosequestration, rhizodegradation, phytohydraulics,

phytoextraction, phytodegradation, and phytovolatilization (see Table 12.2).

The particular phytotechnology mechanism used to address contaminants

depends not only on the type of contaminant and the media affected, but also on

the cleanup goals. Typical goals include containment through stabilization or

sequestration, remediation through assimilation, reduction, detoxification, degrada-

tion, metabolization or mineralization, or both. Applying phytotechnology to

impacted sites entails selecting, designing, installing, operating, maintaining, and

monitoring planted systems that use the various mechanisms mentioned above. The

goal of the system can be broadly based on the remedial objectives of containment,

remediation, or both. Furthermore, the target media can be soil/sediment, surface

water, or groundwater, and these can be either clean or impacted. In some cases,

groundwater transitioning to surface water can be addressed as a riparian situation

where target media are combined.

One of the main advantages of phytotechnology is that this technology can be

applied to a variety of metals in mining sites and to impacted soil/sediment, surface

water, and groundwater. In addition, it can be applied to various combinations of

chemical types and impacted media simultaneously. Additional advantages are:

(a) Considered a green and sustainable technology

(b) Does not require supplemental energy, although monitoring equipment may

use solar power

(c) Can improve the air quality and sequester greenhouse gases

(d) Minimal air emissions, water discharge, and secondary waste generation

(e) Lower maintenance, resilient, and self-repairing

(f) Inherently controls erosion, runoff, infiltration, and dust emissions

(g) Passive and in situ

(h) Favorable public perception

(i) Improves aesthetics, including reduced noise

(j) Applicable to remote locations, potentially without utility access

(k) Provides restoration and land reclamation during cleanup and upon

completion

(l) Can be cost-competitive

The benefits of using the phytotechnology-based techniques are the relative

lower costs, labor requirements, and safer operations compared to the more inten-

sive and invasive conventional techniques. Phytotechnology generally provides

long-term remedial solutions. Plantations may require irrigation, fertilization,
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weed control (mowing, mulching, or spraying), and pest control. Establishment of

phytotechnology systems include various expenditures, such as earthwork, labor,

planting stock, planting method, field equipment, heavy machinery (typically

farming or forestry equipment), soil amendments, permits, water control

Table 12.2 Phytotechnology mechanisms to sequester constituents of interest [13]

Mechanism Description Cleanup Goal

Phytosequestration Ability of plants to

sequester selected

contaminants in the

rhizosphere zone

through exudation

of phytochemicals

and on the root

through transport

proteins and cellular

processes

Containment

Rhizodegradation Exuded

phytochemicals can

enhance microbial

biodegradation of

contaminants in the

rhizosphere

Remediation by destruction

Phytohydraulics Ability of plants to

capture and

evaporate water off

the plant and take

up and transpire

water through the

plant

Containment by controlling hydrology

Phytoextraction Ability of plants to take

up contaminants

into the plant with

the transpiration

stream

Remediation by removal of plants

Phytodegradation Ability of plants to take

up and break down

contaminants in the

transpiration stream

through internal

enzymatic activity

and photosynthetic

oxidation/reduction

Remediation by destruction

Phytovolatilization Ability of plants to take

up, translocate, and

subsequently

transpire volatile

contaminants in the

transpiration stream

Remediation by removal through plants
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infrastructure, utility infrastructure, fencing, security, etc. About 10–15% of the

initial capital costs can be added as a contingency for replanting [13].

Phytotechnology are appropriate only under specific conditions. The major

limitations are depth, area, and time. The physical constraints of depth and area

depend on the plant species suitable to the site (i.e., root penetration) as well as the

site layout and soil characteristics. Phytotechnology typically require larger tracts of

land than many alternatives. Time can be a constraint since phytotechnology gener-

ally take longer than many other alternatives and are susceptible to seasonal and

diurnal changes. Additional limitations include a plant’s tolerance to specific

constituents of concern or site conditions, availability of water as irrigation source,

climate (challenging for plant establishment in areas with short growing season or in

arid environments), and pests, infestations, or other nuisances.

Biomining and Bioprocessing

Mining industries are increasingly aware of the potential of microbiological

approaches for recovering base and precious metals from low-grade ores, and for

remediating acidic, metal-rich wastewaters that drain from both operating and

abandoned mine sites. Biological systems offer a number of environmental and

economical advantages over conventional approaches, such as pyrometallurgy,

though the microbial application is not appropriate in every situation. Biomining
(metal extraction) and bioprocessing are currently utilized in full-scale operations

to process low-grade deposits and reprocessing earlier metal-containing wastes.

This usually results in the production of less chemically active tailings, lower

energy inputs, and other environmental benefits (zero production of noxious

gases). Recently, there have been major advances in the field of microbiology,

which will allow greater control of bioleaching operations, resulting in greater

efficiencies and faster rates of metal extraction. Mineral processing using

microorganisms have been exploited for extracting gold, copper, uranium, and

cobalt. Engineering systems ranging from crude heap leaching systems to temper-

ature-controlled bioreactors have been used, depending on the nature of the ore and

the value of the metal product. A typical example of mineral bioprocessing mecha-

nism is discussed below.

Sulfide minerals may be divided into acid soluble (such as zinc sulfide or

sphalerite) and acid insoluble (such as pyrite and arsenopyrite). Two routes (the

“thiosulfate” and “polythionate” mechanisms) have been proposed for the

biological oxidation of these sulfide minerals [21]. Acid-soluble sulfides are readily

degraded by sulfur-oxidizing acidophiles. The mineral is first subjected to proton-

mediated dissolution, forming the free metal and hydrogen sulfide:

MSþ 2Hþ ! M2þ þ H2S
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The hydrogen sulfide so formed is microbially oxidized to sulfuric acid,

allowing the process to continue:

H2Sþ 2O2 ! H2SO4

Acid-soluble sulfides may also be attacked by ferric iron, producing ferrous iron

and polysulfide:

MSþ Fe3þ þ Hþ ! M2þ þ 0:5H2Sn þ Fe2þ

Polysulfide may be further oxidized by ferric iron to produce elemental sulfur,

which, in turn, is oxidized to sulfuric acid, and will further accelerate mineral

dissolution via proton attack:

0:5H2Sn þ Fe3þ ! 0:125S8 þ Fe2þ þ Hþ

0:125S8 þ 1:5O2 þ H2O ! 2Hþ þ SO4
2�

Sulfides that are resistant to proton attack are oxidized by ferric iron, producing

thiosulfate as an initial by-product:

FeS2 þ 6Fe3þ þ 3H2O ! 7Fe2þ þ S2O3
2� þ 6Hþ

Accelerated oxidation can result in low pH, high concentrations of dissolved

metals and, in some cases, elevated temperatures. These conditions limit the

diversity of life-forms that occurs in commercial bioleaching operations. Single-

celled organisms live only in extremely acidic liquors (pH <1–4) and are obligate

acidophiles, some are thermophilic (to varying degrees) and some can fix carbon

dioxide. The primary microorganisms involved in mineral oxidation are those that

catalyze the oxidation of ferrous iron and/or reduce sulfur, while others contribute

to the process indirectly by, for example, removing materials that accumulate

during ore dissolution [14].

Engineering approaches used inbiominingare: (a) irrigation-basedprinciples (dump-

and heap-leaching, and in situ leaching) and (b) stirred tank processes [20]. The dump

leaching involves gathering low-grade copper-containing ore of large rock/boulder size

into vastmounds or dumps and irrigating thesewith dilute sulfuric acid to encourage the

growth and activities of mineral-oxidizing acidophiles, primarily iron-oxidizing

mesophiles. Copper can be precipitated from the metal-rich streams draining from the

dumps by displacement with iron. Other developments on the engineering and

hydrometallurgical aspects of biomining have involved the use of thin layer heaps of

refractory sulfidic ores (mostly copper, but also gold-bearing material) stacked onto

water-proof membranes, and recovery of solubilized copper using solvent extraction

coupled with electrowinning. In situ bioleaching has been developed to scavenge for

uranium and copper in otherwise worked out mines.

466 S. Chattopadhyay and D. Chattopadhyay



Bioremediation

Water draining from active and abandoned mines and mine wastes are acidic and

often contain elevated concentrations of metals (iron, aluminum and manganese, and

others) and metalloids (arsenic, chromium, selenium, and uranium). The basis of

bioremediation of AMD derives from the abilities of some microorganisms to

generate alkalinity and immobilize metals, thereby essentially reversing the reactions

responsible for AMD.

Microbiological processes that generate net alkalinity are mostly reductive pro-

cesses, and include denitrification, methanogenesis, sulfate reduction, and iron and

manganese reduction. Ammonification (the production of ammonium ion from nitro-

gen-containing organic compounds) is also an alkali-generating process. Photosyn-

thetic microorganisms, by consuming a weak base (bicarbonate) and producing

a strong base (hydroxyl ions), also generate net alkalinity:

6HCO3
�ðaqÞþ 6H2O! C6H12O6 þ 6O2 þ 6OH�

The reduction of soluble iron (ferric iron) does not decrease solution acidity,

however, the reduction of solid phase (crystalline and amorphous) ferric iron

compounds does.

FeðOHÞ3 þ 3Hþ þ e� ! Fe2þ þ 3H2O

where e� represents an electron donor, which is generally an organic substrate.

Bacteria that catalyze the dissimilatory reduction of sulfate to sulfide generate

alkalinity by transforming a strong acid (sulfuric) into a relatively weak acid

(hydrogen sulfide).

SO4
2� þ 2CH2Oþ 2Hþ ! H2Sþ 2H2CO3

Besides the ameliorative effect on AMD brought about by the resulting increase

in pH, the reduction of sulfate is an important mechanism for removing toxic metals

from AMD, since these metals (e.g., zinc, copper, and cadmium) form highly

insoluble sulfides.

Zn2þ þ H2S ! ZnSþ 2Hþ

The bioremediation technologies, like constructed wetlands and compost

bioreactors for AMD, are passive systems. In case of the constructed wetlands,

the solid-phase products of water treatment are contained within the wetland

sediments. The key major advantages of these passive bioremediation systems are

their relatively low maintenance costs. The limitations of these technologies are:
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(a) They are often relatively expensive to install.

(b) May require more land area than is available or suitable.

(c) Their performance is less predictable than chemical treatment systems.

(d) The long-term fate and stability (in the case of compost bioreactors) of the

deposits that accumulate within them is uncertain [15].

Aerobic wetlands are generally more effective to treat mine waters that are

net alkaline. The reaction involves oxidation of ferrous iron, and subsequent

hydrolysis of the ferric iron produced, which is a net acid-generating reaction.

4Fe2þ þ O2 þ 4Hþ ! 4Fe3þ þ 2H2O

4Fe3þ þ 4H2O ! 4FeðOHÞ3 þ 12Hþ

In the event the pH of the mine water decreases significantly as a result of these

reactions, additional amendments (such as an anoxic limestone drain) may be

required. To maintain oxidizing conditions, aerobic wetlands are relatively shallow

systems that operate by surface flow. Though macrophytes are planted for aesthetic
reasons, they also regulate water flow, accelerate the rate of ferrous iron oxidation,

and stabilize the accumulating iron precipitates.

In contrast to aerobic wetlands, the compost bioreactors (installations that are

enclosed entirely below ground level and do not support any macrophytes) are

anaerobic. The microbially catalyzed reactions in compost bioreactors generate

net alkalinity and biogenic sulfide, and thus can treat mine waters that are acidic and

metal-rich. The reductive reactions that occur within compost wetlands are driven

by electron donors that derive from the organic matrix of the compost itself. The

indigenous iron- and sulfate-reducing bacteria are generally considered to have the

major roles in AMD remediation in compost bioreactors.

Metal Recovery: Biotic and Abiotic

Innovative and alternative techniques that facilitate the economic control and

recovery of metal values are beneficial not only for protection of human health

and the environment, but also for the recovery of these commodities and resource

conservation. AMD, rich in metals, should be considered not only as a serious

environmental problem, but as an important resource of metals of considerable

value to many industrial concerns.

Recently developed metal recovery processes from AMD and other acidic

streams enable us to recover and recycle these metals cost effectively. A two-

stage process was developed by Tabak et al. [23] to separate the sulfate-reducing

bacteria (SRB) from AMD via sulfate reduction and production of biogenic hydro-

gen sulfide from the four-stage and six-stage metal sequential separation and

biorecovery units. The four-stage selective sequential batch-type metal
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precipitation process was able to separate metal sulfides and hydroxides at

reasonably high recovery rate and at high precipitate purities. Copper sulfide and

zinc sulfide were precipitated in Stage 1, aluminum hydroxide was precipitated in

Stage 2, ferrous sulfide was precipitated in Stage 3, and other metals were

precipitated in Stage 4. The effluent water contained only calcium and magnesium

in trace concentrations and both sulfate and metal sulfide concentrations were

below detectable limits.

von Fahnestock [30] recently developed a breakthrough technology to efficiently

remove sulfate ions and metal cations from AMD by using the Acid Mine Drainage

Value Extraction Process (AMD VEP), which is a novel adaptation of liquid–liquid

extraction process. The process converts AMD to purified water as well as saleable

products, such as potassium sulfate and iron sulfate. This technology results in

simultaneous cost-effective isolation and concentration of useful metals and sulfate

ions from mine pool water. A 30-gpm (113.5-L/m) demonstration plant was built

and was operational within 15 months in St. Michael, PA. In this technology, AMD

water, laden with sulfate and iron, feeds into the water purification stages where the

AMD water is sequentially contacted with an extractant solution in

a countercurrent flow path. The extractant solution is formulated to efficiently

pull the sulfate and iron from the aqueous phase.

The water purification stages are composed as a set of four mixer-settler units,

which are two-compartment tanks. The different stages are described below:

1. In the first compartment, the extractant and the AMD are mixed in a chamber.

The residence time is between 60 and 90 s.

2. In the second stage, the combined effluent flows from the mixing chamber into

the settling chamber where the organic extractant phase disengages from the

water phase. The extractant, containing iron and sulfate, overflows an exit weir

into the settling chamber, and is separated cleanly from the water phase, which

underflows the same weir and exits as a separate stream with proportionately less

iron and sulfate.

3. In the recovery stages of the AMD VEP, the extractant, loaded with iron and

sulfate, flows sequentially from the water purification stages to the metals

recovery and sulfate recovery stages of the process. Iron and sulfate are sequen-

tially recovered as usable products during these stages. The metals-recovery

stages are a set of two to three metal cation recovery tanks. The extractant flows

counterclockwise with an aqueous sulfuric acid solution to form an iron sulfate

concentrate that is harvested for reuse. The sulfuric acid and the extractant are

mixed and separated in a similar manner to that in the mixer-settler tanks of the

extraction section.

4. The sulfate-recovery stages remove sulfate from the extractant, which again

flows through a series of mixer-settler tanks in a countercurrent fashion.

The extractant is contacted with potassium carbonate (a basic aqueous solution) to

produce a potassium sulfate concentrate. The extractant exits the lastmixer settler of

the sulfate-recovery section regenerated and ready to contact a new stream of AMD

feedwater in the water purification stages. The potassium sulfate (K2SO4)
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concentrate leaves the sulfate-recovery stages and is collected and stored for sale as

fertilizer or reuse in a product tank.

An engineering analysis indicated that the maximum cost to treat and recover

metals by AMD VEP process is $8.00 dollars/1,000 gal [3] dependant on product

values and reagent pricing. AMD VEP, based on abiotic processes, is one of the few

recent technologies to purify AMD water sufficiently to enable its discharge to

surface waters. In addition, the product water can be made useful for industrial,

municipal, agricultural, residential, and other uses. Importantly, these process

products enable the system to focus on meeting seasonal and regional demands.

For example, potassium sulfate fertilizer can be produced for 6 months a year for

the turf grass industry, and the same system can produce sodium sulfate deicer for

highways for 6 months a year, by changing operating conditions and reagent feeds.

Water Quality and Acid Mine Drainage: Pre-mine Predictions

and Post-mine Comparisons

Necessity of accurate prediction of acidic drainage from proposed mines is

recognized by both industry and government as a critical requirement of mine

permitting long-term operation. Substantial emphasis has been placed on prediction

of acid drainage associated with coal development in the Eastern USA [2], and

metal mining in the Western USA and in Canada [16]. The prediction of acid-

generating potential from any geologic formation is dependent on the ability to

characterize the presence and quantity of both acid-forming minerals and

neutralizing minerals in the materials that are expected to be unearthed during

mining operations. Typically, samples are collected by drilling during exploration,

analyzed and interpreted with respect to their risk of acid formation. In these

analyses, the amount of sulfur present in geologic materials is measured and

attributed to being either an acid-forming mineral such as pyrite (FeS2) or non-

acid-forming mineral such as gypsum (CaSO4 • 2H2O). The relative amount of

acid-forming minerals is then contrasted to the amount of neutralizing minerals

such as calcite (CaCO3) to develop a prediction of the probability of acid

generation.

The acid base accounting (ABA) of a material is the balance between total acid-

generating potential (AP), which is the total amount of acidity that would be

produced if all sulfide in a material is completely oxidized, and total acid-

neutralizing potential (NP), which is the amount of acid that could be consumed

by neutralizing minerals. AP and NP are converted to CaCO3 equivalents and

reported as grams of CaCO3 per kilogram rock. ABA is typically calculated from

analysis of sulfide S and carbonate C, assuming a 1:1 molar ratio of sulfide S (AP)

and carbonate C (NP).

Converting chemical analysis for sulfide S (SFeS2) and carbonate C (CCaCO3
) can

be expressed as [26]:
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AP ¼ SFeS2ð10Þ � ð3:12Þ

NP ¼ CCaCO3
� ð10Þ � ð8:33Þ

where

SFeS2 = concentration sulfide sulfur in sample (weight% S)

3.12 = molecular weight of CaCO3/molecular weight of sulfur

CCaCO3
= concentration carbonate carbon in sample (wt% C)

8.33 = molecular weight of CaCO3/molecular weight of carbon

The ratio of neutralization potential (NP) to acid potential (AP) is commonly

presented in graphical interpretations with the inference that geologic materials

with an abundance of NP are unlikely to generate acidic drainage. Skousen et al.

[22] reported that NP:AP ratios <1 commonly produce acidic drainage, NP:AP

ratios between 1 and 2 may produce either acidic or neutral drainage, and NP:AP

ratios >2 should produce alkaline water.

However, this index does not always accurately predict the resultant acid

generation from a mine. Out of 56 mines evaluated by Skousen et al. [22], 11%

did not conform to the expected results based on NP:AP ratios, including four sites

with ratios >2 that eventually produced acidic drainage. Mineralogical variation

between each geologic domain causes dissimilar reactivity to weathering

conditions and leads to laboratory variability in assessment. Forecasting future

water quality impacts from AMD based on laboratory and field data should not

be considered routine and robust, rather they should be considered an area of

uncertainty and ongoing research.

Future Directions

The starting point is typically the acceptance of sustainable developmental

principles at board-room level as corporate goals, and then informing the work-

force, investors, and others of that commitment. Relevant employees need to be

engaged as a first step in the practical application of sustainable development

principles, followed by the gradual extension of training in sustainable methods

of working to the workforce as a whole.
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CO2 Reduction and Coal-Based Electricity

Generation
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Glossary

�C Deg. Celsius
�F Deg. Fahrenheit

AUSC Advanced ultra-supercritical steam

Btu British thermal unit

CCS Carbon capture and storage (sequestration)

CFBC Circulating fluidized bed combustion

CO2 Carbon dioxide

COE Cost of electricity

DOE U.S. Department of Energy

EIA Energy Information Administration (USDOE)

EPRI Electric Power Research Institute

GW Gigawatt

Hg Mercury

GNP Gross national product

HHV Higher heating value

HRSG Heat recovery steam generator

IEA International Energy Agency

IGCC Integrated gasification combined cycle
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NETL National Energy Technology Laboratory (USDOE)

NOx Nitrogen oxides

NRC National Research Council (USA)

OECD Organization for Economic Cooperation and Development

Oxy Oxygen-blown combustion

Oxy/FGR Oxygen-blown combustion with flue gas recirculation

PC Pulverized coal

PC/SC Supercritical steam/pulverized coal

PC/USC Ultra-supercritical steam/pulverized coal

PM Particulate matter

psi Pounds per square inch

R&D Research and development

RD&D Research, development, and demonstration

SO2 Sulfur dioxide

TCR Total capital requirement

Introduction

The provision of electric power is one of the prerequisites of prosperity; there is

strong correlation between electric power-generating capacity and per capita gross

domestic product (GDP) (Fig. 13.1) [8]. Across the world, economic indicators

signal that there will be continued growth and increased electricity demand; also, at

least 3.6 billion people lack adequate access to electricity and 1.6 billion have no

electricity at all.

During the next 15 years, 1,200 GW of new capacity is projected to be added to

the world’s present electric generation capacity of about 4,000 GW. The EIA

projects that by 2030 global demand for electricity will grow by more than 75%.

TheU.S. Energy InformationAdministration (EIA) data for 2008 show that 54%of

the electricity supply in the USA was generated by coal, 12% by natural gas (increas-

ing to an estimated 32% by 2020), and about 2% by oil, with the rest produced by

nuclear power (21%), hydropower (9%), and by renewable solar or wind (2%).

Electricity generation (billion kilowatt-hours) by fuel type from 1970 to 2020 in

the USA is illustrated in Fig. 13.2 [20]. The increase in the use of coal and,

especially, natural gas for power generation projected for the period from 2000 to

2020 is to meet growing demand for electricity and to offset the projected retire-

ment of nuclear power plants.

Because of the large coal reserves in major developing countries such as China,

India, and Indonesia, where most of the new power-generating plants are being

installed, it can be expected that coal will remain the dominant source of power

generation worldwide during the first half of this century. There is also a strongly

growing demand for natural gas, a clean fuel capable of being used in power

generation with high efficiency.
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Coal as an energy source has the attraction of broad availability (there are large

reserves in several countries around the world), low cost, and economic utilization

by mature technologies.
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Fig. 13.2 US Electricity generation by fuel, 1970–2020 (billion kilowatt-hours) (Source: US EIA
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The disadvantages are due mainly to environmental and health impacts at the

mining phase and in the course of coal utilization. Both the mining and

the utilization of coal are subject to increasingly tightening standards by govern-

mental regulations.

Because of no acceptable practical alternative to coal and natural gas, indus-

trial research and development programs since the 1970s have been concentrated on

methods of reducing the emissions of so-called criteria pollutants (SO2, NOx, Hg,

and fine particulates). New environmental technologies developed and

demonstrated under the Clean Coal Technology Program of the U.S. Department

of Energy (DOE) during the past 40 years have become commercial and are being

applied worldwide.

US emissions reductions have been significant in the face of increasing output of

electricity generation coal (Fig. 13.3) [14].

The reduction of CO2 emission remains a challenge. Carbon capture and geolog-

ical sequestration (CCS) is the key enabling technology for the long-term significant

reduction of CO2 emissions from coal-based power generation. It is expected that

CCS will become commercial (deployed without significant government subsidy)

for base load power generation around 2020–2025 following the construction and

operation of several demonstration plants during the present and next decade.

Before the advent of commercial CCS, however, higher efficiency technology

options are available for coal-based power generation. Improved efficiency will

reduce the amount of fuel used for the generation of a given electric energy output

and hence reduce the emissions of all pollutants. Also, when the time comes for

CCS deployment, higher efficiency will reduce the energy penalty and make new

plant or retrofit of existing plant less expensive [1, 2, 6].
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Fig. 13.3 US emissions of criteria pollutants and electricity from coal during 1970–2007 (Source:

NCC Report [14])
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Main higher efficiency technology options discussed below are:

• Pulverized Coal Combustion in Ultra-supercritical Steam Cycle

• Integrated Coal Gasification Combined Gas Turbine-Steam Cycle (IGCC)

• PC or CFB/Oxy/Combustion in Supercritical Steam Cycle

Pulverized Coal in Ultra-Supercritical Steam Cycle (PC/USC)

The efficiency of PC/SC power plant can be increased in small steps to 43% (HHV)

and beyond, as illustrated in Fig. 13.4 [18].

The first two steps in the diagram concern the waste gas heat loss, the largest of

a boiler’s heat losses, about 6–8%. The air ratio>, usually called excess air factor,

represents the mass flow rate of the combustion air as a multiple of the theoretically

required air for complete combustion. Excess air increases the boiler exit gas mass

flow and, hence, the waste gas heat loss. Improved combustion technology, e.g.,

finer coal grinding and improved burner design, permit lowering the excess air

without sacrificing completeness of combustion. Some of these remedies require

additional expenditure in energy, e.g., for finer coal grinding, and for increasing the

momentum flux of the combustion air through the burners, but this increase in

parasitic energy is usually small compared to the efficiency gain due to the reduced

excess air.

38

39

40

41

42

43

44

N
et

 e
ffi

ci
en

cy
, %

 (
H

H
V

)

1.15

1.25

air ratio
stack gas

temperature
steam

conditions reheating

single reheat

double reheat
0.0065 MPa

0.003 MPa

condenser
pressure

120°
(248F)

30 Mpa
600°C

(1112F)

25 Mpa
540°C

(1004F)
130°

(266F)

G

Fig. 13.4 Steps to improve the efficiency in PC/Supercritical Coal Plant (Schilling [18])

13 CO2 Reduction and Coal-Based Electricity Generation 479



The boiler exit gas temperature can be reduced by appropriate boiler design

limited only by the dew point of the flue gas. There is a close relationship between

the excess air of combustion and the low limit of exit gas temperature from a boiler

fired by a sulfur-bearing fuel. Higher excess air leads to an increase in the oxidation

of SO2 to SO3, with SO3 promoting sulfuric acid formation in the combustion

products. Sulfuric acid vapor increases the dew point of the flue gas and hence

raises the permissible minimum exit gas temperature. At an exit gas temperature of

130�C (266�F) a reduction of every 10�C (18�F) in boiler exit temperature increases

the plant efficiency by about 0.3%.

The Rankine cycle efficiency is proportional to the pressure and temperature of

heat addition to the cycle, and is inversely proportional to the condenser

pressure, and therefore to the temperature of the cooling medium. The usual design

basis for condenser pressure in the USA is 2.0” Hg abs. (67 mbar). Power plants in

Northern Europe with access to lower-temperature cooling water use condenser

pressure of 1.0” Hg abs. (30 mbar) pressure. This difference can produce an

efficiency gain of more than 2 percentage points [19].

As steam pressure and superheat temperature are increased above 221 bar

(3,208 psi) and 374�C (706�F) the steam becomes supercritical (SC); it does not

produce a two-phase mixture of water and steam as in subcritical steam, but instead

undergoes a gradual transition from water to vapor with corresponding changes in

physical properties.

Ultra-supercritical (USC) steam generally refers to supercritical steam at more

than 1,100�F temperature. EPRI’s terminology for 1,300�F and 1,400�F plants is

Advanced Ultra-supercritical (AUSC).

The thermodynamic efficiency of the Rankine steam cycle increases with

increasing temperature and pressure of the superheated steam entering the turbine.

It is possible to increase further the mean temperature of heat addition by taking

back partially expanded and reduced temperature steam from the turbine to the

boiler, reheating it, and reintroducing it to the turbine. In the usual designation of

steam parameters the second and third temperature refers to single and double

reheat, e.g., 309 bar/594�/594�/594�C, respectively.
The average efficiency of the existing US coal-fueled electricity generating fleet

is 33%, based on the higher heating value (HHV) of the coal.

Pulverized coal plants with USC parameters of 300 bar and 600/600�C
(4,350 psi, 1,112/1,112�F) can be realized today, resulting in efficiencies of 43%

(HHV). These plants are 21% more efficient than the mean of today’s US fleet of

coal-fired plants; i.e., they would use 21% less coal for the same power generation

and emit 21% less CO2. There are several years of experience with these 600�C
(1,112�F) plants in service, with excellent availability [4, 11].

Further improvement in efficiency achievable by higher ultra-supercritical steam

parameters is dependent on the availability of new, nickel alloys for boilers and

steam turbines (Fig. 13.5) [10, 17].

Two major development programs in progress, the Thermie Project of the

European Commission and a US program managed by EPRI for the USDOE’s

NETL and the Ohio Coal Development Office (OCDO), aim at steam parameters
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of 375 bar, 700�C/720�C (5,439 psi, 1,292�F/1,328�F), and 379 bar, 760�C/760�C
(5,500 psi, 1,346�F/1,400�F), respectively. The plant efficiency increases by

about 1 percentage point for every 20�C rise in superheat and reheat temperature.

An advanced 700�C (1,293�F) USC plant will likely be constructed during the

next 7–10 years constituting a benchmark for 46% efficiency (HHV) coal-fired

power plant.

It is estimated that before 2020, the time when CCS technologies may begin to

become commercially available, about 13 Gigawatts (GW) new coal-based capac-

ity will be constructed in the USA (EIA 2010). If more efficient presently available

(1,112�F) USC technology is utilized instead of subcritical steam plants, CO2

emissions would be about 570 MMt less during the 30 years’ lifetime of those

plants, even without installing a CO2 capture system.

High efficiency coal-based power generation is also important to long-term

solutions of reducing CO2 emissions by using CCS, as it mitigates the significant

energy cost of CCS application. Because of the reduced coal use for a given

electricity output, the plant has a smaller footprint with respect to size of coal

handling and emission control systems. These savings and the use of modern

analytical techniques that enable optimal use of Ni alloys can minimize the cost

of USPC technology.

Coal consumption and CO2 emission comparisons for presently available

500 MW PC/SubC, PC/SC and PC/USC plants without CCS are presented below

in Table 13.1 [13].
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Coal Gasification Combined Gas Turbine-Steam Cycle (IGCC)

Gasification-based technologies use partial oxidation of coal with oxygen as the

oxidant to produce a synthesis gas (syngas) consisting mainly of CO and H2. The

gas is cleaned to remove contaminants before it is used as fuel in a combustion

turbine. The exhaust gas of the gas turbine raises steam in a heat recovery steam

generator (HRSG) for a steam turbine-electric generator set. The combined cycle

efficiency improves through the reduced effect of the steam condenser’s heat

loss. As with combustion technologies, higher efficiency results in lower

emissions per MWh.

While the IGCC concept is being successfully demonstrated in two plants in the

USA and two plants in Europe, utility power generation demands introduce new

challenges that will require further RD&D to overcome. The gasification process

operates best under steady-state conditions. The load change conditions associated

with utility electricity generation will burden the technology. The many chemical

syngas cleanup processes will have to respond to these changes on a real-time basis.

In addition, the gasifier and associated gas cleanup systems will be exposed to

a much larger range of fuel quality than experience has demonstrated. Again, this

variation introduces conditions that require more RD&D to commercialize.

In the prevalent designs the gasifier operates at high pressure. Bituminous coal is

pulverized and fed as coal-water slurry [7]. The temperature in the gasifier is above

1,300�C, so that the coal ash can be removed as liquid slag. The product syngas

undergoes rigorous cleanup of particulates, sulfur and nitrogen oxides, and mer-

cury, prior to entering the gas turbine (GT) combustor. Precombustion cleanup of

the syngas is economically favorable compared to postcombustion flue gas cleanup

because of the lower volume flow rate, undiluted by nitrogen, and elevated pres-

sure. The syngas can be cooled prior to cleanup by radiant and convective heat

exchangers which raise steam, and improve plant efficiency. However, because of

the additional cost and operational problems due to fouling, the convective heat

exchanger is often omitted in recent designs at the detriment of the plant efficiency.

Another element of efficient design is the integration of subsystems with the

main generating plant. For example, air can be fed from the main compressor of the

GT to the Air Separation Unit that produces oxygen for the gasification process, and

the nitrogen can be returned to the gas turbine combustor as a diluent to reduce NOx

Table 13.1 Comparative coal consumptions and emissions of air-blown pulverized coal combus-

tion technologies without CCS (MIT Coal Study [13])

Performance Subcritical PC/SC PC/USC

Heat rate (Btu/kWh) 9,950 8,870 7,880

Gen. efficiency (HHV) 34.3% 38.5% 43.3%

Coal use (MMt/year) 1.54 1.37 1.22

CO2 emitted (MMt/year) 3.47 3.09 2.74

CO2 emitted (g/kWh) 931 830 738

Assumptions: 500 MW net plant output; Illinois #6 coal; 85% capacity factor
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formation. The gain in improved efficiency, however, is weighed against operating

a more complicated plant of somewhat reduced availability.

The current IGCC units have, and next generation IGCC units are, expected to

have electricity generating efficiencies that are less than or comparable to those of

supercritical PC generating units [9].

Current units typically gasify high-heating value, high-carbon fuels. Polk IGCC

with a Texaco-GE coal-water-slurry gasifier and radiant syngas cooling operates at

35.4% (HHV) generating efficiency. The Wabash River IGCC with a coal-water-

slurry fed E-Gas gasifier, radiant and convective syngas cooling, and no integration

operates at about 40% generating efficiency. The IGCC in Puertollano Spain with a

dry-feed shell-type gasifier, radiant and convective heat exchangers, and combus-

tion turbine-air separation unit integration has a generating efficiency of about

40.5% (HHV). Supercritical PC units operate in the 38–40% efficiency range, and

ultra-supercritical PC units in Europe and Japan are achieving 42–46% (HHV)

generating efficiency.

A National Research Council Panel reviewing the DOE’s Advanced Gasification

Research Program estimated the improvements upon successful completion of

the research. The research areas and anticipated benefits are listed in Tables 13.2

and 13.3 [15].

Table 13.2 Evolutionary improvements due to DOE advanced gasification research

Change in cost and performance of IGCC system due to R&D

Increase in

efficiency

(%)

Capital cost

reduction

($/kW)

O&M

reduction

($/year)

Reduction

in COE

($/MWh)

Availability

impro

vement (%) Emissions

DOE gasification project areas

Warm gas

cleanup

1–2 70–100 Minimal 1.8 0 500 ppb

sulfura

Instrumentation

(temperature

measure

ments)b

0.5–1 0 Minimal Minimal 1–2 –

Materials

(refractory)c
0 0 2 million 0.5 4–6 –

Non-DOE or non-gasification technical areas

Heat recovery 3

Industry

learning

and evolution

1–2

Source: National Research Council

COE cost of electricity, O&M operation and maintenance, kW kilowatt, MWh megawatt-hour
aAir Products & Chemicals, Inc. analysis
bInternal report by Parsons
cThe DOE turbine program is considered a complementary program to advanced gasification

program

13 CO2 Reduction and Coal-Based Electricity Generation 483



CO2 Capture and Compression in PC and IGCC Plant

CO2 capture from pulverized coal combustion (PC) involves postcombustion

cleanup, the separation and recovery of CO2 that is at low concentration and low

partial pressure in the exhaust gas. Chemical absorption with amines is presently the

only commercially available technology. The CO2 is first captured from the exhaust

gas stream in an absorption tower. The absorbed CO2 must then be stripped from the

amine solution using a large amount of steam, regenerating the solution for recycle

to the absorption tower. The recovered CO2 is cooled, dried, and compressed to

a supercritical fluid. It is then ready to be piped to sequestration.

The use of steam for CO2 removal reduces the steam available for power

generation.

To maintain constant net power generation the coal input, boiler, steam turbine/

generator, and emission control equipment must all be increased in size.

The thermal energy required to recover CO2 from the amine solution reduces the

efficiency by 5 percentage points. The energy required to compress the CO2 to

a supercritical fluid is the next largest factor, reducing the efficiency by 3.5

Table 13.3 Evolutionary improvements due to DOE Advanced Gasification Research

Change in cost and performance of IGCC system due to R&D

Increase in

efficiency (%)

Capital

cost

reduction

($/kW)

O&M

reduction

($/kWh)

Reduction

in COE ($/

MWh)

Availability

improvement

(%) Emissions

DOE gasification project areas

Ion transport

membrane

air

separationa

1 75 Minimal 1.4 0 –

Stamet pump

(from

backup

material)b

0.5 40–100 Minimal 1.4–1.8 0 –

Non-DOE or non-gasification technical areas

DOE turbine

programc
2–3 (for

combined

cycle

power

island)

60–100

Source: Gary Stiegel [22], U.S. Department of Energy National Energy Technology Laboratory

(for data on DOE gasification project area cost and performance)

COE cost of electricity, O&M operation and maintenance, kW kilowatt, kWh kilowatt-hour, MWh
megawatt-hour
aAir Products & Chemicals, Inc. analysis
bInternal report by Parsons
cThe DOE turbine program is considered a complementary program to advanced gasification

program
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percentage points. All other energy requirements amount to less than 1 percentage

point.

R&D is in progress pursuing the use of alternative sorbents, such as chilled

ammonia to reduce the energy intensity of the CO2 capture process.

The stakes are high because a successful solution would be applicable to both

new plants and to the retrofit of existing plants with CCS [6].

IGCC lends itself favorably for efficient CO2 capture and sequestration because

CO2 can be separated from a relatively small volume of fuel gas (syngas) at high

pressure. Without CCS, IGCC is more expensive, and has lower efficiency and

availability than PC/SC and PC/USC technology but, if CCS were available today,

equipped with CCS, IGCC would be cheaper. By recirculating part of the liquid

phase supercritical CO2 the water in the slurry feed can be replaced by CO2. This

could reduce the oxygen required for the vaporization of the water in the slurry and

for the attainment of the high temperature necessary for trouble-free liquid slag

removal from the gasifier.

For coals of lower heating value such as subbituminous coals or lignite, the COE

gap is, however, substantially narrowed or is even reversed.

It is noteworthy that there is significant cost and performance loss attached to the

capture and compression of CO2 from both combustion and gasification plants in

preparation of its sequestration [5].

Results of studies presented in Table 13.4 provide information on CO2 emitted,

efficiency, estimates of total plant cost and cost of electricity for IGCC, PC/USC

technologies without and with CO2 capture and compression, and for SC/PC/Oxy.

PC/Oxy/USC

When oxygen, instead of air is used as oxidant for combustion, the mass flow rate of

combustion products is significantly reduced and the flue gas CO2 concentration is

greatly increased. In order to avoid unacceptably high temperatures in the boiler,

combustion products, mainly CO2, are recirculated from the end of the boiler to the

combustion chamber. This restores the furnace gas temperature to air combustion

Table 13.4 CO2 emissions, efficiency, and cost estimates for advanced generation technologies

without and with CCS

PC/SC PC/USC IGCC SCPC/Oxy

Without With Without With Without With With CCS

CO2 emitted g/kWh 830 109 738 94 824 101 104

Efficiency, % HHV 38.5 29.3 43.4 34.1 38.4 31.2 30.6

TCR $/kW 2,800 4,524 2,865 4,408 3,016 3,996 4,016

COE c/kWh 6.00 9.64 5.93 9.25 6.44 8.24 8.82

Source: CO2 and efficiency data fromMIT 2007. TCR and COE data modified after Booras [21] to

include the effect of the recent increase in construction costs
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levels resulting in an O2 volume concentration of about 30%, compared to 21% for

air-blown combustion. This difference is due to the higher specific heat of CO2 than

that of the replaced nitrogen, and also, to CO2’s high radiative emissivity. Flue gas

recirculation (FGR) increases the CO2 concentration in the flue gas to beyond 90%,

the complement being N2, due to air leakage and about 3% O2 required for

complete burn out of coal. This makes the flue gas ready for sequestration after

the removal of condensables but without energy-intensive gas separation. If avoid-

ance of corrosion in the compressor and pipeline requires further exhaust gas

polishing, the fivefold reduced flue gas volume leads to strongly reduced capital

and treatment costs relative to those for an air-blown combustion plant [12].

The presently available Cryogenic Air Separation process consumes

a significant fraction of the generating plant’s output and reduces its efficiency by

6.4 percentage points. The development of membrane-type oxygen processes with

greatly reduced energy requirements are urgent R&D targets

CFBC with Oxy/FGR

CFBC with an external heat exchanger lends itself favorably to oxy/fuel application

because the solids circulation provides an effective means, additional to flue gas

recycle, for controlling the combustion temperature. Solids, consisting of sorbent,

coal ash, and coal char particles, are precipitated from the gas stream exiting the

combustor (riser) section of the CFB boiler and are split into two solids streams: one

that is recirculated to the riser without cooling, and the other that is cooled in an

external heat exchanger before recirculation. The cooling of the combustor by the

cold solids permits the reduction of the rate of flue gas recirculation, with the result

that the O2 concentration in the feed stream can rise to above 40% without

exceeding a limiting combustor temperature level of about 850�C required by the

thermodynamic stability of CaSO4 and by smooth fluidization. The corresponding

lower gas mass flow leads to reduced size and cost of the boiler and of the post

combustion plan. The advantages also include increased fuel flexibility including

the capability of firing biomass, which may allow additional CO2 credits.

The oxygen-fired CFB concept has been validated in Alstom’s 3 MWth pilot scale

test facility [16]. The results show that the technology can be developed from that of

conventionalCFBboilers, so that a 100–350MWeoxy-fired demonstrationplant could

be developed in the short term followed by a commercial size plant in the midterm.

Concluding Remarks

Coal will continue to play a large and indispensable role in electricity generation, in

a carbon-constrained world, under any scenario. The key enabling technology for CO2

emissions mitigation in coal combustion and gasification plants is CO2 capture and

sequestration (CCS).
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CCS has to be demonstrated at scale, integrated with power generation, and the

legal framework of sequestration has to be developed before CCS becomes com-

mercial, probably by the 2020–2025 period.

Before the advent of CCS there will be about 45 GW new coal-based electricity

generating capacity constructed in the USA (about 1,000 GW worldwide) and the

question arises of what the technology options are for these new plants.

Increased efficiency of power generation is the most predictable and cost-

effective method for CO2 emissions reduction. In coal plant without CCS it is

also the only practical method for mitigating CO2 emissions now, and it remains

important for future plants equipped with CCS to reduce the energy cost of CO2

capture.

Pulverized coal combustion in Rankine cycle steam plant is the prevailing

utilization technology. Compared to average efficiency of the existing coal-based

fleet, up to 24% reductions in CO2 and pollutant emissions can be achieved today in

commercial ultra-supercritical new plants.

Coal gasification combined cycle (IGCC) plants are successfully demonstrated

in the USA and in Europe. Today, without CCS, IGCC is more expensive, and has

lower availability than high efficiency PC/SC and PC/USC plants but, if CCS were

available today, equipped with CCS IGCC would be cheaper. Also, IGCC has the

capability of less expensively lowering further criteria pollutant emissions.

Use of oxygen instead of air in combustion significantly reduces the mass flow

rate of combustion products with the concomitant reduction of flue gas capital and

treatment costs. Because of the high concentration of CO2 in the flue gas it is

expected that following the removal of pollutants and agents that could be corrosive

in the compressor and the pipeline, the flue gas can be sequestered without the

separation of CO2.

The RD&D challenge is in the development of the membrane oxygen system

that is less energy intensive than the presently available cryogenic air separation.

There are important technology developments in progress that can change the

performance and economics of advanced technology options by the time CCS will

be commercial. A broad portfolio of advanced clean coal technology RD&D should

be aggressively pursued to meet the CCS challenge.

Demonstration of CO2 sequestration at scale and integrated with power genera-

tion will give the public more confidence that a practical carbon emission control

option exists and maintains opportunities for the lowest cost, widely available

energy source to be used to meet the world’s pressing energy needs in an environ-

mentally responsible manner.
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Chapter 14

Pulverized Coal-Fired Boilers

and Pollution Control

David K. Moyeda

Glossary

Anthracite Coal which typically contains 86–97%

carbon. Anthracite is considered the

highest rank of coal as it has the

highest energy content of all coals.

Ash Inorganic residues remaining after

combustion.

Baghouse See fabric filter.

Bituminous coal Coal which typically contains 45–86%

carbon. Bituminous coal lies between

subbituminous coal and anthracite in

terms of rank, and is commonly divided

into additional subgroups dependent

upon the content of volatile material.

Calorific value Corresponds to the amount of heat per

unit mass when combusted. Can be

expressed as gross calorific value,

which is the amount of heat liberated

during combustion under standardized

conditions at constant volume so that

all of the water in the products

remains in liquid form, or as net calo-

rific value, which is the maximum

D.K. Moyeda (*)

GE Energy, 18A Mason, Irvine, CA 92618, USA

e-mail: david.moyeda@ge.com

This chapter was originally published as part of the Encyclopedia of Sustainability Science

and Technology edited by Robert A. Meyers. DOI:10.1007/978-1-4419-0851-3

R. Malhotra (ed.), Fossil Energy: Selected Entries from the Encyclopedia
of Sustainability Science and Technology, DOI 10.1007/978-1-4614-5722-0_14,
# Springer Science+Business Media New York 2013

489

mailto:david.moyeda@ge.com
http://dx.doi.org/10.1007/978-1-4419-0851-3


achievable heat release obtainable in a

furnace at constant pressure.

Carbon dioxide (CO2) A heavy, colorless gas that results

from the combustion of fossil fuels

and from natural sources.

Carbon monoxide (CO) A colorless, odorless gas produced by

incomplete combustion of fossil fuels.

Coal A solid fossil fuel consisting primarily

of carbon, hydrogen, nitrogen, oxygen,

sulfur, and nitrogen. Coal also contains

ash, minerals which do not burn, and

moisture. Coal is typically classified or

ranked by its volatile matter, fixed car-

bon content, and calorific value.

Dry FGD A process that removes sulfur oxides

from the flue gas and results in the

formation of a dry product or waste.

Electrostatic precipitator (ESP) A device for removing particulate

from a gas stream based upon using

an electric field to charge the particles

in the gas and move them to a

collecting surface.

Fabric filter A device for removing particulate

from a gas stream based upon filtering

the gas through a filer media.

Flue gas desulfurization (FGD) Technologies that are used to remove

sulfur oxides from the flue gas.

Lignite Coal which contains 25–35% carbon

and which has a lower calorific value

than subbituminous and bituminous

coals and typically higher moisture

and volatile content. Lignite is the low-

est range of coal.

Low-NOX burners (LNB) Technology for reducing NOX

emissions by controlling fuel and air

mixing in the flame.

Nitric oxide (NO) A colorless gas resulting from the

combustion of fossil fuels.

Nitrogen dioxide (NO2) A reddish-brown gas that can be emit-

ted from the combustion of fossil fuels

or is formed by atmospheric reaction

of nitric oxide (NO) and oxygen (O2).

NOX Refers to the total nitric oxide (NO)

and nitrogen dioxide NO2

concentration.
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Overfire air (OFA) Technology that reduces NOX

emissions based upon air staging.

Reburning Technology that reduces NOX

emissions based upon staging fuel in

a fashion that permits fuel fragments to

reduce (or reburn) nitric oxide (NO) in

the flue gas.

Selective catalytic reduction (SCR) Technology that reduces NOX

emissions by mixing ammonia into

the flue gas and reacting the ammonia

with NOX over a catalyst.

Selective noncatalytic reduction (SNCR) Technology that reduces NOX

emissions by mixing an amine-based

reagent into the flue gas at a tempera-

ture which selectively promotes the

reaction of amine (NH2) with nitric

oxide to form molecular nitrogen (N2)

Subbituminous coal Coal which typically contains 35–45%

carbon and which typically has a lower

calorific value than bituminous coal

and higher moisture and volatile

content.

Sulfur dioxide (SO2) A colorless, irritating gas resulting from

the combustion of sulfur contained in

fossil fuels, particularly coal.

Sulfur oxides Refers to sulfur dioxide (SO2) and sul-

fur trioxide (SO3).

Volatile matter Non-moisture component of coal

that is liberated at high temperature in

the absence of air.

Wet FGD A process that removes sulfur oxides

from the flue gas and results in the

formation of a product or waste that

is a solution or slurry.

Definition of the Subject

Fossil fuels, such as coal, natural gas, and fuel oil, are used to generate electric

power for industrial, commercial, and residential use. Due to its relatively low

cost and abundance throughout the world, coal has historically played a
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significant role in energy production and approximately 41% of the world

power generation was supplied by coal-fired power plants in 2008 [1]. While

increased discoveries of natural gas and fuel oil resources, and growth in

renewable energy sources, such as wind, solar, and geothermal energy is

projected to reduce the use of coal for power generation, energy from coal

will continue to be used to satisfy the world’s energy demands.

One drawback in the use of coal for power production is that it produces high

levels of air pollutants, such as particulate, sulfur oxides, and nitrogen oxides. Coal

also produces higher carbon dioxide emissions than other fossils such as natural gas

and fuel oil. In addition, due to the large quantities of coal that are used for power

production, emissions of toxic metals, such as mercury, which are contained in very

small quantities in the coal, can also be a concern.

Over the past several decades, a number of technologies have been developed to

reduce the air pollutant emissions formed from coal combustion. Modern power

plants can be equipped with advanced technologies that reduce particulate, sulfur

oxide, and nitrogen oxide emissions to the most stringent levels. These technologies

are the focus of this entry.

Introduction

The abundance of coal throughout the world led to its use in China as early as

1000 B.C. and by the Romans in Britain before 400 A.D. [2].While the use of coal in

Briton largely disappeared when the Romans left in the fifth century, coal use

in England increased in the thirteenth century, and by the beginning of the seven-

teenth century, coal was the dominate source of energy [3]. During the industrial

revolution of the eighteenth and nineteenth century, the invention and development

of the steam engine led to an increase in coal production and use for industrial

processes and transportation [4–6]. In the late nineteenth century, advances in

electricity and the invention of a reliable incandescent lamp set the stage for the

use of coal to generate electrical power with the first coal-fired central generating

plant in the USA established in 1882 [7, 8]. The growing demand for electrical

power led to further developments in steam-generating boiler technology, such as

pulverizing the coal prior to introducing it to the boiler furnace. Pulverized coal

firing enabled the construction of larger boilers and power plants and became the

predominant firing method for large steam-generating power plants beginning in

the late 1920s [9, 10].

The air pollution associated with coal combustion was recognized in England as

early as the thirteenth century, where the burning of coal in urban areas created

a smoky environment and led to bans on coal use [11]. While improvements in

combustion methods and the use of chimneys or stacks to disperse the smoke

overcame some of the objections to coal burning, fundamentally, the growing

need for low-cost energy offset public concerns over the unhealthy aspects of
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coal combustion, and such bans were largely ignored [3]. As the world entered the

twentieth century, widespread industrialization and the increased use of coal

resulted in degraded air quality in London and other English cities [12]. By the

middle of the century, severely degraded air quality in Los Angeles, California [13],

and air quality disasters in London, England [14, 15], and Donora, Pennsylvania

[16], heightened public awareness of the dangers of air pollution and government

recognition of the need for research to understand the formation of and problems

associated with air pollutants and for the development of regulations to limit their

emissions [17].

For coal combustion, the primary air pollutants of concern are particulate matter

(PM), sulfur dioxide (SO2), and oxides of nitrogen (NO and NO2, which are

referred to as NOX) [18]. These pollutants originate from the ash, sulfur,

and nitrogen species present in the coal. Particulate matter reduces visibility and

contributes to regional haze. In addition, “coarse” particles (from 2.5 to 10 mm in

diameter, PM10) and “fine” particles (smaller than 2.5 mm in diameter, PM2.5) can

accumulate within different areas of the respiratory system and aggravate health

problems such as asthma or lead to increased respiratory symptoms and disease

[19–21]. Exposure to sulfur and nitrogen oxides in sufficient concentration can lead

to respiratory symptoms, particularly for those susceptible to these problems [22,

23]. In addition, sulfur and nitrogen oxide emissions can react with water in the

atmosphere to form acids that deposit in lakes and soils leading to acidification

[24–26], which is referred to as “acid rain.” Nitrogen oxides also react with volatile

organic compounds to form photochemical oxidants, such as ozone (O3), which

present a hazard to human health and plants in high concentrations and which cause

visible “smog” in urban areas [27, 28].

This article will introduce how PM, SO2, and NOX emissions are formed during

coal combustion and will discuss the technologies that have been developed to

control these emissions from pulverized coal-fired power plants. The technology

discussion will focus on the primary technologies that have been applied and are

available on a commercial scale.

Air Pollutant Emissions from Coal Combustion

The primary air pollutants regulated from coal-fired power plants worldwide are

carbon monoxide (CO), sulfur dioxide (SO2), oxides of nitrogen (NO and NO2,

which are referred to as NOX), and particulate matter (PM) [29]. In general, CO

emissions from pulverized coal-fired power boilers are low (<50–200 ppmv) as

the combustion system tends to be operated with sufficient excess air to maximize

combustion efficiency [30]. Local standards, rather than national standards, are

generally established to limit CO emissions and can vary widely. SO2 and NOX

emissions are regulated as both can be a health hazard in high concentrations

[22, 23] and are contributors to dry and wet acid deposition [24–26]. In addition,
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NOx emissions contribute to ground-level ozone formation through the reaction

with volatile organic compounds [27, 28]. Particulate emissions can lead to reduced

visibility and degraded air quality. Small particulates emitted from combustion

(<10 mm) or formed by reactions of SO2 and NOX in the environment (<2.5 mm)

are associated with increased respiratory symptoms and disease [19–21].

In addition to these primary pollutants, since the early 1990s, there has been

significant interest in the emissions of hazardous air pollutants (HAPs), such as

toxic organic compounds, acid gases, and metals, from coal combustion. Based

upon comprehensive studies performed to characterize HAPs from fossil fuel–fired

power plants [31, 32], the US Environmental Protection Agency (EPA) identified

mercury as the primary HAP of concern due to the contribution of coal-fired power

plants to the total anthropogenic emissions of this compound and to the risk of

exposure to methylmercury through the consumption of contaminated fish [33].

Methylmercury is a highly toxic neurotoxin that bioaccumulates up the food chain

[34]. The concern over mercury emissions from coal combustion is shared in other

developed areas of the world [35–37]. In addition to mercury, other HAPs of

concern from coal-fired power plants due to their levels of emissions and potential

health risks include carcinogenic metals, such as chromium, nickel, and arsenic,

and acid gases, including hydrogen chloride (HCl) and hydrogen fluoride (HF),

which are soft-tissue irritants and can cause respiratory disease [38].

A by-product of the combustion of fossil fuels is the generation of carbon

dioxide (CO2). In the atmosphere, CO2 and other gases, such as water vapor, absorb

and reemit infrared radiation reflected from the earth’s surface, resulting in

a “greenhouse” effect that raises surface temperature of the earth [39]. Since coal

has a higher carbon-to-hydrogen ratio than other fossil fuels, such as natural gas and

fuel oil, CO2 emissions from coal combustion are higher than those from the

combustion of other fossil fuels [40, 41]. The high carbon footprint of coal-fired

power plants has led to an increased demand for the generation of power from

alternative sources, such as cleaner fuels (e.g., natural gas) and renewable sources

(e.g., biomass, wind, and solar), to the development of high-efficiency coal-fired

power plants (e.g., integrated gasification combined cycle (IGCC)), and to the

research and development of methods for carbon capture and sequestration from

large coal-fired power plants [42, 43].

This article focuses on the primary pollutants from coal. The levels of SO2, NOX,

and PM from coal-fired power plants vary widely and are determined by the coal

type and combustion system design. Table 14.1 compares the major properties of

several coals, low, medium, and high-sulfur bituminous coals; subbituminous coal;

and lignitic coal. As can be seen in the table, the sulfur, nitrogen, and ash content

contained in coals can vary significantly. Bituminous coals are characterized by

a higher heating value in terms of energy release per mass of fuel consumed than

lower rank subbituminous coal and lignite, which have higher moisture contents in

comparison to bituminous coal. Bituminous coals also tend to have higher sulfur and

nitrogen content in comparison to the low-rank coals. In the remainder of this entry,

the impacts of coal ash, sulfur, and nitrogen content and boiler design and operation

on emissions from coal-fired power plants will be discussed.
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Particulate Emissions

Particulate emissions from pulverized coal combustion result primarily from the

mineral matter included in the coal. The mineral matter can be classified as being

inherent (chemically bound into the coal matrix), included (present in the coal

matrix), or extraneous (soil and rock mixed into the coal during mining) [44]. The

composition of the mineral matter varies according to the geographic location, type

of coal, and how much extraneous material is entrained into the coal during mining.

The primary minerals in coal are quartz, aluminosilicates, iron sulfides, and

carbonates [45]. These minerals can be broken down into the major ash constituents

shown in Table 14.2 [46]. The primary constituents are silica and alumina oxides

(SiO2 and Al2O3). The iron (Fe) and alkali metal (calcium (Ca), magnesium (Mg),

and sodium (Na)) content vary widely but are important as these metals have

a major influence on the slagging and fouling characteristics of the resulting ash

[47]. Slagging refers to the buildup of molten or partially fused ash on the furnace

walls or radiant heat transfer surfaces of the boiler. Fouling refers to the deposit of

ash on the convective heat transfer surfaces such as the superheater and reheater.

During combustion, the mineral matter in coal undergoes several

transformations to become particulate matter that is entrained in the flue gas. The

size and composition of the particulate matter depends upon the mineral composi-

tion, how it is included in the coal, the presence of other species, and the time-

temperature history of the coal particles as they are being burned [48]. There are

two primary mechanisms for ash formation during combustion. First, ash may

remain with the burning coal particle, melt at high temperature and coalesce to

form liquid droplets, and then agglomerate with other ash particles [49]. Fragmen-

tation of the coal char leads to the formation of additional ash particles smaller than

the parent particle [50]. Second, at high temperatures, the more volatile metals will

vaporize [51]. These vapors can then undergo homogeneous nucleation to form

very fine particulate that grow larger by the condensation of additional volatile

Table 14.2 Major constituents in ash for typical US coals

State coal

type

Pennsylvania

bituminous

Utah

bituminous

Wyoming

subbituminous

North Dakota

lignite

Ash composition

SiO2 wt.%, S-free 45.3 60.0 43.3 22.0

Al2O3 24.2 22.7 17.2 20.4

Fe2O3 20.3 4.1 6.3 11.8

TiO2 1.2 1.2 1.4 0.5

O2O5 0.6 1.5 2.5 0.1

CaO 4.8 4.6 22.7 30.3

MgO 1.1 1.9 4.0 8.0

Na2O 1.4 1.1 1.7 5.1

K2O 1.3 1.8 0.5 1.4
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species onto the particle surface or can form larger particles by coagulation and

chain agglomerate formation. Ash particles formed by the first mechanism repre-

sent the bulk of the fly ash mass and are greater than 1 mm in diameter, with a typical

size range of 3–50 mm, and those by the second mechanism are less than 0.5 mm in

diameter, with a peak around 0.1 mm.

The total particulate emissions in the flue gas from a coal-fired boiler depend

upon the design of the combustion system and the amount of unburned carbon

resulting from incomplete combustion. For pulverized coal-fired boilers, 70–90%

of the ash will typically end up in the flue gas (fly ash), and the remaining 10–30%

of the ash will collect on the walls of the boiler and end up as ash removed from the

bottom of the boiler (bottom ash) [9]. Cyclone-fired boilers and other boilers with

wet bottom designs collect more bottom ash and generate approximately 15–30%

fly ash. Boiler load can also impact particulate emissions with lower boiler loads

resulting in lower emission rates depending upon boiler design and fuel

characteristics [52]. Periodic cleaning of heat transfer surfaces, such as the super-

heater, reheater, economizer, and air preheater, via soot blowing can lead to short-

term increases in particulate loading in the flue gas.

Sulfur Oxides Formation

Sulfur is present in coal in inorganic and organic forms. The primary inorganic form

is as iron sulfide (FeS2), which is typically in pyrite (cubic) form. A small amount of

sulfur is also present as inorganic sulfates, typically as salts of minerals such as

calcium and iron (CaSO4 • 2H2O and FeSO4 • 7 H2O). The organic compounds

containing sulfur are larger chain hydrocarbons and are believed to consist of thiols,

sulfides, and thiophenes [53]. The proportions of inorganic and organic sulfur vary

depending upon the coal; however, organic sulfur typically comprises between 30%

and 50% of the total sulfur [54]. The remainder is primarily pyrite, as inorganic

sulfates are typically less than 0.1% of the total sulfur.

During the combustion process, the inorganic and organic sulfur is released and

converted to sulfur dioxide, SO2. For pyrite, this process involves decomposition to

FeS and subsequent oxidation [55]. For the organic sulfur, this process involves

decomposition and oxidation of the parent compound to release the sulfur-bearing

species. The gas-phase sulfur chemistry is complex [56], but in fuel-lean flames, the

released sulfur species are readily oxidized to SO2. Under fuel-rich conditions,

hydrogen sulfide (H2S) and carbonyl sulfide (COS) are also present in low

concentrations [57, 58], but these species are readily oxidized to SO2 in the high-

oxygen environment of practical combustion systems.

For bituminous and subbituminous coals, nearly all of the sulfur in the coal

(90–95%) is released as sulfur oxides, both SO2 and sulfur trioxide, SO3, with the

remainder ending up as sulfates in the ash. For pulverized coal-fired boilers,

emissions of SO2 are independent of the boiler design and operating conditions

[59]. For lignitic and subbituminous coals containing ash with a high alkali
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(calcium and sodium) content, a higher fraction of the sulfur is retained in the ash.

Sulfur oxide emissions from lignites can be correlated with the sulfur, sodium oxide

(Na2O), and silica (SiO2) content of the ash [60].

The fraction of sulfur that is emitted as SO3 is small and is typically 0.5–1.5% of

the total sulfur in the coal [61]. While equilibrium favors the formation of SO3 at

low temperatures, the reaction kinetics are too slow to permit appreciable SO3 to

form prior to the flue gas exiting the stack [49]. The SO3 that does form is a concern

as, at low temperatures, it reacts with moisture to form sulfuric acid, which can

condense out of the flue gas and cause corrosion. The coal sulfur content and fly ash

composition and boiler design and operating variables, such as excess oxygen and

flue gas residence time-temperature profile, are all factors that can influence the

concentration of SO3 that is emitted [62].

Nitrogen Oxides Formation

During combustion, NOX emissions can form through three main mechanisms. The

first process is fixation of nitrogen in the air (atmospheric nitrogen) via the overall

reaction:

N2 þ O2 ! 2NO (14.1)

The detailed reaction is believed to be initiated by a free oxygen atom (O)

attacking the very stable nitrogen molecule (N2) to form NO and a free nitrogen

atom (N), which can then attack O2 [63]. As this chain reaction can only be initiated

at high temperatures, NO formed from this process is referred to as “thermal NOX.”

The second mechanism is through the reaction between hydrocarbons in the flame

front with molecular nitrogen [64]. As this reaction can produce NO levels higher

than those expected from thermal NO formation alone within the initial stages of

combustion, it is referred to as “prompt NOX.” The third mechanism is through

oxidation of fixed nitrogen species present in the fuel. NO formed from this

process is referred to as “fuel NOX.” For pulverized coal combustion, the majority

of the NOX emissions result from fuel nitrogen rather than thermal NOX formation

[65, 66]. Prompt NOX is estimated to be less than 5% [67].

The nitrogen content in coal typically varies between 1% and 2%, with some

coals having nitrogen contents higher and lower than this range. Analytical

techniques suggest that the majority of the nitrogen is contained in five-member

(pyrrolic) or six-member (pyridinic) aromatic ring structures [68, 69], with pyrrolic

nitrogen being the dominate form for all coal ranks. A smaller fraction of nitrogen is

present in other species which may include quaternary nitrogen (i.e., a nitrogen

molecule with four bonds) or aromatic amines [70]. The form and distribution of

nitrogen within the coal matrix is expected to impact how the nitrogen is released

during the combustion process and the potential for its conversion to NO.
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As a coal particle devolatilizes during combustion, a fraction of the nitrogen is

released with the volatiles, while a fraction of the nitrogen stays in the coal char

[71]. The volatile nitrogen may be contained in tars or in the form of cyanic and

amine species, which are believed to be the products of rapid secondary pyrolysis of

the hydrocarbon forms. As the tars undergo further breakdown, a fraction of the

nitrogen is released primarily in the form of HCN [72], and a fraction is

incorporated into soot compounds [73]. The nitrogen species released during

devolatilization can undergo oxidation to form NO via the overall reactions:

HCNþ O2 ! NOþ COþ H (14.2)

NH3 þ O2 ! NOþ 1

2
H2Oþ H2 (14.3)

In the absence of oxygen, the fixed nitrogen species can be reduced to N2. After

the volatiles are released, further nitrogen species, primarily as HCN, can be

released from the coal char by thermal dissociation of the remaining organic solids.

As the coal char burns, NO can be formed by heterogeneous oxidation of nitrogen

remaining in the char [74].

Pilot-scale studies to evaluate the impacts of coal type and combustion

conditions on the formation of NOX emissions from pulverized coal combustion

have shown that as the total fuel nitrogen content increases, NOX emissions

increase, but that the fraction of fuel nitrogen evolved with the volatiles also

impacts NOX emissions [75]. Large differences in NOX emissions can result from

coals having similar nitrogen contents and burned under the same conditions when

fuel nitrogen is evolved at different rates. Fuel and air contacting also has a strong

influence on NOX emissions with rapid and intimate contact of air with the fuel

during devolatilization leading to higher NOX emissions than those which result

from the slow mixing processes typical of a diffusion flame [76]. The staging

inherent in a diffusion flame lowers NOX emissions by allowing fuel nitrogen to

evolve in an oxygen-free environment where it can be reduced to N2 rather than

being oxidized to NO [77]. In a practical pulverized coal flame, coals which evolve

fuel nitrogen early in the combustion process tend to produce lower NOX emissions

than those that retain more nitrogen in the char.

The coal type and the boiler design and combustion system all impact the NOX

emissions produced from pulverized coal-fired power plants [75, 78]. Low-rank

coals (i.e., subbituminous and lignite) produce lower NOX emissions than high-rank

coals (i.e., bituminous and anthracite). This is primarily due to the lower nitrogen

and higher volatile content of the low-rank fuels. For power generation, the

majority of pulverized coal fired boilers use either an array of circular burners

located on one or two walls of the furnace (i.e., wall or opposed wall firing) or

columns of burners arranged on the furnace corners firing in a tangential pattern

(i.e., tangential firing). Tangential firing results in longer, slower mixing flames and

produces lower NOX emissions than wall-fired boiler designs, which tend to have

shorter, faster mixing flames. Other firing system designs, such as cyclone and
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arched-fired boilers, that are designed to remove the coal ash in a molten state tend

to produce the highest NOX emissions due to intense fuel and air mixing and higher

temperatures. For a given boiler design, firing configuration, and coal, NOX

emissions can be approximately correlated with the total heat liberation per unit

of cooled surface area [79]. Older boiler designs tend to have a high ratio of heat

release per surface area resulting in high NOX emissions, while more modern

designs use a lower ratio to reduce NOX emissions.

Particulate Matter Control Technologies

To remove dust from a gas stream, such as fly ash contained in boiler flue gas,

a force must be applied that causes the particles to divert from the flow direction of

the gas long enough for the particles to contact a collecting surface. The collecting

force can be gravitational, centrifugal, inertial, direct interception, diffusional, or

electrostatic [80]. Some collection devices may use a combination of these forces.

The effectiveness of the collecting force depends upon the characteristics of the

particulate matter to be collected; hence, the particulate matter size distribution and

chemical and physical characteristics must be known to select the most appropriate

collecting device [81].

Modern coal-fired power plants use two primary devices to remove and collect

fly ash: electrostatic precipitators and fabric filters. Older boilers and industrial

boilers may also use mechanical collectors, such as cyclones, to remove larger fly

ash particles prior to the remaining particulate being collected in an electrostatic

precipitator or fabric filters. Venturi scrubbers have also been used for large coal-

fired boilers; however, these are less common and would not be used for compli-

ance with current emissions regulations. The remainder of this section will provide

an introduction to electrostatic precipitators and fabric filters.

Electrostatic Precipitator

If a dust-laden gas is passed through a strong electrical field, the dust will become

charged and will begin to flow in the direction of the ion flow, enabling them to be

removed from the gas. To apply this phenomenon in practice requires four steps:

(1) the particles need to be charged, (2) the particles need to be collected on

a surface, (3) the particles need to be removed from the surface in a fashion that

minimizes their reentrainment into the gas flow, and (4) the particles need to be

removed from the device [82]. The collecting device that accomplishes these

steps is typically referred to as an electrostatic precipitator (ESP). As shown in

Fig. 14.1, in an ESP, an electric potential is set up between a discharge electrode

and a collection electrode, and the dust laden gas is passed between the electrodes at

a relatively low velocity. When the potential is high enough, corona discharge is
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generated near the discharge electrode that begins to ionize the gas molecules; these

molecules then migrate to the lower potential collecting electrode. In the process,

the molecules attached themselves to the dust particles which then also migrate to the

electrode. Upon reaching the electrode, the particles lose their charge and stick to the

electrode. As the dust layer on the collection electrode builds up, the electrical current

is reduced, and it becomes necessary to vibrate the plate to remove the particles. This

is accomplished through a rapper system that strikes the top of the collection plate

periodically to remove the dust. The dust then falls into the collection hopper where it

can be removed.

ESPs are generally classified by the method in which the particulate is removed

from the collection electrode, e.g., wet versus dry, and by the geometry of the

electrodes, e.g., wire in tube or wire and plates. The most common design for coal-

fired power plants is the dry, wire, and plate type as illustrated in Fig. 14.2. The

main components of an ESP are a gas-tight casing or outer shell, discharge

electrodes, collection electrodes, a high-voltage transformer rectifier or high-

frequency power supply for application of electrical power, rappers to remove

particulate from the collection electrode, and pyramidal-shaped hoppers to remove

particulate from the system [83]. The collection electrodes or plates are arranged in

multiple mechanical fields, where each field consists of a series of equally spaced

plates perpendicular to the gas flow. The discharge electrodes or wires are

suspended in the gas passage between each pair of plates. An ESP will have one

or more mechanical fields. A high-voltage pulsed direct current or direct current is

applied to the discharge electrode. When the voltage is high enough, a corona

discharge will be generated that causes particles to be moved to the collection

electrode.

The performance of an ESP is impacted by the design of the ESP, the strength of

the electric field, and the particle characteristics. The theoretical collection effi-

ciency of an electrostatic precipitator can be expressed by the Deutsch-Anderson

equation [84]:

� ¼ 1� e�
A
Vð Þo (14.4)

−
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where � is the collection efficiency for a given particle size, A is the surface area of

the collecting electrode, V is the volumetric gas flow rate, and o is the migration

velocity of the particle. The term (A/V) is referred to as specific collection area

(SCA) of the ESP. Equation 14.4 shows that the collection efficiency of an ESP can

be improved by either increasing the surface area of the collecting electrodes or

decreasing the volume of gas to be treated. The theoretical migration velocity of the

particle can be calculated by comparing the electrostatic forces on the particle to the

drag force and, with simplifying assumptions, can be expressed as [85]:

o ¼ EcEpd

4pmg
(14.5)

where Ec is the charging field strength, Ep is the precipitating (collecting) field

strength, d is the particle diameter, and mg is the gas viscosity. Equation 14.5 shows
that the particle migration velocity is proportional to both the electric potential and

the particle size. As particle size is reduced, voltage must be increased to maintain

migration velocity and collection efficiency. Equation 14.5 suggests that continuing

to increase the electric field will continue to increase the particle migration velocity

and, hence, the ESP collection efficiency. While this is true, a practical limit is

reached where the field breaks down and sparking between the electrodes occurs

[80]. Sparking destroys the electrical field and lowers the collection efficiency.

The electrical conductivity of the particulate matter has an impact on the

electrical field between the discharge and collection electrodes. The resistance to
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electrical conductivity is called the “resistivity” [86]. As the dust layer builds up on

the collection electrode, the voltage at which sparking occurs is lowered due to the

increased electrical field at the dust layer. If the resistivity of the ash is too high,

charge will build up on the collected particles and can become high enough to cause

an electrical breakdown which causes ions of the opposite polarity to be injected

back into the gap which reduces the charge on the particles in the gas flow and

which can cause sparking. This breakdown is referred to as “back corona” [87]. The

resistivity of fly ash is a function of the particle composition, gas temperature, and

concentrations of water vapor and SO3 in the flue gas [88].

Properly designed and operating ESPs can remove between 99% and 99.9% of

the total particulate matter. Older equipment is generally less efficient. As noted

above, the primary factors that influence the ESP performance are the particle

resistivity, the particle size distribution, and the flue gas temperature and flow

rate [83]. As these parameters vary from the conditions assumed in designing the

ESP, the ESP collection efficiency can be impacted. Other factors that can impact

the ESP performance are the electrical conditions in the ESP, the gas flow distribu-

tion, and the particle reentrainment during rapping [89]. The applied voltage in each

field of the ESP needs to be optimized to maximize the acceptable spark rate with

the specific ash characteristics. The gas flow distribution entering the ESP should be

optimized to ensure a uniform flow distribution between the collecting plates, and

the ESP should be designed to minimize the potential for gas flow to bypass the

plates (sneakage). The rapping system design and frequency should be optimized to

minimize the reentrainment of particles into the gas stream.

Fabric Filter Baghouse

If a dust-laden gas is passed through a fiber bed or filter, the dust will be removed

from the gas and will collect on the filter. The principle mechanisms of filtration

include impaction, interception, and diffusion, which are related to the relative

particle and fiber size and velocity through the filter [90]. These mechanisms are

illustrated in Fig. 14.3. Particles will impact on a fiber when they are too large to

follow the gas streamlines around the filter. Interception will occur when a particle

follows a streamline close to a fiber and is attracted to the surface by van der Waals

forces. Particles that are very small are influenced by Brownian diffusion and can

come into contact with the fiber and be removed from the gas. Other forces, such as

electrostatic and gravity, can also play a role in removing particulate from the gas.

The filtration media can be flat and supported in a frame or in bags which are

supported on cages. As bags are most common for large systems, the containing

device is commonly called a baghouse. In a baghouse or fabric filter, the dust-laden

gas passes through the suspended filtration media. Particles impact on the filter and

are held. As collection proceeds, a deposit begins to build up that also serves as

a means of collecting particulate. Eventually, the deposit must be removed or the
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pressure drop will be too high. As this can be accomplished by several means,

baghouses are most commonly classified by the cleaning method [91]. Typical

cleaning methods include mechanical, reverse airflow, and pulse-jet cleaning.

Mechanical cleaning typically involves flowing the gas on the inside of the bag,

stopping the gas flow, and shaking the bag to remove particulate. Reverse airflow

cleaning consists of periodically flowing gas in the opposite direction to the normal

gas flow to remove the particulate buildup from the filter. In a pulse-jet system, the

gas flows from the outside to the inside of the bag. Periodically, a pulse of

compressed air is injected down the center of the bag to flex the bag and remove

particulate.

Reverse airflow and pulse-jet baghouses have been applied to coal-fired boilers

throughout the world [92, 93]. Simplified overviews of the cleaning methodology

and main components for reverse airflow and pulse-jet fabric filters are illustrated in

Figs. 14.4 and 14.5. The similar components for each type of fabric filter include

a gas-tight casing, fabric filters, supporting frames, and pyramidal-shaped hoppers

to remove particulate from the unit. Large-scale systems will be designed with

multiple compartments to facilitate cleaning and maintenance. Reverse airflow

baghouses include a fan and ductwork and valves for flowing cleaned gas back

through the unit. Pulse-jet baghouses include a compressed air header and distribu-

tion plenum to periodically introduce compressed air into the throat of the filter

bags. While significant experience exists with the use of reverse airflow baghouses

on large utility boilers, interest in pulse-jet baghouses is increasing since this design

uses higher air-to-cloth ratios than the reverse airflow design, resulting in smaller

equipment size and lower capital costs [94].

The filtration media used in fabric filters can be woven or felted. Woven fabrics

are typically used in shaker-type baghouses as they have good mechanical strength.

Felted fabrics tend to be used for reverse air and pulse-jet fabric filters [95]. For

proper operation, the type of fabric must be matched to the specific application. The

gas stream temperature and chemical composition are critical factors that influence

the fabric selection. For coal-fired power plants, the baghouse is installed after the

air preheater, where normal gas temperatures are in the range of 120–175�C
(250–350�F) and where the presence of sulfur oxides and moisture increases the

potential for corrosion. In this application, the utility industry has primarily used
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coated fiberglass fabrics for reverse airflow baghouse designs as these fabrics are

resistant to chemical attack and can withstand temperatures up to 260�C [96]. The

primary coating in use today is polytetrafluoroethylene (PTFE), which improves

bag lifetime and provides resistance to acidic attack and thermal excursions.
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For pulse-jet baghouses equipped units fired with low-sulfur coal, the bags are

typically made of polyphenylene sulfide (PPS) [97].

The performance of a fabric filter is impacted by the particle properties, fabric

properties, operating characteristics, cleaning method, and interrelationships

between these parameters [98]. While the fundamental mechanisms involved in

removing particles from the gas are understood, the highly complex nature of the

collection process and the participation of the dust layer in the collection process

make the design of fabric filters more empirical in nature. The two primary design

and operating parameters are the air-to-cloth ratio, which sets the velocity ratio

passing through the filter and, hence, the relative size of the unit, and the pressure

drop, which sets the energy consumption requirements [99]. These two parameters

are related as baghouses with a small A/C ratio will have a lower pressure drop than

baghouses with a higher A/C ratio, resulting in a trade-off between capital and

operating costs. The bag cleaning method influences the A/C ratio and pressure

drop as more energetic cleaning methods can reduce the A/C ratio (and unit size)

for a given pressure drop [100].

Fabric filters are highly efficient collection devices for both coarse and fine

particulate, with typical efficiencies of 99–99.9%. Due to the collection

mechanisms involved in fabric filtration, particle removal performance is not as

sensitive to particle size for these devices as with ESPs. In comparing the costs of

fabric filters to ESPs, fabric filters become more economic where highly efficient

removal of submicron particles are required [101]. As noted above, the design A/C

ratio and operating pressure drop impact fabric filter performance. Fabric filter

performance is also impacted by flue gas and particle characteristics. The flue gas

temperature impacts the volume of the flue gas and, hence, the operating A/C ratio,

while the flue gas moisture content and composition can impact the characteristics

of the dust cake. The particle size impacts the buildup (and removal) of the dust

cake on the filter and, along with the particle composition, impacts the adhesion of

particles to the filter surface and the cohesion of particles to each other. Reactions

between the particles and constituents of the gas can also impact the cohesiveness

of the dust cake. Finally, the cleaning cycle interval and intensity will also impact

the overall performance of a fabric filter.

SO2 Emissions Control Technologies

The primary mechanisms for removal of a gaseous pollutant from a gas stream

involve (1) absorption into a liquid, (2) gas/solid reaction, and (3) adsorption onto

a solid. The first two mechanisms are the primary methods for removal of sulfur

dioxide from coal-fired boiler flue gas. Commercial processes based upon these

mechanisms can be categorized into whether the process is regenerable, where the

sulfur compound is separated from the absorbent, or nonregenerable, where the

sulfur compounds are thrown away with the absorbent [102]. The product from
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regenerable processes can be concentrated SO2, hydrogen sulfide, elemental sulfur,

or sulfuric acid. SO2 removal processes can be further characterized into wet

processes, where the product is a solution or slurry, and dry processes, where

a dry product is produced [103]. The majority of non-regenerable processes pro-

duce a throwaway waste; however, some wet processes can be modified to produce

a gypsum by-product that can be sold if site-specific conditions permit.

The primary technologies for removing sulfur dioxide from coal-fired power

plants are wet limestone (CaCO3) and dry lime (Ca(OH)2) scrubbing [104], typi-

cally referred to as wet and dry flue gas desulfurization (FGD). The preference for

these technologies over regenerable processes is largely driven by the low cost and

high availability of limestone and lime, by the relative simplicity of these processes

in comparison to other tail end processes, and by the fact that power plants are not

chemical companies. For wet scrubbing, limestone tends to be preferred over lime

due to lower cost, particularly if a ready supply is located close to the power plant.

In comparison to lime, limestone requires finer grinding, has higher transportation

costs, requires larger equipment, and is less responsive with respect to pH control

[105]. Thus, absorbent selection is done by performing a comparison based upon

site-specific technical and economic factors. For wet FGD systems that produce

gypsum, which will be sold for wallboard manufacturing, the use of hydrated lime

rather than limestone can lead to improvements in the product quality in some cases

[106]. In dry scrubbing, lime is required due to the need for rapid reaction times as

lime has a higher reactivity than limestone.

A wide variety of wet and dry FGD processes exist, but the basic processes are

similar [107–109]. In addition to or instead of lime and limestone, several processes

introduce sodium compounds, such as sodium carbonate (e.g., trona), where these

materials are available locally to improve process efficiency [110]. Seawater

scrubbing, which uses seawater to remove the SO2 and discharge in into the

ocean, has also been applied to coal-fired power plants located in a coastal environ-

ment [111]. While wet and dry scrubbing are highly efficient technologies, they

have high capital and operating costs. This has led to interest in lower capital cost

SO2 removal technologies such as furnace sorbent injection [112, 113]. The

remainder of this section will discuss the basic wet limestone and dry lime scrub-

bing processes.

Wet Flue Gas Desulfurization

In wet FGD, flue gas containing SO2 is input into a scrubbing tower or absorber

where it is brought into contact with an alkaline solution or slurry containing

partially dissolved limestone (CaCO3). The SO2 is absorbed into the solution

where it reacts to form calcium sulfite (CaSO3) and calcium sulfate (CaSO4). The

detailed chemistry of the process is complex and depends upon the composition of

the slurry and extent of dissolution of the limestone [105]. The primary steps
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involved in the process are gas/liquid mass transfer of the SO2, dissolution of the

limestone, oxidation of SO3 to SO4 in solution, and crystallization of CaSO3 and

CaSO4. By controlling the solution pH and concentration of CaCO3 in the solution,

high levels of SO2 removal can be achieved. As SO2 absorbs into the solution as

bisulfate (HSO3� ), the primary product from the process is calcium sulfite. How-

ever, due to the high oxygen content of flue gas (3–10% by volume), a fraction of

the calcium sulfite will oxidize to calcium sulfate. Typically, the product from this

process is a waste sludge. It is possible to force oxidation of calcium sulfite into

calcium sulfate by bubbling air through the solution which improves the ability to

remove water from the waste and permits the material to be upgraded for use for

gypsum (CaSO4 •2HO).

The basic components of the limestone wet scrubbing process are illustrated in

Fig. 14.6. Flue gas from the particulate control device (ESP or baghouse) enters

the bottom of an absorber tower (typically a spray tower) and flows upward. The

absorbing solution is sprayed into the gas stream. The SO2 is absorbed into the

solution where it reacts with the limestone to form solids. The resulting slurry is

then captured in an effluent holding tank where ground limestone slurry and

recycled solution are added. This solution is then recycled to the absorber.

A portion of the solution is sent to the thickener to concentrate the waste solids

as a sludge. The sludge from the thickener is then dewatered in a vacuum filter to

produce a filter cake, which is mixed with fly ash to stabilize the waste prior to

sending it to a landfill. Enhancements to the basic process include the use of a pre-

scrubber upstream of the main absorber to quench the flue gas and protect the
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materials used in the absorber, incorporation of a second scrubbing loop into the

pre-scrubber, and blowing air into the effluent holding tank to force oxidation of

calcium sulfite to calcium sulfate [114]. This latter improvement minimizes scale

formation, improves the characteristics of the sludge, and eliminates the need for

adding fly ash for stabilization. Forced oxidation is also used to produce solids

that can be used to produce gypsum for wallboard manufacturing. If lime rather

than limestone is used, forced oxidation is not required for scale control. The

cleaned flue gas exiting the absorber after passing through a mist eliminator

designed to remove entrained droplets from the gas, passes through a reheater,

and is then sent to the stack. A reheater is used to protect equipment downstream

of the scrubber from condensation and corrosion, to reduce the visible plume, and

to improve rise and dispersion of the stack gas.

The performance of a wet FGD system is impacted by a number of design and

operational factors, most of which are related [114]. The design of the absorber

tower must provide for effective contacting of the flue gas with the absorber

solution and for separation of the cleaned gases from the liquid. From an eco-

nomic standpoint, the size of the tower is linked closely to the process chemistry

and the relative flows of flue gas and absorber solution, which is typically

expressed as the liquid-to-gas ratio. Operational factors that impact performance

include the SO2 concentration in the flue gas, pH of the slurry, solids concentra-

tion in the slurry, concentration of other components in the slurry such as

magnesium and chloride ions, residence time of the slurry in the reaction tank,

and degree of slurry oxidation [105, 115]. High utilization of the limestone (or

lime) is important and most systems operate with a calcium-to-sulfur molar ratio

of close to 1:1. Liquid pH is monitored and used to control the limestone addition

rate to maximum limestone utilization, to minimize the potential for scale in the

system, and to reach a specific emissions target. The limestone grind fed to the

FGD system can also be important, with finer grinds leading to a smaller-sized

reaction tank, higher SO2 removals, and an increase in gypsum purity [116].

Wet FGD systems are capable of achieving over 95% SO2 removal, with some

systems being designed for 96–98%, and can be applied to both low and high

sulfur coals. As discussed above, a number of parameters can impact system

performance and must be optimized to ensure effective SO2 control as well as

maintain system reliability and availability. Overall, wet FGD systems represent a

significant capital, operating, and maintenance expense for a coal-fired power

plant. The main operating and maintenance (O&M) costs differ for various

designs and should be considered in selecting an FGD process [117]. Experience

with existing plants has led to a number of equipment improvements, such as

large, single-tower, absorbers with higher flue gas velocities and improved mist

eliminator designs, and process improvements, such as the use of fine limestone

and solution buffers [103]. These improvements can lead to higher SO2 removal

efficiencies, lower capital costs, and reduced O&M costs.
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Dry Flue Gas Desulfurization

In dry FGD, flue gas containing SO2 is input into a spray dryer absorber where it

is brought into contact with an alkaline solution containing hydrated lime

(Ca(OH)2). The SO2 is absorbed into the solution where it reacts with the alkali

material to form solid calcium sulfite (CaSO3). Absorption and reaction occur while

the thermal energy of the flue gas vaporizes the water in the droplets to produce a

fine powder. The primary processes involved in spray drying consist of atomization

of the alkaline slurry into a spray of droplets, contacting of the spray with the flue

gas, absorption of SO2 into the droplets, reaction with the suspended alkali material,

drying of the spray by evaporation of the moisture in the droplets, and, finally,

separation of the solids from the gas [118]. Due to the high oxygen concentrations

of the flue gas, a fraction of the CaSO3 will be oxidized into CaSO4.

An overview of the lime dry scrubbing process is shown in Fig. 14.7. Hot flue

gas from the air preheater outlet enters the top of the cylindrical spray dryer

where an atomizer sprays the alkaline slurry from the feed preparation system

into the flue gas. SO2 is absorbed into the spray droplets where it reacts with the

lime to form a solid. The water in the droplet evaporates leaving a fine powder

that can be collected from the spray dryer and in a subsequent particulate

collection device. Twin fluid and rotary or spinning disk atomizers can be

used; however, most large utility applications use a rotary atomizer. Typically,

fabric filters are used for removal of the fly ash and spent absorbent. Collection of

the solids on the fabric filter permits additional SO2 removal to occur resulting in

increased sorbent utilization.
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Solids for
Disposal

Recycle
Slurry

Waste to
Landfill

Spray
Dryer

Absorber Fabric Filter

Make Up
Water

Fig. 14.7 Basic lime dry scrubbing process
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The spray dryer absorber needs to be designed to maximize SO2 removal, yet

produce a dry product. Since absorption and reaction of SO2 is fastest when surface

liquid is present, it is necessary to operate as close to the saturation point of the flue

gas as possible and to maximize the residence time available for reaction while still

yielding dry solids at the absorber walls and outlet [119]. The quality of water that

can be used for the slurry is limited by the boiler outlet temperature, which is set by

the boiler thermal efficiency, and the desired approach to saturation. The concen-

tration of solids in the slurry is limited by the viscosity of the material which

impacts the practical aspects of handling and atomizing the material. These two

factors constrain the SO2 removal that can be achieved for a given inlet SO2.

Dry FGD systems are capable of achieving over 95% SO2 removal and are

typically applicable to low and medium sulfur coals. There are technical constraints

on the application of this technology to high sulfur coals as an increase in sulfur

content requires an increase in the solids’ content of the slurry and a point can be

reached where the viscosity of the material is too high for proper pumping and

atomization [103].

NOx Emissions Control Technologies

Technologies to reduce NOX emissions from combustion systems can be placed

into two broad categories: (1) combustion modification technologies which reduce

the formation of NOX during combustion and (2) postcombustion technologies

which eliminate NOX from the flue gas following combustion [28]. Combustion

modification techniques will generally seek to lower flame temperature or to control

the flame stoichiometric ratio depending upon whether thermal NOX or fuel NOX

emissions are being targeted. For pulverized coal combustion, as discussed previ-

ously, the majority of the NOX emissions result from the nitrogen in the fuel; hence,

the most effective combustion modifications are those which control the stoichio-

metric ratio during coal devolatilization. Postcombustion techniques tend to rely on

the use of additives to reduce the NOX to molecular nitrogen, N2. Removal of NOX

by wet scrubbing is difficult due to the insolubility of NO and poor solubility of

NO2. Scrubbing technologies that can be applied to industrial plants have not been

widely applied to large pulverized coal-fired power plants due to high capital and

operating costs and the low initial NOX concentrations [120].

For coal-fired power plants, the primary combustion modification techniques are

low-NOX burners, overfire air, and reburning technology [121]. Each of these

technologies relies on controlling the combustion process in the furnace. The

primary postcombustion technologies are selective noncatalytic reduction

(SNCR) and selective catalytic reduction (SCR) [122]. These technologies involve

the use of a reagent that reduced NOX to N2. Combustion modification technologies

are generally the most cost-effective when evaluated against postcombustion

technologies on a cost per mass of pollutant removed [123]. SCR technology is
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the most expensive technology but also provides the highest level of NOX emission

reduction. SNCR technology provides a modest level of NOX reduction, with cost-

effectiveness typically between that of combustion modifications and SCR.

In retrofitting existing units with NOX emissions control technologies, selection

of the most cost-effective technology or set of technologies generally requires

a boiler-specific analysis that includes assessment of the NOX emission goals or

limits and the expected performance and costs of the specific technologies. Retrofit

costs for NOX control technologies are very site specific and depend upon the ease

of the retrofit and the boiler design and operating characteristics, such as the furnace

size, firing configuration, and the condition of existing equipment [124]. The

remainder of this section will provide an introduction to NOX control technologies.

Low-Nox Burners

Low-NOX burners reduce NOX formation in the combustion process by delaying

the mixing of fuel and air in the flame [125]. One means of aerodynamically staging

fuel and air mixing in a coal flame for a wall-fired boiler is illustrated in Fig. 14.8. In

this low-NOX burner design, the mixing of fuel and air is controlled by dividing the

combustion air into multiple streams, with separate control over each stream. Coal

entering the flame is initially burned in a fuel-rich core which gradually becomes

fuel lean as air is progressively mixed into the flame. Staging of the air into the flame

permits volatile nitrogen compounds released in the early portion of the flame to be

processed in a reducing environment, resulting in lower NOX emissions. Staging of

the flame also reduces peak flame temperatures and, therefore, can reduce thermal

NOX formation as well.

For wall-fired boilers, low-NOX burner designs vary from manufacturer to

manufacturer [126–128], but all tend to have similar features, including separate

control over the combustion air split into two or more passages, control over the

degree of swirl imparted to the air streams, and a flame stabilizing device. The inner

and outer air split and swirl settings are adjusted to generate a stable low-NOX

Coal and
Primary Air

Inner
Secondary Air

Outer
Secondary Air

Flame Core

Very fuel 
rich zone

Progressive air
addition into
core

Final air addition
into flame

Fig. 14.8 Typical low-NOX burner design approach
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emissions flame for a specific coal. These settings can also be adjusted to ensure

that the flames do not impinge on the side or rear walls of the boiler.

For tangentially fired boilers, low-NOX burner designs typically consist of

alternating passages of air and fuel [129]. The fuel nozzles direct the fuel into the

center of the furnace, while the air nozzles direct the air closer to the furnace walls.

Offsetting the air from the fuel generates a fuel-rich flame in the center of the furnace

which leads to low-NOX emissions. The offset air also provides ameasure of protection

along the wall from rich conditions that can lead to wall corrosion. Additional air

staging is achieved by adding a fraction of the combustion air through air ports located

on the top of the burner stack. The air added to the top of the burner is typically called

“close-coupled overfire air” or CCOFA.

The performance of low-NOX burners in a particular application is very depen-

dent upon the boiler and coal characteristics. Low-NOX burners generally produce

longer flames than the original equipment; hence, the trade-off between optimal

burner performance and acceptable carbon-in-ash levels is strongly tied to the

furnace geometry. NOX control levels for the application of low-NOX burners to

wall-fired utility boilers typically range from 40% to 50%.

Overfire Air

Overfire air is a combustion modification technology that, like low-NOX burners,

stages the combustion process to reduce NO emissions [130]. To apply overfire air

to a coal-fired boiler, combustion air is diverted from the main combustion zone and

is injected through ports located on the walls above the burners. In this process, the

primary zone is operated slightly less fuel lean than usual, and fuel and air mixing is

delayed. This delay reduces the formation of fuel NO and also reduces peak flame

temperatures, resulting in a reduction in thermal NO formation as well. Overfire air

is added to complete combustion of unburned fuel.

For pulverized coal-fired boilers, the performance of overfire air is dependent

upon the overfire air system design and the burner/boiler characteristics. Optimal

NOX control for a particular system can be achieved provided that the overfire air jets

mix effectively, that good control over the main flame can be maintained as combus-

tion air is diverted to the overfire air system, and that there is sufficient residence time

in the furnace for carbon burnout to occur. Aswith low-NOX burners, the NOX control

performance of overfire air is limited by acceptable carbon-in-ash. For pulverized

coal-fired industrial boilers, NOX reductions between 15% and 30% are generally

expected with the application of overfire air.

Reburning

Reburning is a combustion modification technology that removes NOX from

combustion products by using fuel as the reducing agent [131]. As illustrated in
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Fig. 14.9, application of reburning to a coal-fired boiler conceptually divides the

furnace into three zones (primary zone, reburning zone, and burnout zone) which

are typically defined as follows:

Primary Zone : The primary zone consists of the normal firing system and

constitutes the bulk (typically 80–90%) of the total heat release. This zone is

operated fuel lean at an excess air level which is close or slightly below normal

operation. NOX formed in this zone enters the reburning zone.

Reburning Zone: The reburning fuel is injected downstream of the primary zone to

create a slightly fuel-rich, NOX reduction zone. The reburning fuel provides the

remainder, normally 10–20%, of the total heat input. In this zone, hydrocarbon

radicals generated during breakdown of the reburning fuel react with NO

molecules to form other reactive nitrogenous species, such as HCN, which

react with other NO molecules to form molecular nitrogen, N2.

Burnout Zone: In this final zone, combustion air is added to complete the oxidation

of the reburning fuel and to bring the boiler back to a normal operating excess air

level.

Studies of the reburning process have shown that natural gas, fuel oil, and coal

can be used as reburning fuels [132]. As shown in Fig. 14.10, hydrocarbon fuels with

low fuel-bound nitrogen, such as propane or natural gas, provide the lowest NOX

emissions since nitrogen in the reburning fuel tends to contribute to the final NOX

exiting the process. In Fig. 14.10, the reburning zone stoichiometric ratio is defined

as the ratio of the total air supplied to the primary and reburning zones to the total

stoichiometric air requirements of the primary and reburning fuels. The parameters

which control the performance of the reburning process have been defined through

an extensive series of experimental studies [133]. For boiler applications, the most

critical parameters are the reburning zone stoichiometric ratio and the initial NOX

level. As shown in Fig. 14.10, most fuels exhibit a maximum NOX reduction (i.e.,

minimum NOX emissions) at a reburning stoichiometric ratio of about 0.9, which

corresponds to a reburning fuel input of approximately 18–19% of the total heat

Overfire Air

Reburn Fuel

Main Burners Primary Zone

Reburning Zone

Burnout Zone

Fig. 14.9 Application of

reburning to a utility boiler
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input at a primary zone excess air level of 10%. NOX reduction with reburning

increases as the NOX level from the primary zone increases.

Similar to other combustion modification techniques, the most significant factors

which limit the performance of reburning in full-scale applications are the design of

the reburning system and the boiler characteristics. The boiler geometry must

permit adequate mixing of the reburning fuel and overfire air to be achieved and

must provide adequate residence time for the process to be implemented above the

primary combustion zone. Reliable methodologies for scaling the reburning process

to boilers with varying characteristics have been developed [134]. The use of these

methodologies has led to NOX control levels between 50% and 70% for application

of reburning to full-scale utility boilers, independent of the firing configuration.

Selective Noncatalytic Reduction

Selective noncatalytic reduction treatment process in which an amine-containing

agent, such as ammonia (NH3) or urea (CO(NH2)2), is injected into combustion

gases to react with and reduce NO formed during the combustion process [135, 136].

At the proper temperature, NH2, generated from decomposition of the injected

reagent, reacts with NO via a complex set of reactions to form N2. The chemistry

of the SNCR process is illustrated in the following global reactions that are based

upon the use of ammonia as the reagent:
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NH3 þ OH ! NH2 þ H2O (14.6)

NH2 þ NO ! Hþ OHþ N2 (14.7)

Hþ OH ! H2O (14.8)

Initially, the injected ammonia is activated by OH to form a reactive amine,

NH2, radical. This radical then selectivity reacts with NO to form molecular

nitrogen, N2, and H and OH radicals. The OH radical can help to activate additional

ammonia or can react with H radicals to form water, H2O.

Figure 14.11 shows the impacts of gas temperature on the NOX reduction

achieved with urea or ammonia in tests performed in a pilot-scale combustion

facility. As shown in this figure, at the proper flue gas temperature (approximately

950–1,000�C), the injected reagent selectively reduces NO to molecular nitrogen,

N2. As temperatures increase, NOX reduction performance is reduced and a portion

of the reagent can be oxidized to NO. As temperatures decrease, a portion of the

reagent exits the process unconverted. The unconverted reagent exiting the process is

referred to as ammonia slip.

The performance of SNCR on utility boilers depends upon the reagent used, the

quantity of reagent injected, and the boiler design and operating characteristics [137].

For maximum performance, the injection system must be designed to provide effec-

tive mixing of the reagent within the optimal temperature window. In addition, the

boiler design should provide adequate residence time at the proper temperatures. For

pulverized coal-fired boilers, the optimal temperature window generally resides

within the convective heat transfer sections, where access is limited and quench

rates are high [138]. Wide variations in temperature at the point of injection due to

stratification or to changes in load can also limit performance. Multiple injection

locations can help to reduce the negative impacts of temperature variations. Due to

concerns over the handling and storage of anhydrous ammonia, aqueous ammonia or

urea is generally preferred for application of SNCR to utility boilers.

Application of SNCR to coal-fired boilers is expected to reduce NOX emissions

by 30–60% from uncontrolled levels. The higher levels of reduction are generally

achieved in boilers with slower quench rates (temperature decay versus residence time)

in the upper furnace and with good access to the optimal temperature window.

Selective Catalytic Reduction

Selective catalytic reduction is a high-efficiency flue gas treatment process in which

ammonia is added to the flue gas to react with NO over a catalyst [139]. The

primary overall reactions for this process can be expressed as:

4NOþ 4NH3 þ O2����!Catalyst
4N2 þ 6H2O (14.9)
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2NO2 þ 4NH3����!Catalyst
3N2 þ 6H2O (14.10)

SCR catalysts are made of a solid ceramic material that contains active catalytic

components. The ceramic may be in the form of a honeycomb monolith or it may be

wash coated onto a ceramic, metal, or fiber substrate [140]. The typical operating

temperature range for available catalysts is shown in Fig. 14.12. Noble metal

catalysts, such as platinum-palladium formulations, function at lower temperatures

(150–290�C; 300–550�F) than base metal and zeolite catalysts but are susceptible to

deactivation by sulfur oxides. Base metal catalysts, such as vanadium-titanium

formulations, function at temperatures in the range of 260–490�C (500–900�F)
and are more resistant to sulfur deactivation. Zeolite catalysts operate at

a temperature range above that of the other catalysts (340–590�C, 650–1,100�F)
and have shown a good resistance to poisoning from trace elements in coal such as

arsenic. The majority of SCR technology applications to pulverized coal-fired

boilers use vanadia-titania catalysts as they are widely available and have good

resistance to deactivation by sulfur oxides in the flue gas. Catalyst formulations are

specific to the catalyst manufacturer and may include the addition of other base

metal oxides to increase the catalyst activity, to increase poison resistance, to

minimize ammonia slip, and to reduce SO2 oxidation to SO3.

To meet the temperature requirements for vanadia-titania catalysts, the catalyst

needs to be installed in the flue gas path between the boiler economizer and air

preheater. The arrangement for both new and retrofit SCR systems depends upon
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Fig. 14.11 Impacts of gas temperature in SNCR performance
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the boiler and balance of plant equipment arrangement [141, 142]. Typically, one or

two layers of catalyst are incorporated into a catalyst housing or reactor. Flue gas

from the economizer exit is either routed in a horizontal duct to the top of the

reactor where it then flows downward over the catalyst. Alternatively, the ductwork

arrangement may need a vertical upward duct followed by a 180� transition into the
top of the reactor. Ammonia is injected into the flue gas upstream of the SCR

reactor using an ammonia injection grid that typically consists of a series of

injection lances spaced across the duct and designed to provide good mixing

of the ammonia with the flue gas. Static mixers and flow conditioning devices

such as turning vanes are used to ensure uniform distribution of the ammonia and

flue gas within the ductwork.

A number of factors need to be considered in designing an SCR system,

including reactor location and design, catalyst type and configuration, and the

location and design of the ammonia injection grid. The catalyst space velocity

and uniformity of ammonia and flue gas distribution all influence system perfor-

mance. Coal properties are an important consideration for catalyst selection [143].

In general, since the SCR system is separate from the combustion process and since

the extensive retrofit requirements permit the design to be optimized, the overall

control performance is less influenced by boiler characteristics than the other NOX

control technologies described previously. On the other hand, the cost of installing

an SCR system is very sensitive to site-specific factors due to the extensive retrofit

requirements [144]. NOX reduction in the range of 70–90% is expected for appli-

cation of SCR to coal-fired boilers.
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Fig. 14.12 Operating range for various SCR catalyst formulations
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Future Directions

Significant steps have been taken to reduce air pollutant emissions from coal-fired

power plants throughout the developed countries in the world. Promulgation of

more stringent emission limits in various counties will require further application

of these technologies to smaller power plants and place constraints on new power

plants. The cost of the air pollution control technologies is a challenge with both

retrofit and new technologies and, hence, research and technology development is

focused on reducing both the capital and operating costs of these technologies, on

improving performance to meet stricter standards, and on improving equipment

reliability and availability. In addition, due to concerns over emissions of air toxic

compounds from coal-fired power plants, the potential positive and negative

impacts of existing air pollution control equipment on these emissions is an area

of active investigation.
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Chapter 15

Natural Gas Power

Raub W. Smith and S. Can Gülen

Glossary

Brayton cycle The thermodynamic cycle describing the

operation of a gas turbine. In a combined

cycle, it is the topping cycle due to its

relative position vis-à-vis Rankine cycle

on a temperature–entropy surface.

Carnot cycle Also known as the Carnot engine, it is the

embodiment of the second law of thermo-

dynamics in the form of a theoretical

cycle comprising two isentropic and two

isothermal processes. No heat engine

operating in a thermodynamic cycle can

be more efficient than the corresponding

Carnot engine defined by the constant

mean-effective heat addition and heat

rejection temperatures.

Cogeneration See combined heat and power (CHP).

Combined cycle power plant A fossil-fired power plant that combines

two types of prime movers, usually

one or more gas turbines and one or

more steam turbines (STs), whose oper-

ation are governed by their respective
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thermodynamic cycles, i.e., Brayton and

Rankine.

Combined heat and power (CHP) The term used for fossil-fired power

plants, which, in addition to their pri-

mary product, electric power delivered

to the grid, also supply a secondary

product in terms of useful thermal

energy.

Combustor A mechanical device to facilitate con-

trolled mixing and reaction of an oxi-

dizer (in almost all cases air) and a fuel

(in almost all cases a pure hydrocarbon

or a mixture thereof in gaseous or liquid

phase) to generate high-temperature

gaseous product for expansion in

a turbine and useful shaft work

generation.

Compressor A mechanical device that increases the

pressure of a gas by reducing its vol-

ume. There are different types of

compressors, e.g., axial, radial, and

reciprocating, which are suitable to dif-

ferent types of operating regimes.

Efficiency Unless specified otherwise, the thermal

efficiency of a power-generating sys-

tem, which is the dimensionless ratio

of generated kWh of electricity to the

amount of energy required to generate

it. It is the inverse of the heat rate with

a suitable conversion factor.

Emissions Gases and solid particles (usually unde-

sirable) released into the air as by-

products of a combustion process (e.g.,

in the boiler of a fossil-fired power

plant, gas turbine combustor, or other

internal combustion engine) to create

electric power or propel a vehicle.

Firing temperature The temperature of the gas turbine com-

bustor exhaust gas at the inlet to the first

stage rotor, which is the starting point of

useful shaft work generation.

Gas turbine A prime mover or internal combustion

engine comprising a compressor, com-

bustor, and an expander connected via
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a common shaft, through which air is

compressed, burned, and expanded to

generate useful shaft work for electric

power generation (or thrust in an aircraft

jet engine).

Generator A device that converts the mechanical

shaft power generated by a prime mover

into electrical power.

Global warming The apparent increase in the average

temperature of the earth’s near-surface

air and oceans since the mid-twentieth

century and its projected continuation

(per Wikipedia).
Greenhouse effect The containment of heat from solar radi-

ation striking the earth’s surface due to

the earth’s atmospheric “greenhouse”

gases such as carbon dioxide and meth-

ane. These gases absorb and emit radia-

tion within the thermal infrared range

and are believed to be a primary cause

of global warming.

Heat rate Amount of energy required to generate

1 kWh of electricity. It is the inverse of

the thermal efficiency with a suitable

conversion factor.

Heating value The thermal energy produced by

completely burning a unit mass of fuel

in a combustor to produce carbon diox-

ide and water. If the water is in

a gaseous phase, the heating value is

referred to as net or lower heating

value (LHV). If the water is in a liquid

phase, the heating value is referred to as

gross or higher heating value (HHV).

Heat recovery steam generator (HRSG) Also known as the heat recovery boiler

(HRB), HRSG is a cross-flow tubular

heat exchanger that recovers the exhaust

heat from a prime mover (e.g., a gas

turbine) and produces steam at high

pressure and temperature that is used

in a steam turbine (ST) for additional

power generation. HRSG is the key

equipment that “combines” gas and
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steam turbines in a combined cycle

power plant.

Rankine cycle The thermodynamic cycle describing

the operation of a steam turbine. In

a combined cycle, it is the bottoming
cycle due to its relative position vis-à-

vis Brayton cycle on a temperature-

entropy surface.

Steam turbine A prime mover or the power-generating

part of an external combustion engine

comprising one or more sections

connected via a common shaft, through

which steam flows, expands, and

discharges to a condenser to generate

useful shaft work for electric power

generation or propulsion.

Defining the Subject

Natural gas is an important fossil fuel that has played an increasingly significant

role in worldwide electric power generation since the 1980s. The key driver

underlying the importance of natural gas as a vital enabler of modern living has

been its relative advantage vis-à-vis other fossil fuels in terms of emissions and

pollutants. In comparison to coal, the primary fossil fuel used for electric power

generation in the world on a constant consumption basis, natural gas emits nearly

45% less CO2, 80% less nitrogen oxides (NOx) with negligible amounts of sulfur

oxides, particulates, and mercury.

The environmental advantages of natural gas are further amplified by the

significantly higher thermal efficiency of the power plants that burn it for electric

power generation in comparison to other variants of oil or coal. Natural gas burning

modern gas turbines can readily reach efficiencies of 56–57% in combined cycle

configurations. This is well above the average efficiency of existing coal burning

steam turbine plants (e.g., low 30s) as well as the most advanced ultra-supercritical

designs thereof (e.g., low 40s).

With the beginning of the twenty-first century, economic projections pointed to

natural gas as the fastest growing fuel for worldwide electric power generation, with

an expected average annual rate of growth of about 3.7% between 2005 and 2030.

During this period, natural gas will account for almost one-fourth of the world’s total

net electricity generation [1]. While such long-term forecasts are highly susceptible

to uncertainties such as the impact of potential governmental policies or legislation
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limiting the use of fossil fuels in favor of nuclear and renewable sources of energy

(largely driven by concerns over global warming), it is almost a foregone conclusion

that natural gas will continue to be an important part of the world’s energy and

electric power generation portfolio in the foreseeable future.

Given this impact of natural gas on future electrical production, it is important to

establish a basic understanding of the history, current state of the art and future

possibilities of power generation using natural gas combustion in order to have

a complete picture of future energy sustainability.

Introduction

Natural gas is a fossil fuel comprising hydrocarbons, primarily methane (CH4) up to

90% on a volumetric basis. It differs from the other fossil fuels in that it is naturally

available as a gas (hence the name) as opposed to a solid (i.e., coal) or liquid (i.e.,

oil). Like other fossil fuels, the basic mechanism (thermogenic) of natural gas

formation involves the extremely prolonged high-pressure compression of organic

matter remains (e.g., plants, animals that lived millions of years ago on earth). The

gaseous phase is the result of extremely high temperatures associated with the depth

of the organic matter, typically 1–2 miles below the earth’s crust. At even deeper

levels, natural gas consists almost entirely of pure methane.

Another (biogenic) mechanism for forming natural gas is the chemical transfor-

mation of organic matter by microorganisms. The resulting gas contains methane

and carbon dioxide. A well-known example of this mechanism is the landfill gas

that results from the decomposition of waste materials deposited into large landfills.

Other biogas formation mechanisms are sludge digestion in the tanks of sewage

treatment plants (sewage gas) and anaerobic fermentation of agricultural waste.

Biogas formation takes place near the earth’s surface in the absence of oxygen and

the resulting gas usually leaks to atmosphere. Controlled capture of landfill gas and

other biogases for utilization in electric power generation is a promising technol-

ogy. (Uncontrolled energy release (explosion) from the trapped landfill gas leading

to death and destruction in the poverty-stricken areas of the world is an unfortunate

event that appears in the news from time to time.) Biogas utilization is also

important because the main constituent, methane, itself is a principal greenhouse

gas (GHG). In fact, methane is nearly 20 times more effective than CO2 in trapping

heat emanating from the earth’s surface. Therefore, combustion of methane (with

resultant CO2 emissions) that otherwise would leak into the atmosphere is

a preferable trade-off from GHG reduction point of view.

Coal mine gas is another type of natural gas that is released during pit coal

mining. Depending on the time of capture and method, there are different types.

The most common types are coal bed methane (CBM) and coal mine methane

(CMM). The former is largely pure methane and its production is independent of

coal mining. The latter is released during active mining and presents a significant
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danger of violent explosion to miners. Proper ventilation of mine shafts to remove

and vent CMM into atmosphere is essential for the safety of mining operation. The

methane content of CMM is variable (25–60%) and can change suddenly, which

might be problematic for its use as a fuel. A third type of coal mine gas is

abandoned mine methane (AMM), which can seep from mines that are no longer

active. Annual coal mine methane emissions account for about 8% of total anthro-

pogenic methane emissions or about 28 billion m3 of carbon dioxide equivalent [3].

Utilization of CMM and AMM for power generation is critical to the prevention of

release of a GHG into atmosphere.

Energy content of the natural gas is measured in terms of Btu (kJ or kcal) per lb

(kg) or per standard cubic feet (cubic meters). In many practical calculations,

natural gas is assumed to be 100% pure methane, which has an energy content of

21,515 Btu/lb (50,044 kJ/kg or 11,953 kcal/kg) on a lower heating value (LHV)

basis or 914 Btu/ft3 (34,050 kJ/m3 or 8,133 kcal/m3) at normal (standard) conditions

(herein defined as 77�F (25�C) and 1 atm). The actual composition may vary

depending on the source and treatment. Based on the mean of over 6,800 samples

of pipeline quality natural gas taken in 26 major metropolitan areas of the USA [4],

the methane content is 93.1% with a heating value of 930 Btu/ft3 (8,275 kcal/m3).

A sampling of composition and heating value of most common natural gas variants

is given in Table 15.1.

Production and distribution companies measure natural gas in volumetric terms,

i.e., in multiples of cubic feet such as millions of cubic feet, trillions of cubic feet,

etc. In power generation calculations, where natural gas is the fuel burned in the

combustor of the gas turbine, the more practical approach is to use the mass flow

rate (lb/s or kg/s) along with the LHV value or the product of the two, which is

referred to as heat consumption (MMBtu/h or kW).

The purpose of a power plant is to generate electric power. Therefore, the key

performance metric of an electric power generator is the net thermal efficiency,

which is the ratio of the electric power measured at the generator terminals (after

subtracting all the power that is spent to keep the plant running) to the plant’s fuel

energy consumption. The most efficient way to burn natural gas for electric power

generation is in a gas turbine combined cycle (GTCC) power plant. Today’s state-

of-the-art CC power plant has a rated net efficiency of 58% on an LHV basis.

Table 15.1 Composition and heating values of typical natural gases

Component (%)

Coal bed

methane

Coal mine

methane Landfill gas Biogas Average NG

O2 2.1 12.6 0–1 0–2

N2 8.2 46.8 2–5 0–10 1.6

CH4 85.9 40.0 45–60 50–75 93.1

CO2 40–65 25–50 1.0

CnH2n 3.8 4.3

LHV, kcal/nm3

(Btu/scf )

7,762 3,200 3,350–4,775 3,580–5,975 8,275

872 360 375–535 400–670 930
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In other words, for each 1 lb/s of natural gas (about 23.5 ft3/s as 100% methane) that

enters the combustor of the gas turbine, (using the formula 58% � 21,515 Btu/lb �
1 lb/s � 1.05506 kWs/Btu = 13,166 kW) about 13.2 MW of electric power (net) is

delivered to the grid. This is enough power to sustain nearly 13,000 average homes

for 1 h at an average power consumption of 1 kW.

In 2005, natural gas accounted for 3.4 trillion kWh of net electricity production

for about 20% of the world total (see Fig. 15.1). This contribution is projected to

reach 8.4 trillion kWh in 2030 or about 25% of the world total corresponding to

a total natural gas consumption of 55.5 trillion ft3 (i.e., 35% of total world

production of 158.6 trillion ft3). Using the calculation above as a rough guide,

this translates into an average natural gas–fired power plant thermal efficiency of

56.4%. The natural gas reserves of the world are estimated at about 6,186 trillion ft3

with top 20 countries contributing nearly 90% of it (see Fig. 15.2). When one

considers the uncertainty in the cited projections, it appears safe to say that there are

ample deposits of natural gas to sustain electric power production well into the

twenty-first century.

As mentioned in the beginning, natural gas is a superior fossil fuel in terms of

emissions and pollutants vis-à-vis other fossil fuels, i.e., coal and oil. This is not to

say that natural gas is totally harmless, especially when one considers the emissions

of CO2 – the most abundant anthropogenic greenhouse gas in the atmosphere and,

as such, the main culprit suspected in driving global warming. A modern gas

turbine combustor generates 2.75 lbs of CO2 per lb of natural gas burned. In

other useful relative terms, this is approximately 129,000 lb (58,500 kg) of CO2
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per billion Btu (1.06 million MJ) of energy input or 1,125 lb/MWh generated by

a gas turbine (GT) in simple cycle configuration (cf., 750 lb in combined cycle

configuration). Since not all power generation equipment performs at today’s

higher efficiency level, real averages would be higher, e.g., 1,300 and 800 for

simple and combined cycles, respectively. For the projected natural gas–based

electric power generation in 2030 cited above, at a rate of 1,300 lb/MWh, this

translates into 5 billion metric tons of CO2 released into earth’s atmosphere. (In

order to get an idea about the magnitude of this number, consider that the estimated

weight of carbon dioxide in the atmosphere was about 2,163 billion metric tons

before the industrial revolution.) This is approximately half of the total 2030

projection of CO2 emission from natural gas combustion, which itself is about

20% of the 42.3 billion metric tons for all fossil fuels.

While an important contributor to the greenhouse effect, natural gas is extremely

advantageous from the perspective of two other significant combustion-related

pollution phenomena, i.e., smog and acid rain. Smog (whose primary constituent

is ozone) is formed by a chemical reaction of carbon monoxide, nitrogen oxides,

volatile organic compounds, and heat from sunlight [5]. Acid rain is formed when

sulfur dioxide and nitrogen oxides react with water vapor and other chemicals in the

presence of sunlight to form various acidic compounds in the air [5]. Natural gas

combustion products are virtually free of the two main culprits contributing to these

severe pollution problems, namely, sulfur oxides (SOx) and particulate matter, and

they have 80% less NOx than products of coal combustion.
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In general (notwithstanding some future fuel cell designs discussed later), the

most efficient means to utilize natural gas as a fossil fuel in electric power genera-

tion is to burn it in internal combustion (IC) engines. The two most widely used IC

engines in electric power generation are gas turbine and reciprocating internal

combustion or diesel engine. (Note that the term diesel in this context refers to

the thermodynamic cycle of the compression-ignition (CI) IC engine and not the

fuel.) While possible in theory, natural gas is not used with external combustion

technology (e.g., boiler and steam turbine plants) due to the pronounced superiority

of the IC engines in efficiency, emissions, power density (i.e., favorable cost vs. size

trade-off) and operational flexibility.

Modern gas turbines are large air-breathing turbomachines with extremely large

power output. For example, consider a 50-Hz (3,000 rpm) 300+ MW net power

output unit as listed in a 2008 trade publication [6]. This machine ingests air at ISO

conditions (15�C and 1 atm at 60% relative humidity) at a rate of nearly 1,550 lb/

s (705 kg/s), compresses it to a pressure that is 18 times that of the ambient and

combusts it with about 35 lb/s (16 kg/s) of natural gas (100% CH4) generating

312 MW net electric power for a net thermal efficiency of 39.3%. At the inlet to

the expander section of the gas turbine, where they produce useful shaft work,

the combustion products are at nearly 1,500�C (2,732�F). This is well above the

melting point of the most advanced superalloy materials that are used in the

manufacture of turbine expander components. In order to ensure the survival of

the turbine parts under those extreme conditions for thousands of hours of continu-

ous operation, nickel-based superalloy components are protected by thermal barrier

coatings (TBC) and internally cooled by using the “cold” air extracted from the

turbine compressor. (Consider that without cooling and TBC, the first stage vanes

of a modern GT would survive barely ten seconds before melting away.) Utilizing

those and other technologies, some of which are adopted from the advanced

military and civilian aircraft engine–related research and development, land-

based heavy-duty industrial gas turbines are true marvels of human engineering.

Diesel or compression-ignition IC engines are no slouches themselves. In fact, the

efficiency of a tri-fuel (one that can burn natural gas, light and heavy fuel oils) unit

rated at nearly 17 MW net electric output is 47.3% on an LHV basis when operating

with natural gas fuel [7]. They are eminently suitable to landfill, biogas, and coal mine

gas applications. They are at a disadvantage because of their relatively low power

density and cost. The sample multifuel diesel engine cited above has a power density

of 0.05 kW/kg of engine weight or 215 kW/m2 of engine footprint. These numbers

compare very unfavorably to the power density of a heavy-duty industrial gas turbine.

For a typical advanced machine with the performance similar to the sample cited

above, the power density is about 0.8 kW/kg of engine weight or about 3,000 kW or

more perm2 of engine footprint. In order to appreciate the power density of aGTvis-à-

vis renewable energy–based systems, consider that the power density of typical wind

and solar radiation are 0.4–0.8 (depending on altitude and speed) and 1.4 kW/m2,

respectively [8]. One would need hundreds of acres of wind turbine farms or solar

collector fields to replace a single advanced F-Class gas turbine. This gross disparity in

the power density of the two IC engine technologies is reflected in the annual unit
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order numbers displayed in Fig. 15.3. In terms of the numbers of units ordered in

2005–2006 [9], reciprocating IC engines dominate (nearly 2,700 units vs. 666 for gas

turbines) but the significant bulk of the orders are for units rated at 3.5 MW or less. In

terms of the total MW rating of the orders, all dual-fuel and natural gas diesel engines

add up to 4.4 GW as opposed to more than 40 GW for all gas turbines.

At this point, it should be fairly obvious that a treatise on the subject of electric

power generation using natural gas is essentially a treatise on modern land-based or

heavy-duty industrial gas turbines. This is especially true for the past and the present of

the technology. The future of electric power generation using natural gas as a fuel

source might have a place for the fuel cell technology (with or without gas turbines).

Ongoing research activities include solid oxide (SOFC), molten carbonate (MCFC),

and polymer electrolyte (PEFC) technologies. Fromwhere one stands today, the most

promising use for these technologies seems to be found in the fields of transportation

and portable power. With the exception of distributed power generation, in which

small-scale (1–500 kW) units power individual residences, office buildings, etc., the

prospect of fuel cell–based technologies to replace internal combustion engines and

specifically gas turbines as large-scale base load power-generating units in the near

term, especially in a cost-effective manner, is practically nil.
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A Brief History of Natural Gas

Natural gas has been around for quite a while. In China, nearly 2,500 years ago,

early innovators used natural gas escaping naturally from the ground to light their

temples and heat brine for distillation. Bamboo sections, split lengthwise, were

glued together, and bound with twine, allowing the gas to be transported. In the

early seventeenth century, French explorers near Lake Erie reported seeing natives

burning gas naturally seeping from the ground. The first industrial use of natural gas

can be traced back to England in the late eighteenth century when gas produced

from coal was used to light houses and streets. In the USA, the first natural gas well

was dug in 1821 in Fredonia, NY, four decades before Colonel Drake hit upon oil

and gas at a depth of 69 feet in Lake Erie, PA. The well, dug by William Hart, was

27 ft deep in a creek bed. The extracted gas was transported through hollow log

pipes to Fredonia for use in street lamps. Throughout most of the nineteenth

century, natural gas was used almost exclusively for the same purpose, i.e., lighting.

Following the invention of the Bunsen burner in 1885, natural gas also presented

households with a more convenient means of cooking and heating. The main

impediment to a wider utilization of natural gas was the lack of a transportation

mechanism. The primary method, still in use today, is through an underground

pipeline. While the first significantly long pipeline was constructed in 1891 (120

miles long between central Indiana and Chicago), it was only after World War II

when technology advances made construction of longer and more reliable pipelines

feasible. Until that time, natural gas was either allowed to vent into the atmosphere

(intentionally or unintentionally) or burned in flares (as a by-product of coal mining

and oil exploration) or just left in the ground when found alone. In fact, when the

first astronauts looked at earth from the orbit, the most prominent sights on the

earth’s surface were the flares from the oil fields in Middle East and Africa. Even

now about 150 million m3 of natural gas, roughly equivalent to annual US residen-

tial consumption, is flared to the atmosphere. The contribution of the flared natural

gas (NG) to global GHG emissions is about 400 million metric tons, equivalent to

nearly one third of the annual US car exhaust emissions.

Today natural gas is used for much more than street lighting or household

cooking. In fact, residential use of natural gas accounts for only a fifth of the total

US consumption, with more than 60% used by the industrial sector including

electric power generation. Until the end of 1980s, high-efficiency fossil fuel

(mainly coal) firing or nuclear-powered steam turbine–based power plants supplied

the base load electric generation capacity (6,000–8,000 h/year). When newly

designed high-efficiency steam plants entered the service, older less-efficient

units were relegated to intermediate duty operation (e.g., 4,000 h/year). Early

generation, low-efficiency gas turbines, along with old steam plants and hydro

pumped-storage plants, were largely limited to short-duration, peak-shaving-type

operations. Due to changing economic parameters, introduction of protective envi-

ronmental regulations, and major technological advances in gas turbine technology,

starting in mid-1980s and early 1990s, natural gas became the fuel of choice for
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new power plants. The steady increase in coal-fired steam plant efficiencies leveled

off at the low 40% range, whereas new “F-Class” gas turbines with high firing

temperatures, almost exclusively in combined cycle configuration, opened the door

for thermal efficiencies easily exceeding 50% and even pushing for 60%. Recently,

especially during the so-called energy boom of early 2000s, a large fraction of new

capacity addition in the USA has been in natural gas–fired units, e.g., nearly 95% or

22 GW in 2000. Since then, this rate has tapered off significantly. Natural gas–fired

power plant capacity addition in terms of construction starts totaled about the same,

i.e., 22 GW, in the years 2005–2007 [10]. Scheduled construction start is about

9 GW for 2010, about the same as in 2009 but lower than the peak year of 2008 with

nearly 12 GW. As pointed out earlier, natural gas is projected to be the fastest

growing fuel for worldwide electric power generation. Thus, the pace of construc-

tion and commissioning of plants burning natural gas might be expected to pick up

again. Construction of natural gas–fired power plants scheduled to start between

2011 and 2015 was estimated to be 44.5 GW [10]. Even though some projects will

undoubtedly be cancelled or postponed, this is a strong positive sign for the future

role of natural gas in electric power production.

The driver of the ascendancy of natural gas as the star of fossil fuels is the gas

turbine, which also plays a key role in its transportation and distribution via huge

pipeline networks. Heavy-duty industrial and/or aeroderivative gas turbines drive

the large centrifugal gas compressors, which increase the pressure of natural gas up

to 1,500 psia (�100 bar). In most cases, these gas turbines burn the natural gas

taken from the pipeline. Additional compressor stations, placed at regular intervals

along the hundreds of miles long pipelines, maintain line pressures reduced via

friction between pipe and gas, which can reach flow velocities up to 40 km/h.

A Brief History of Gas Turbine

When lieutenant colonel Heinz Bär died in a civilian aircraft accident in 1956 in

(then) West Germany, he was the world’s leading jet fighter ace with 16 victories to

his credit. Some five decades after his death and more than six decades after his last

aerial exploits, he is still unrivaled. The machine that enabled Bär to permanently

enter the annals of military history was the world’s first mass production jet fighter,

the Messerschmitt Me-262. It was powered, remarked another famous German

fighter pilot, “as if pushed by angels” – actually two 1984-lb thrust Jumo-004 gas

turbine jet engines.

Developed under the leadership of Franz Anselm, the Jumo-004 was essentially

the engine that opened up the jet age. Quite naturally, Dr. Anselm did not conceive

Jumo-004 in a vacuum. Paraphrasing Sir Isaac Newton, he was standing on the

shoulders of giants such as Sir Frank Whittle and Hans von Ohain, who are widely

recognized as the pioneers of modern turbojet engine. Sir Frank and Dr. Ohain

themselves almost certainly acknowledged early inventors such as Barber (first GT
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patent in 1791), Stolze (first GT to be built and tried in 1900–1904), Holzwarth, and

others, who showed them the path to the ultimate gas turbine engine design through

their patents on air and steam turbines.

It is futile to attempt to plot a straight historical line from Hero’s turbine (which

had no purpose other than entropy generation) to today’s modern 2,600�F firing

temperature class steam-cooled H-System™. Countless inventors laid down the

building blocks that eventually led to the modern gas turbine engine. For an

excellent short history of turbomachinery in general and gas turbines in particular,

the reader should consult the relevant chapter in Wilson and Korakianitis [11], who

highlight the contributions of lesser known (unfairly) inventors such Aegidius

Elling and George Jendrassik. Another good narrative with an emphasis on

turbojets and German research and development can be found in Hans von Ohain’s

foreword to Mattingly’s book on gas turbine propulsion [12]. For a detailed look at

turbojet development activities of Sir Frank Whittle and Hans von Ohain in their

respective countries, three articles by Meher-Homji can be consulted [13–15].

Quite obviously, wars or the prewar atmosphere of the western world in the first

half of the last century pushed the development of gas turbines primarily as a military

aircraft propulsion device. Starting in the late 1940s and early 1950s, engineers in

USA and UK managed to derive robust, land-based power generation and, later,

marine propulsion engines from these aircraft designs. Claire Soares essentially

came to the conclusion that the involvement of somany people from somany different

countries with immense pride in their work led to selective “histories” favoring

selected milestones [16]. Her brief summary can be consulted for alternate takes on

the development history of gas turbines. For a history of Siemens gas turbine devel-

opment, a good resource is the paper by Leiste [17]. For a US perspective with an

emphasis on GE, the reader should consult Miller and Nemec [18] and Brandt [19].

The paper describing the design and development of the GEMS7001F gas turbine by

Brandt [20] is a good reference laying out all design aspects of a modern gas turbine

and the trade-offs that are unavoidable in bringing a feasible product into the market.

Even though the development of the modern gas turbine was primarily driven by

military and, to a lesser extent, civilian aircraft propulsion considerations, the

introduction of stationary (land-based) units dedicated to power production did

not lag too far behind. In fact, Aurel Stodola credited Hans Holzwarth with “having

built the first economically practical gas turbine [21].” Holzwarth built several

types of his “explosion” turbine in the first quarter of the twentieth century.

Holzwarth’s turbine was, strictly speaking, a hybrid construction combining the

spark-ignition (constant volume) combustion process of an Otto cycle with the axial

expansion process of a Brayton cycle. Stodola calculated a thermal efficiency of

25.6% for the test of a 1,500-rpm experimental turbine in Mühlheim–Ruhr in 1919

[21]. Burning a gas with 434 Btu/ft3 heating value the turbine produced about

725 kW. Air and fuel gas was compressed by steam turbine–driven compressors

and sequentially injected into the explosion chamber (gas first) at about 30 psia.

Stodola reports an average maximum explosion pressure of 160 psia. The combus-

tion products expanded through a two-stage velocity-compounded turbine. Exhaust

gas at about 800�F was recovered in an exhaust heat boiler. In that sense, this unit
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could be considered the first combined cycle. Holzwarth designed and developed

several different variants of his turbine between 1907 and 1928. From 1928 on,

Brown Boveri Company (BBC) took over the development of Holzwarth turbine

and in 1933 installed a blast-furnace gas (BFG)–fired unit in a German steel mill,

which was destroyed during World War II.

It is generally accepted that the first commercial stationary gas turbine for

electric power generation was erected in Neuchâtel, Switzerland, by the former

BBC in 1939, 3 years before the first flight of Me-262 powered by Jumo-004. This

fuel oil burning 4 MW machine, primarily used for stand-by and peaking duties,

was operational for nearly 70 years (see Fig. 15.4). The combustion chamber was

derived from the turbocharged Velox boiler, which itself resulted from the BBC

work done on the Holzwarth turbine. The BBC turbine was tested under the

supervision of Aurel Stodola, who reported an overall thermal efficiency of

17.4%, which is less than half of the efficiency of today’s advanced F-Class

machines [22]. This machine was designated by the ASME as a Historic Mechani-
cal Engineering Landmark in 1988.

The first gas turbine installed in an electric utility in the USA (Oklahoma Gas &

Electric, Belle Isle Station, Oklahoma) was a 3.5 MW GE Frame 3 unit that entered

service in 1949. In addition to generating power, the exhaust gas of this gas turbinewas

utilized to heat the feed water of a conventional steam plant. In other words, the first

US electric utility gas turbinewas in a “combined” cycle configuration [23]. In fact the

combined cycle concept goes back to Emmet’s mercury-vapor process (1925) [24].

For a brief history of the CC power plants and pertinent references, the reader should

consult the 1994 Calvin Winsor Rice Lecture by Sir John Horlock [24].

One can look at the technology history of the land-based gas turbine and

combined cycle power plants for electric power production in four generations:

1. Generation 1 (1949–1968)

(a) Smaller than 30 MW GTs (Frames 3 and 5)

(b) Firing temperatures 1,500–1,800�F
(c) For repowering and cogeneration

2. Generation 2 (1968–1990)

(a) B and E Technology GTs (50–120 MW)

Compressor

Combustor

Generator

Starter

Turbine

Fig. 15.4 Schematic diagram of Brown Boveri Co.’s Neuchâtel gas turbine (1939)
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(b) Firing temperatures �2,000�F
(c) NOx emission control using GT water/steam injection or SCRs

(d) Non-reheat steam cycles

3. Generation 3 (1990–1998)

(a) F Technology GTs (75–260 MW)

(b) Three air-cooled turbine stages

(c) Firing temperatures �2,400�F
(d) Performance fuel heating (365�F)
(e) DLN combustion system for NOx control

(f) Three-pressure, reheat (3PRH) steam cycles

4. Generation 4 (1998–present)

(a) H technology GTs (400+ MW in CC)

(b) Closed-loop steam cooling (CL-SC) of the first two turbine stages (both

stator and rotor); four turbine stages

(c) Cooling of cooling air (CAC) for turbine wheel spaces and subsequent stages

via a heat exchanger (a kettle reboiler) that generates IP steam to be used in

the bottoming cycle

(d) Active clearance control (compressor and turbine)

(e) Firing temperatures �2,600�F
(f) Performance fuel heating (400+�F)
(g) DLN combustion system for NOx control

(h) Three-pressure, reheat (3PRH) steam cycle integrated with the GT Brayton

cycle

The historical advances in GT firing temperature and CC efficiency is

summarized in Fig. 15.5. The data illustrates the significant advance in the thermal

efficiency of the GT combined cycle power plants, to the tune of nearly 15

percentage points, which is mainly driven by advances in materials, coatings, and

cooling techniques that pushed the firing temperatures by almost 800�F (�450�C).
In the following chapters, the reader is introduced to the basic thermodynamic

principles that govern the performance of natural gas–burning gas turbine power

plants. In addition, also provided is a brief overview of state-of-the-art gas turbine

power plants, key economic criteria, and operability considerations. Finally, the

future directions in gas turbine–based electric power generation systems are briefly

elaborated upon.

Gas Turbine Power Plants

Gas turbine in itself or as a key component of a larger power generation system is

a subject that can only be covered in dedicated books. Such books do exist and

several selected treatises on the subject, which in the opinion of the authors reflect
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the best available published work in the field, are listed among the bibliography

references. The coverage of the subject in the limited space allotted to the current

chapter aims to provide the reader with the fundamental thermodynamic

considerations that lead from the Carnot cycle to the present-day advanced gas

turbine in a logically coherent manner. There is a reason that the gas turbine

combined cycle plant is the most efficient heat engine that is commercially avail-

able today and, most likely, in the foreseeable future. That reason is embedded in

the laws of thermodynamics. Understanding this will enable someone with a basic

knowledge of key engineering concepts to grasp the gas turbine design principles and

carry out nearly all calculations using simple formulas and a few technology charts.

Furthermore, this will also enable the reader to critically evaluate new developments

and claims to future improvements in electric power generation systems that employ

turbomachines and utilize fossil fuels such as natural gas.

As Descartes wrote in his Discourse on Method “one cannot conceive anything

so strange and so implausible that it has not already been said by one philosopher or

another.” As such, in relation to the treatment of the subject in the paragraphs

below, a claim of pure originality would be absurd. Nevertheless, the material is

wholly original in the sense that key concepts are developed in a unique manner

along with all pertinent formulas, representative design parameters and technology

curves so that it forms a coherent and compact reference to be used in basic

engineering analysis of gas turbine combined cycles. Even then, it must be pointed

out that a similar treatment can be found in the excellent brief chapter on gas

turbines written by Haselbacher cited in Ref. [26]. Another valuable short reference
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incorporating the basic fundamental considerations is cited in Ref. [24]. The

treatment herein focuses on land-based heavy-duty industrial gas turbines. For

a brief introduction to thermodynamic and economic considerations pertaining to

aeroderivative gas turbines and pertinent references, the reader should consult

Horlock [27].

Basic Thermodynamics

Gas turbine is a relatively simple turbomachine comprising three key components:

Compressor, combustor, and expander (Fig. 15.6). The last one is commonly

referred to as a turbine. The compressor and expander are connected through

a common shaft. The operation of a gas turbine is described by a thermodynamic

cycle comprising four processes: compression, heat addition or combustion, expan-

sion, and heat rejection. A gas turbine can also be classified as an internal combus-

tion engine (just like a car engine), in which the compressed working fluid, i.e., air,

mixes with fuel, and the products of the ensuing chemical reaction (i.e., combus-

tion) expand through the turbine. In land-based electric power generation

applications, part of the useful mechanical or shaft work, produced by the

expanding combustion products (approximately 50% of the total) is consumed by

the compressor. The remainder is converted into electric power in a synchronous

alternating current (ac) generator, which is connected to the same shaft as the gas

turbine. In aircraft propulsion applications, the entire shaft work generated in the

turbine is utilized to drive the engine compressor and fan. The thermal energy in

Can-annular,
Reverse-Flow
Combustion

18-stage Axial
Compressor

3-stage Axial
Turbine

Exhaust
Diffuser

Fig. 15.6 Modern heavy-duty industrial gas turbine (Courtesy: GE Energy)
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the exhaust gas is converted into kinetic energy in the exhaust nozzle, which

generates the net engine thrust.

The thermodynamic cycle that describes the gas turbine operation is the Brayton
cycle. For simple analytical calculations, which can be found in elementary textbooks

on thermodynamics, the ideal or air-standard Brayton cycle is used. The classical

(and, from an engineering perspective, the most logical) representation of the air-

standard Brayton cycle is on a temperature–entropy or T-s surface as illustrated in

Fig. 15.7. The key assumptions in air-standard cycle analysis are:

1. The working fluid is air, which is a calorically perfect gas (i.e., cp = constant).

2. Isentropic (i.e., adiabatic and reversible) compression and expansion.

3. Constant pressure heat addition and heat rejection.

The two key nondimensional performance metrics for a gas turbine are specific

net power output and thermal efficiency:

w ¼
_Wnet

_m � cp � T1 (15.1)

� ¼
_Wnet

_Qin

(15.2)

The net power output is the difference between the compressor power consump-

tion and the expander power production. In graphical terms, it is exactly equal to the

area encompassed by the cycle 1-2-3-4-1 on the T-s diagram in Fig. 15.7. Each

component’s power can be calculated by the application of the first law of thermo-
dynamics for steady-state steady-flow (SSSF) successively to their respective

control volumes:

_Wcomp ¼ _m � cp � T1 � T2ð Þ (15.3)

_Wturb ¼ _m � cp � T3 � T4ð Þ (15.4)

_Wnet ¼ _Wturb þ _Wcomp (15.5)

From Fig. 15.7 and (Eqs. 15.3 and 15.4) one can easily see that the compressor

power consumption is a negative number (i.e., work done on the control volume)

and expander power generation is a positive number (i.e., work done by the control
volume). Application of the first law for SSSF to the heat addition and heat rejection

processes, one gets

_Qin ¼ _m � cp � T3 � T2ð Þ (15.6)

_Qout ¼ _m � cp � T1 � T4ð Þ (15.7)
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From Fig. 15.7 and (Eqs. 15.6 and 15.7), the heat input to the cycle is a positive
number (i.e., heat supplied to the control volume) and heat rejection from the cycle

is a negative number (i.e., heat taken from the control volume).

In addition to the first law of thermodynamics for a SSSF process (or control

volume analysis), there is one more key thermodynamic relationship that forms the

heart of the GT Brayton cycle calculations: pressure–temperature ratio for an

isentropic process:

T2
T1

¼ p2
p1

� �g�1
g

(15.8)

where g is the ratio of constant pressure and constant volume-specific heats.

Combining (Eqs.15.1–15.7), in nondimensional terms and applying the isentropic

formula in Eq. (15.8) to compression and expansion processes, one ends up with the

following two expressions:

w ¼ pk � 1
� � � t3

pk
� 1

� �
(15.9)

� ¼ 1� 1

pk
(15.10)
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Fig. 15.7 Temperature–entropy diagram of gas turbine Brayton cycle
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where p = p2/p1 is the cycle pressure ratio, t3 is the cycle maximum temperature

(nondimensionalized via division by T1) and k is the isentropic exponent, g� 1 g= .

The two simple formulas, Eqs. (15.9) and (15.10), which are strictly valid only for

an ideal air-standard cycle, illustrate almost all of the key facts concerning gas

turbine performance:

1. Gas turbine or Brayton cycle performance is controlled by two parameters:

Cycle pressure ratio, p, and maximum cycle temperature, t3.
2. Cycle efficiency is a function of cycle pressure ratio only; higher cycle pressure

leads to higher cycle efficiency.

3. Higher cycle temperature leads to higher cycle specific output.

4. Higher cycle pressure ratio, beyond a certain value, is detrimental to cycle specific

output (i.e., @2w
@p2 < 0 and p =

ffiffiffiffiffi
t32k

p
for ∂w/∂p = 0).

These observations are also borne out qualitatively by a close examination of

the cycle T-s diagram in Fig. 15.7. As the heat addition isobar moves upward (i.e.,

higher cycle pressure ratio, p) one can visually verify that the area encompassed by the

cycle, 1-2-3-4-1, becomes smaller until, in the limit, it becomes zero. Equation (10)

numerically implies that, in the limit when p is sufficiently high, the cycle efficiency

will approach 100%, or,Z! 100%asp!1. This, of course, is impossible, because,

as dictated by the second law of thermodynamics, the maximum theoretical efficiency

attainable by any cycle is given by the Carnot cycle efficiency. The Carnot cycle

is a hypothetical power cycle that is represented by two isentropic processes, i.e.,

compression and expansion; and two isothermal processes, i.e., heat addition and heat

rejection. Graphically, it is the rectangle enveloping the Brayton cycle, which is

bounded by T1 and T3 isotherms and s1 and s3 isentropes.
For the cycle in Fig. 15.7, one can easily visualize the limit of p!1 as T3 stays

constant. In the limiting case, one will end up with a Brayton cycle that is

a rectangle with �0 area (i.e., zero specific output) and heat addition and rejection

at constant temperatures T3 and T1, respectively, which essentially defines a Carnot
cycle with the efficiency

� ¼ 1� T1
T3

(15.11)

Comparing with Eq. (15.10), for a cycle maximum temperature of T3 = 1,500�C
and g = 1.4, this would correspond to a cycle pressure ratio of p = 577 and cycle

efficiency Z = 87.4%. In other words, as dictated by the second law of thermody-

namics, the maximum theoretical cycle efficiency that is attainable by a gas turbine

with a “firing temperature” of 1,500�C is 87.4%. Clearly a cycle pressure ratio of

577 is of little practical interest. For the modern heavy-duty industrial gas turbines,

the typical value of p is about 18. What does the second law say about a gas turbine

for a cycle maximum temperature of T3 = 1,500�C and p = 18? In order to find that
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out, consider the isobaric heat addition process 2 ! 3 in Fig. 15.7. For a reversible

and isobaric process, the modified Gibbs equation is

h3 � h2 ¼
ð3
2

T � ds (15.12)

One can imagine an (hypothetical) isothermal process that takes place at a constant

temperature, whose value lies between T3 and T2, and has the same entropy as the

actual end states 2 and 3. This process would have exactly the same numerical value

of heat addition as the original process, i.e., h3– h2, per unit mass. For that process,

Eq. (15.12) can be rewritten as

h3 � h2 ¼ �TH � s3 � s2ð Þ (15.13)

Using the calorically perfect gas relationships, the mean-effective heat addition
temperature can be found from Eq. (15.13) as

�TH ¼ T3 � T2

ln T3
T2

� � (15.14)

Using the same logic, themean-effective heat rejection temperature is calculated as

�TL ¼ T4 � T1

ln T4
T1

� � (15.15)

These two mean-effective temperatures are graphically depicted in Fig. 15.8.

Thus, qualitatively any thermodynamic cycle in general, and the Brayton cycle in

particular, 1-2-3-4 in Fig. 15.8, can be represented by its Carnot-equivalent cycle,
10-20-30-40, with mean-effective (constant) heat addition and heat rejection

temperatures that are given by Eqs. (15.14 and 15.15). The efficiency of that

cycle would be given by the well-known relationship for the Carnot efficiency, i.e.,

� ¼ 1�
�TL

�TH

(15.16)

For an ideal air-standard Brayton cycle, one can show that Eq. (15.16) is the

same as Eq. (15.10). Thus, for any gas turbine with a cycle pressure ratio of 18,

the maximum theoretical efficiency is 56.2%. Using Eqs. (15.8), (15.14), and

(15.15), this would be the efficiency of a Carnot cycle with isothermal heat addition

and heat rejection at 852�C and 219�C, respectively. It is interesting to note that,

changing the cycle maximum temperature from 1,500�C to 1,400�C would change

these temperatures to 814�C and 203�C, respectively, but would not change the

cycle efficiency, i.e., 56.2%, which is only a function of p. This is in contrast to the
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performance trend of the “real” gas turbines, whose thermal efficiency does indeed

increase with increasing cycle maximum or firing temperature. Why this is so will

be understood below.

One key observation from Fig. 15.8 is the large thermal efficiency gap between the

ultimate Carnot efficiency given by Eq. (15.11) and the maximum theoretical entitle-

ment level as dictated by the second law, Eq. (115.0) or Eq. (15.16), which is nearly 30

percentage points. Graphically, this gap is represented by the two triangular areas in

Fig. 15.8:

1. The upper triangular area 2-2c-3-2, which is equal to the rectangular area 20-2c-
3-30-20, and represents the heat addition (i.e., combustion) irreversibility

2. The lower triangular area 1-4-4c-1, which is equal to the rectangular area 1-10-40-
4c-1, and represents the irreversibility and exergy loss via heat rejection to a heat

sink

In terms of cycle temperatures, the upper triangular area is quantified by the gap

between the cycle maximum temperature, T3, and the mean-effective heat addition

temperature �TH. Similarly, the lower triangular area is quantifiedby the gapbetween the

cycle minimum or ambient temperature, T1, and the mean-effective heat rejection

temperature �TL . The latter mechanism of “lost work” associated with heat rejection

also points the way to the gas and steam turbine combined cycle power plant concept.

This will be explored in some more detail later in the discussion.

The real gas turbine Brayton cycle differs from the ideal, air-standard cycle in

the following respects:

1. Non-isentropic compression and expansion (represented by component

polytropic or isentropic efficiencies)

2. Pressure losses during heat addition and heat rejection
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P1 = P4

P2 =
 P3

s3 = s4
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S
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32c
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Fig. 15.8 Temperature–entropy diagrams of gas turbine Brayton cycle and its

“Carnot equivalent”
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3. Real gas effects (represented by a suitable equation of state)

4. Change in working fluid composition and properties downstream of combustion

process

These nonidealities can be easily incorporated into the simple equations above

via polytropic component efficiencies, pressure loss factors, and real gas equation

of state. One can refer to one of the available textbooks on the subject for details,

e.g., Ref. [29]. For example, Eq. (15.9) can be rewritten as

w ¼ 1� p
ka
�c
c

� �
þ 1þ fð Þ � wg � t3 � 1� 1

p�t�kgt

 !
(15.17)

where pc and pt < pc are compressor and turbine pressure ratios, respectively, ka
and kg are isentropic exponents for air and combustion products, respectively, and

Zc and Zt are compressor and turbine polytropic efficiencies, respectively. The ratio

of the specific heats of combustion products and air is wg and f is the fuel–air mass

flow ratio. Heat addition can be found from the fuel consumption, i.e.,

_Qin ¼ _mf � LHV (15.18)

where LHV is the net or lower heating value of the fuel at the reference temperature,

Tref. The efficiency of the gas turbine is the ratio of Eqs. (15.17) and (15.18), i.e.,

� ¼
1� p

ka
�c
c

� �
þ 1þ fð Þ � wg � t3 � 1� 1

p
�t �kg
t

� �
f � ‘ (15.19)

where ℓ is the nondimensional fuel energy content, LHV cp;a � T1
	

. Note that for

clarity, mechanical and electric losses are omitted from Eqs. (15.17) and (15.19),

which represent the “shaft” performance. Typically quantified via mechanical and

generator efficiencies, Zm and Zg, respectively, these losses should be accounted for

the gas turbine generator’s net electric output. The fuel mass flow rate (as a fraction

of turbine airflow) that is requisite for a specified cycle maximum temperature is

given by

f ¼ wg � T3 � Trefð Þ � T2 � Trefð Þ
‘ � T1 þ wf � Tf � Tref

� �� wg � T3 � Trefð Þ (15.20)

where the second term in the denominator is the sensible fuel energy input and wf is
the ratio of the specific heats of fuel and air. Comparing Eq. (15.19) (along with Eq.

(15.20) that sets the denominator) with Eq. (15.10), one can easily observe that the

GT thermal efficiency, when accounting for the “real” cycle effects, is indeed

a function of t3. While it is difficult to discern the impact of t3 on Z just by looking

at Eqs. (15.19) and (15.20), a sample calculation can illustrate that as shown in

Fig. 15.9.
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Typical values that are reasonably accurate for gas turbines burning natural gas

fuel (assumed to be 100% CH4 or methane) are given below (adopted from Ref.

[29]) and used in the calculations that resulted in the curves depicted in Fig. 15.9:

LHV = 21,515 Btu/lb

cp,a = 0.24 Btu/lb-R (1.005 kJ/kg-K)

cp,g = 0.274 Btu/lb-R (1.148 kJ/kg-K) or wg = 1.1417

cp,f = 0.60 Btu/lb-R (2.5125 kJ/kg-K) or wf = 2.50

ga = 1.400

gg=1.333
Zc = 87.8%

Zt = 85%

Zm = 99%

Zg = 98.9%

ka = 0.2857

kg = 0.2498

Tref = 77�F (25�C)
ℓ = 172.728

Original equipment manufacturer (OEM) data for five 50-Hz (3,000 rpm) heavy-

duty industrial gas turbines from a recent trade publication [6] are given in Table 15.2.

For an actual gas turbine, the cycle maximum temperature T3 is equivalent to the
turbine inlet temperature (TIT) at the exit of the gas turbine combustor. Another

value that is frequently used in the industry is the “firing temperature,” which is the

temperature at the stage-1 blade row (rotor) inlet. This temperature, also known as

p = 22
(h = 58.2%)

p = 14
(h = 53.0%)

p = 18
(h = 56.2%)

4.0
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h

Fig. 15.9 Real Brayton cycle efficiency from Eqs. (15.19) and (15.20) as a function of cycle

pressure ratio (p) and maximum cycle temperature (t3). Also shown (in parentheses) are the ideal,
air-standard cycle efficiencies from Eq. (15.10)
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rotor inlet temperature (RIT) is the maximum temperature at which the combustion

products start producing useful expansion work. The difference between TIT and

RIT is about 250�F for modern air-cooled gas turbines and reflects the dilution

effect of the stage-1 nozzle and forward wheel space cooling flow. One other cycle

maximum temperature definition, favored by European OEMs, is the ISO-TIT,

which is a fictitious number as defined by ISO-2314 (typically �180�F lower than

RIT). Obviously, for an uncooled turbine all these definitions are the same.

Gas turbine efficiency as a function of PR is shown in Fig. 15.10. Specific output,

w, in the range covered by the turbines in Table 15.2 is 400–450 kJ/kg. Carbon

dioxide emissions are calculated from the airflow and fuel flow using chemical

reaction equations for 100% CH4 gaseous fuel assumption as 510 kg/h per MW of

output at 39% net efficiency. Each one percentage point improvement in efficiency

Table 15.2 OEM data for 50-Hz heavy-duty industrial gas turbines [6]. The maximum cycle

temperature, T3, values are estimated using the published output, efficiency, pressure ratio (PR),

and exhaust data with Eqs. (15.17–15.20)

T3 Exhaust

Turbine (�C) �F PR PRt Output (MW) Eff. (kg/s) �C
A 1,415 2,579 17.7 15.9 285.0 39.6% 690 572

B 1,443 2,629 17.0 13.5 255.6 36.9% 641 602

C 1,501 2,734 18.3 14.5 279.2 37.8% 655 629

D 1,435 2,616 18.2 16.3 292.0 39.8% 692 577

E 1,476 2,688 18.0 15.5 312.1 39.3% 720 597

Compressor Pressure Ratio

Max. Possible Eq. [10]
(Carnot Cycle)

Data from Table 2

From Eq. [19] with T3 = 1,454°C
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Fig. 15.10 Gas turbine efficiency from Eq. (15.19) as a function of compressor PR (Data is from

Ref. [6] and summarized in Table 15.2)
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is worth about 15 kg/h per MW reduction in CO2 emissions. This is equivalent to

27,000 metric tons for a 300 MW GT running at base load for 6,000 h/year.

Figure 15.10 shows that the gap between the current State of the Art (SOA) in

gas turbine technology and the maximum theoretical entitlement level, as dictated

by the second law, is more than 15 efficiency points. The GT efficiency – compres-

sor pressure ratio (PR) trend in Fig. 15.10 (via Eq. (15.19)) gives the impression

that, for a given cycle maximum temperature, the efficiency can be improved

indefinitely by increasing the PR. This is not true due to a key feature of modern

gas turbines that is very difficult to capture in simplified models such as Eqs.

(15.17–15.20): turbine hot gas path (HGP) component cooling via air extracted

from the compressor discharge and/or interstage locations. Since the early days of

GT development, the components exposed to the highest temperature environment

have been cooled with air drawn from the compressor. The Junkers Jumo-004 jet

engine of the German fighter plane Messerschmitt 262, which entered active service

in 1944 during the last stages of the World War II, was the first mass production

turbojet engine in the history with a turbine inlet temperature (TIT) of 1,427�F [13].

The hollow turbine blades (manufactured by folding flat sheets of 12% Cr alloy

called Cromadur) were cooled by air extracted from between the fourth and fifth

stages of the compressor and introduced to the blade through the holes drilled into

the disk. The cooling technology, although unchanged in basic principles, has

advanced greatly over the years with the introduction of complex serpentine

cooling passages, impingement, film, and transpiration cooling techniques; paced

by concurrent advances in superalloys (e.g., nickel-based directionally solidified

or single-crystal), manufacturing techniques (e.g., investment casting), oxidation/

corrosion (e.g., MCrAlY), and thermal barrier (e.g., yttria-stabilized zirconia, YSZ)

coatings. This development supported the advances in TIT, which nearly doubled

the standard set by Jumo-004 over the course of the next 50 years (e.g., see

Fig. 15.11 that uses data from Cumpsty [30]). A good overview of the current

SOA in advanced GT materials and coatings can be found in Ref. [31].

An alternative to open loop air-cooling (OL-AC) has recently been commer-

cially introduced at the 480-MW Baglan Bay 109H CC power plant in Wales [32].

This machine employs closed-loop steam cooling (CL-SC) for the majority of the

turbine HGP components (the first two stages of the four-stage turbine, to be exact).

A “lighter” version of the H-System™ is the G-Class turbine with steam cooling

limited to the stationary parts upstream of the turbine HGP [33].

A structural refinement to the basic GT Brayton cycle is the inclusion of a second

“reheat” combustor within the turbine expansion. Reheat, or sequential combustion
as it is referred to by the OEM that successfully commercialized the technology

increases the mean-effective cycle heat addition temperature and reduces the

combustion irreversibility [34] (the upper triangular area 2-2c-3-2 in Fig. 15.3).

From a fundamental thermodynamic perspective, lower combustion losses give the

GT cycle with reheat combustion a higher performance entitlement than a cycle

without it. Similarly, there is no doubt that closed-loop (external) cooling is

superior to open-loop (internal) cooling but the exact magnitude of that advantage

in real machines is difficult to quantify. Chiesa and Macchi [35] quantified the
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advantages of OL-AC (with and without reheat combustion) and CL-SC

technologies via detailed calculations. Using OEM data from GE’s 7FB, Siemens

V94.3A (now SGT5-4000F), Alstom’s GT-26, and MHI’s M701G units for cali-

bration, they have developed very detailed cooled GT models and evaluated the CC

performances. Their findings are summarized in Table 15.3, which shows that CL-

SC has an advantage of �1.8 points (%) in net ZCC over OL-AC.

A realistic assessment of the gas turbine requires some means to incorporate the

cooling penalty into the GT calculations. Cooled turbine expansion models, no

matter how much simplified, involve a rather cumbersome system of equations

amenable only to a numerical solution. In the open literature, there are numerous
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Fig. 15.11 Turbine RIT and bucket alloy capability history [30]. One can add �250�F to RIT to

get a rough idea about TIT of the advanced F-Class units. The shaded region designates the

melting point of nickel-based superalloys

Table 15.3 Comparison of CC performances based on four major GT technologies [35]: Air-

cooled (OL-AC), air-cooled reheat (OL-AC+SC), steam-cooled (CL-SC), and steam-cooled reheat

(CL-SC+SC)

OL-AC OL-AC+SC CL-SC CL-SC+SC

GT PR 20 30 23 30

HPT RIT (�C) N/A 1,290 N/A 1,430

HPT RIT (�F) N/A 2,354 N/A 2,606

RIT (�C) 1,430 1,430 1,430 1,430

RIT (�F) 2,606 2,606 2,606 2,606

Net �CC (%, points) Base +0.81 +1.77 +2.74
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published works that range from Holland and Thake [36] and several papers by

Elmasri [37–41] during 1980s to the more recent works of Horlock and coworkers

[42–45]. Young and Wilcock’s comprehensive study [45] and the similar treatment

in Ref. [35] incorporate detailed aerothermodynamic calculations. On the business

side, obviously not available for public consumption, OEMs have their own in-

house proprietary codes containing the field-proven knowledge (instead of theoret-

ical approximations) distilled from decades of experience in manufacturing and

testing gas turbines. The results from a more realistic GT calculation [46], which

includes the impact of turbine cooling with compressor extraction air, are shown in

Fig. 15.12.

Myriad alternate GT design variations have been proposed and entered the

literature, some to the extent that they are even covered in elementary textbooks;

e.g., compressor intercooling, regeneration (also referred to as recuperation),

a combination of both, steam injection (STIG) [47, 48], humid air turbine (HAT)

[49], chemical recuperation [50], and closed cycles [51] are among the most well

known. For a comprehensive look at those variants and their relative merits, as well

as references to the pertinent literature, one can consult the relevant sections in

Wilson and Korakianitis [11]. Intercooling and recuperation technologies have

been demonstrated successfully in aeroderivative gas turbines [52,53], whereas

the combination of both (ICR) has been incorporated into a ship-propulsion unit

[54]. Nevertheless, steam-cooled (G- or H-Class) and reheat machines are the only

two commercially proven and successful heavy-duty industrial variants of the basic

air-cooled GT, which are suitable to large-scale base load electric power generation.
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So far it has been demonstrated that increasing the compressor PR and/or TIT

(i.e., maximum cycle temperature) increases the GT efficiency and specific work.

The latter reaches a maximum before further increase in PR decreases it. Further-

more, increasing TIT is favorable to CC-specific work and CC efficiency. These

trends can be easily visualized and quantified by the ideal cycle diagrams shown in

Fig. 15.13.

The heat rejection “lost work” quantified by the lower triangular area 1-4-4c-1

suggests that a better approximation of the Carnot cycle can be achieved by

utilizing the heat source provided by the working fluid at the GT exhaust (i.e.,

state 4) in a second power generation cycle. At this point, the Rankine cycle

presents itself as the ideal choice due to two facts:

1. Good match with GT exhaust (on average about 600�C for SOA F-Class

machines) for steam generation at 125–165 bar

2. Constant temperature heat rejection (i.e., in the steam condenser) at

a temperature that is much closer to T1 than �TL

Earlier in the section, it was shown that the Brayton cycle efficiency is given by

the mean-effective cycle heat addition and rejection temperatures, �TH and �TL ,
respectively, e.g., Eq. (15.16). Increasing the cycle maximum pressure from p2 to

p2
0 increases the cycle efficiency by simultaneously increasing �TH and reducing �TL.

It is easy to see that the cycle-specific work, quantified by the area 1-2-3-4, would

go through a maximum before approaching zero at which point the cycle efficiency
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Fig. 15.13 Comparison of Brayton cycles with different PRs on a T-s diagram. Also illustrated is

the “combined” cycle concept, in which the Rankine “bottoming” cycle partially recovers the

Brayton “topping” cycle heat rejection “lost” work
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is the Carnot efficiency. The ultimately detrimental effect of continuously increas-

ing the Brayton “topping” cycle (BTC) PR on CC efficiency can also be seen from

Fig. 15.13. The maximum possible CC “bottoming” cycle work, limited by the

second law, is equal to the triangular area 1-4-4c-1, which can be shown to be

exactly equal to the GT exhaust gas exergy [55]. It is easy to visually appreciate the

steady reduction in this maximum with increasing PR (cf. 1-4-4c-1 and 1-40-40c-1).
The efficiency of the ideal Rankine bottoming cycle (RBC) is given by the equation

below:

�RBC ¼ 1� T1
�TL

(15.21)

where �TL is from Eq. (15.15). The formula in Eq. (15.21) clearly implies that this

particular ideal Rankine cycle would be equivalent to a Carnot engine operating

between the temperature reservoirs at �TL and T1. Furthermore, the product of

Eq. (15.21) and the total energy content of the GT exhaust _Qexh can be shown to

be exactly equal to the total exergy of the exhaust gas [55]. Exergy is a fluid

property that can be calculated using a suitable equation of state with two other

known properties (e.g., pressure and temperature) and the composition.

By looking at the cycle T-s diagram in Fig. 15.13, the ideal CC efficiency with

ideal Brayton and Rankine cycles can be deduced to depend on the ratio of the

mean-effective Brayton cycle heat addition temperature given by Eq. (14) and the

ambient temperature T1, i.e.,

�CC ¼ 1� ln t3
pk
� �

t3 � pk
(15.22)

Ignoring the miscellaneous topping and bottoming cycle losses and minor

inputs, a simplified version for the CC shaft efficiency can also be written as

�CC ¼ �BTC þ 1� �BTCð Þ � �RBC (15.23)

Taking the derivative of both sides with respect to the PR and setting the CC

efficiency derivative to zero for the maximum, one finds that (note that the RBC and

BTC efficiencies are approximately the same in magnitude)

@�BTC
@PR

� � @�RBC
@PR

(15.24)

This relationship states that the maximum Brayton–Rankine combined cycle

efficiency occurs at the point where the rate of increase of BTC efficiency with PR

is the same as the rate of decrease of the RBC efficiency. Using the ideal Brayton

cycle formulas, which can be found in any standard thermodynamics textbook such

as Ref. [28], the rate of increase of BTC efficiency with increasing PR is
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@�BTC
@PR

¼ g� 1

g
� PR1�2g

g (15.25)

From Eq. (15.21), once again using the ideal Brayton cycle relationships, the rate

of decrease of the RBC efficiency with increasing PR is found as

@�RBC
@PR

¼ g� 1

g
�

T1
�TL

� �
� T4

TL
� 1

� �
PR � ln T4

T1

� � (15.26)

Combining Eqs. (15.21–15.26) with g = 1.4 and T1 = 85�F (assuming RBC heat

rejection at 1.2 in. Hg or 41 mbar of steam condenser pressure) and solving them

numerically, the PR of the BTC for maximum CC efficiency can be plotted as

a function of T3 (see Fig. 15.14). Also plotted in Fig. 15.14 is the PR corresponding

to the maximum BTC specific work, p =
ffiffiffiffiffi
t32k

p
, with T1=59

�F. For comparison,

representative OEM data extracted from a recent trade publication [6] is also

shown. It is interesting to note the excellent agreement of the PR-TIT data of actual

production machines with values corresponding to maximum GT-specific power

output predicted using a rigorous cooled gas turbine model.

Using an uncooled quasi-ideal GT model with reasonable assumptions outlined

earlier in the section to take into account the real turbine losses, CC efficiencies

PR
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Max. GT Sp. Wk.
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2,100 2,200 2,300 2,400 2,500
Cycle Maximum Temperature, °F
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∂PR
∂ηBTC

∂ηRBC−
∂PR

Fig. 15.14 PR for maximum CC efficiency and maximum BTC specific work. Data points are

from Ref. [6]. Cycle maximum temperature or T3 values are from Table 15.2. The inset illustrates

the calculation of maximum ZCC point using Eqs. (15.24–15.26)
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corresponding to the parameters in Fig. 15.14 are calculated and plotted in Fig. 15.15.

The key takeaways from the plots in those figures are rather illuminating:

1. Actual OEM designs are at PR values somewhat lower than those for maximum

GT-specific output in an uncooled GT but coincide extremely well with the air-

cooled GT specific work line, in accordance with the earlier observation made by

Horlock [24].

2. This seems to be a reasonable choice from a cost perspective with �0.50

percentage points sacrifice in performance vis-à-vis the maximum ZCC that

has a �50% larger PR. In fact, the proximity of the two maxima is even closer

in the presence of turbine cooling so that this is a very reasonable trade-off

indeed.

3. 65% and 70% net CC efficiencies require uncooled turbines with TIT of 2,500�F
and 3,000�F, respectively.

OEM data for combined cycle performances based on five 50-Hz (3,000 rpm)

heavy-duty industrial gas turbines from a recent trade publication [6] (see

Table 15.2) are given in Table 15.4. The data is for two major combined cycle

configurations, which are labeled as 1� 1 (i.e., one GT and one ST) and 2� 1 (i.e.,

two GTs and one ST). Using the GT performance in Fig. 15.12 as a basis, CC

performance curves can be developed using the exergy-based bottoming cycle

calculations in Ref. [56] (see Fig. 15.16).

PR
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Fig. 15.15 Uncooled GT-based CC efficiencies (note that T3� TIT). The data (symbol D) is from
Table 15.4. The other data is from Ref. [35] for the SOA air-cooled GT (TIT=2,826�F). The inset
illustrates the calculation of maximum ZCC point using Eqs. (15.24)–(15.26) in the text. Compo-

nent polytropic efficiencies are assumed to be 92.5% and 90% for the compressor and turbine,

respectively
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Today’s SOA in CC performance with advanced gas turbines corresponds to

a range of 57% to �60% with TIT values in the range of 2,600–2,800�F. This is
a far cry from the theoretically possible values in the absence of turbine cooling as

shown in Fig. 15.15 (by about 10 percentage points). Sponsored by the DOE’s

National Energy Technology Laboratory (NETL), the Vision 21 program has a goal

to develop, by 2015, the core modules for a fleet of fuel-flexible, multiproduct energy

plants that boost power efficiencies to more than 60% (75% on an LHV basis for gas-

fueled plants), emit virtually no pollutants, and with carbon sequestration release

minimal or no carbon emissions. Lately, several published claims about the future of

the CC plant performance at the end of the first quarter of the twenty-first century

stated a goal of 65% with the possibility of over 70% with an air-cooled GT [57].

The uncooled GT–based CC efficiency curves and the current SOA data in Fig. 15.15

Table 15.4 OEM data for combined cycle performances (1�1 and 2�1) of 50-Hz heavy-duty

industrial gas turbines [6] (Gas turbine data is in Table 15.2)

Turbine

GT

1�1 2�1

ST CC ST CC

MW MW MW � (%) MW MW � (%)

A 285.0 141.0 415.1 57.9 282.0 830.2 57.9

B 255.6 141.8 390.8 56.7 289.2 786.9 57.1

C 279.2 157.9 412.9 58.0 315.3 825.4 58.0

D 292.0 144.7 423.0 58.4 290.3 848.0 58.5

E 312.1 157.3 459.0 59.5 317.7 921.1 59.7

500.0
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Fig. 15.16 “Real” combined cycle technology curves for different PR-RIT combinations. They

are based on the gas turbine technology curves in Fig. 15.12. (Also shown is data from Table 15.4

(as published in Ref. [6]))
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underline the significant hurdles to be overcome in terms of cooling flow reduction in

pace with increasing firing temperatures in order to achieve those goals. The gap

between the uncooled GT TIT (i.e., same as RIT) requirement for 65% ZCC and the

current material capability is nearly 800�F (�450�C). The current trend in superalloy
capabilities, considering the competing tendencies in strength (i.e., creep rupture and

fatigue limits) and corrosion resistance, does not seem to be likely to alleviate too

much of that [58]. A combination of advanced materials including ceramic matrix

composites, metal foams (to enable the upper limit of film cooling, i.e., effusion or

transpiration cooling) [59] and external cooling (most likely via steam) accompanied

by bottoming cycle advances is imperative to even approach the stated efficiency

goals with acceptable NOx and CO emissions. It is thus fairly obvious that a ZCC goal

of 65% and higher in a Brayton–Rankine CC power plant is a highly unlikely

proposition in near future. This is more or less the conclusion reached by Rao et al.

[60] who investigated the plant system configurations that might be able to meet the

performance and emission goals of Vision 21 program. They concluded that hybrid

systems integrating fuel cells with gas turbines, e.g., SOFC/GT hybrid system [61],

were required to meet the program goals. There’s little doubt about the very attractive

efficiency of the SOFC/GT hybrid systems, e.g., 65–70% for atmospheric cells and

74–76% for pressurized cells [62]. What is really doubtful is whether they will

be competitive with gas turbine–based systems for large-scale electric power genera-

tion considering their low power density, e.g., less than 5 kW/m2 (cf.�3,000 kW/m2

for a largeGT), and high cost, e.g., about $1,500/kW to$3,000/kW in2010dollars [63]

(cf., $350/kW to $500/kW for a GT depending on its size).

Today’s SOA in CC Power Plants

A schematic diagram of a CC system is shown in Fig. 15.17, which depicts the four

major components: gas turbine, steam turbine, condenser, and the heat recovery

steam generator (HRSG). Not shown is the cooling tower (CT), which cools the

condenser cooling water. Usually, the heat rejection system (including condenser,

CT and circulation pump), and feed pumps along with myriad smaller heat

exchangers (such as the GT fuel gas heater in the upper left corner in Fig. 15.17)

are collectively referred to as the “balance of plant” (BOP).

The equipment that combines the GT (i.e., Brayton cycle) and ST (i.e., Rankine

cycle) is the HRSG. Hot GT exhaust gas (>1,100�F for modern F-Class units)

transfers heat to condensate and generates superheated steam, typically at multiple

pressure levels, which is used in the ST for power generation. Current SOA is

a three-pressure system with reheat (i.e., heating of HP steam turbine exhaust,

referred to as “cold reheat,” to the same temperature as the main or HP steam)

with steam temperatures of 1,050�F or higher. Highest steam pressure at the ST

inlet (throttle) is around 1,800–2,500 psia, beyond which the pressures at the

generation point in the HRSG exceed the critical pressure and one would require

a “once-through” steam generation system as opposed to the existing “drum type”
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system. From the fundamental thermodynamics discussed earlier, the theoretically

maximum (net) power output that can be obtained from the Rankine bottoming cycle

of the CCplant is exactly equal to the exergy of the GT exhaust gas [55]. Today’smost

advanced plants with advanced F-, G-, and/or H-Class GTs and 3PRH steam systems,

are capable of achieving �72% of that theoretical maximum, which can only be

achieved in a Carnot engine [56]. For rapid estimations, this translates into an ST

power output that is about 50% of the combined power output of all GTs in the plant.

As the fundamental CC efficiency relationship, Eq. (15.23), and the graphical

representation in Fig. 15.13 make it very clear, the cycle’s heat rejection temperature

is of prime importance. This temperature is dictated by the steam condenser’s opera-

tion pressure, which is significantly below the atmospheric pressure. For the best

performance, lowest possible steam condensation pressures, around 1.5 in. of Hg or

even lower, are imperative. Achieving those low-pressure levels requires striking

a delicate balance between heat rejection equipment size, cost, type, and site ambient

conditions. The key heat rejection system equipment is the steam condenser. There are

many types of condensers that are used to handle the heat rejection from the CC plant.

Depending on the site ambient conditions, cooling medium availability, environmen-

tal regulations and customer-specific economic criteria, a suitable choice can bemade.

The major options are listed below.

1. Water-cooled surface condenser

– Once-through or open-loop (utilizing a naturally available cooling water

source such as lake, river, ocean)

– Closed-loop with a natural (very rare for CC plants) or mechanical (forced or

induced draft) cooling tower (CT)
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Fuel
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Legend

HPHot Reheat
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Fuel Heater
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Steam
Water
Gas

Fig. 15.17 Three-pressure, reheat (3PRH) combined cycle diagram (Source: GE Energy [64])
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2. Dry, air-cooled (also known as the “A Frame”) condenser

3. Air-cooled wet surface (hybrid) or “plume abatement” condenser

4. Direct contact condenser with dry CT (Heller) system

In general, water-cooled systems, in particular open-loop systems near

a relatively cold natural source of cooling water (e.g., in coastal locations in the

northern hemisphere), offer the best performance, i.e., the lowest condenser pres-

sure. How low in condenser pressure one can go is essentially a question of plant

economics. Recently, permitting requirements in conjunction with environmental

considerations and water scarcity in many geographic locations render water-

cooled heat rejection systems infeasible. Significant size and cost of “dry” or air-

cooled systems preclude the optimal condenser pressures and optimistic perfor-

mance projections displayed in Fig. 15.16.

The key to affordable and sustainable large-scale electric power generation is

economies of scale that can be achieved by ever-larger prime movers (gas and

steam turbines of 300+ MW) and plant blocks. Modern CC plants include one or

more GTs with a single ST; either in a “multi-shaft” or “single-shaft” configuration

(e.g., see Figs. 15.18 and Figure 15.19). The most common multi-shaft block is 2�1

(i.e., 2 GTs and 1 ST) with power ratings of 600–900 MW. A few larger plants in

3�1 or 4�1 configuration or in multiple blocks of 2�1 are also available (e.g., see

Fig. 15.18). Single-shaft (i.e., 1�1) plants with power ratings of 300–500 MW per

“block” can also be combined into very large generating stations via multiple

blocks. For a representative selection of modern CC power plant configuration

options and performances, the reader is referred to the white papers listed in

[64–68].

Even better economies of scale are achieved via the “reference plant” approach,

in which OEMs develop pre-engineered modules that can be shipped and installed

anywhere in the world with minimal customization to accommodate different site

and customer requirements. This ensures that natural gas burning GT-CC power

plants are not only the most efficient means of generating electric power available

today, but also the most cost-effective (e.g., at a turnkey capital cost of $600–1,000/

kW and cost of electricity of a few cents per kWh)) and fastest to build (e.g., less

than 24 months of construction time). On top of all that, GTs with modern “dry low

NOx” combustors are also the cleanest fossil fuel burning technology in terms of

emissions. This aspect will be explored in detail in the following section.

Cogeneration

Discussion thus far has focused on production of electricity from natural gas. When

electricity is the sole product from the thermal cycle the heat rejected to ambient is

termed “waste heat” because it is no longer economically useful for generation of

additional power. In the larger context of a modern industrial society one finds that

low temperature heat of the quality least useful for power generation has many
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economically important uses. It is thus common in industrial and urban settings to

integrate a power plant with another process such that heat energy for that process is

provided in whole or in part by the power cycle after the highest quality fuel energy

Fig. 15.18 Illustration of a 2�207FA (two Frame-7 60-Hz GTs with single ST) NG CC power

plant. From left to right, for each GT-HRSG “block” one can see the GT inlet air filter housing and

duct (on top of the GT enclosure), HRSG with drums on the top, and the stack. Two STs are

located to the right of the GT-HRSG blocks (cross-over pipe and down-flow LP section are clearly

visible). Note the elevation of the ST structure to accommodate the steam condenser. Partially

visible to the right is the multicell mechanical cooling tower. In the lower right corner are two

distillate oil (GT backup fuel) tanks (Courtesy: GE Energy)

Gas Turbine

Steam Turbine
Generator

Fig. 15.19 A single-shaft combined cycle train (Courtesy: GE Energy)

15 Natural Gas Power 563



has produced some useful work. Such installations are termed cogeneration systems

or Combined Heat and Power (CHP) systems and can be very efficient from an

environmental and fuel use perspective. Table 15.5 provides a sampling of cogene-

ration opportunities with a synergistic combination of heat and power needs.

In the ideal case, the heat energy available from the prime mover (engine or

thermal cycle) will always match the needs of the customer process. In practice, this

is challenging since many process heat demands are variable (such as building or

district heating). The electrical loads can also be out of phase with process heat

demands (e.g., an electric grid with high but unsteady wind or solar renewable

power contributions). These variations in electrical load vs. process heat loads can

be accommodated with appropriate system design and operating strategies.

A variety of cogeneration plant options are available between the extremes of

a non-cogeneration facility, e.g., fired heater or boiler, with no power generation

at all (e.g., a home heating system capturing the heat content of the fuel but wasting

its potential to do work [69]) and the aforementioned power generation combined

cycle with no process heat demand, which has accordingly been optimized for

production of electricity.

Primary considerations in cogeneration system design are the size of the plant,

the relative need for heat vs. electrical power, and the electricity and process heat

demand variability. The following points summarize the range of system design

solutions:

• Large industrial gas turbines ranging from �20 to 300 MW electrical output are

optimized for best combined cycle efficiency, and have exhaust energy of about

60% of heat input with exhaust temperatures between about 1,020�F and 1,160�F
(550�C and 625�C). This class of machine is well suited to process heat demands

that are large in an absolute sense but small or intermittent in relation to electrical

power demand, (0% to�30% of gas turbine heat input). This level of heat energy

supply can readily be accommodated by modifying the power generation com-

bined cycle system to include the capability to extract or divert steam from the

bottoming cycle steam turbine to the process. This is a common solution for

district heating which may be highly variable and seasonal.

Table 15.5 A sampling of natural gas Fired cogeneration opportunities [71]

Industrial

Paper and board manufacture Pharmaceuticals and fine chemicals

Ceramics Brewing, distilling, and malting

Textile processing Food processing

Oil refineries Minerals processing

Timber processing and paper Horticulture and glasshouses

Buildings

Hotels District heating and cooling

Airports Hospitals

Supermarkets and large stores College campuses and schools

Individual houses Office buildings
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• Aeroderivative gas turbines ranging from �5 to 60 MW electrical output are

optimized for best simple cycle efficiency, and have exhaust energy of about

55% of heat input with exhaust temperatures of about 850�F (455�C). These
machines are large enough to support substantial process heat loads and are often

configured in a system without a steam turbine to save cost and make a higher

portion of gas turbine exhaust energy available to process. In many industrial

cogeneration facilities, it is more important to match process heating demand

than to meet a specific electric load. The gas turbine load is thus varied to follow

process energy demand independent of electric load. Any excess electricity

generated is sold to the grid and any power shortfall is purchased. If the design

process heat demand is high in relation to electric load, or may occasionally need

to be much higher than the unfired gas turbine exhaust energy, the system will

need to include a supplemental burner in the HRSG, which can be used to boost

process heat export capability. A burner may also be used in combination with

part load operation of the gas turbine to maintain process heat export while

reducing electricity production to match its load.

• A micro gas turbine ranging from �0.03 to 0.3 MW electrical output may be

selected if the heat load and/or electric load is small. Micro turbines typically

employ uncooled regenerative cycles for best simple cycle efficiency, have

exhaust energy of about 75% of heat input, and exhaust temperature of about

530�F (275�C). These units are too small to economically justify a bottoming

cycle steam turbine so that they fall into the unfired or supplementary-fired heat

recovery–type system configuration.

• In the size range between micro turbines and aeroderivatives, a variety of small

industrial gas turbines and other prime movers such as a spark ignition

reciprocating engine, or fuel cell, may also be considered. In the range from

�10 to 150 MW, direct-fired steam Rankine systems with steam turbine extrac-

tion for process heat can also be an attractive configuration that is well suited to

highly variable process heat needs. Power can be varied across a wide range with

modulated fuel consumption and heat export can also be widely varied via

controlled steam extraction. Efficiency at low process demand is inferior to

gas turbine–based systems but fuel flexibility is generally better.

Table 15.6 shows some examples of gas turbine–based natural gas–fired cogen-

eration systems. These are presented to elucidate the behavior of such systems and

draw conclusions regarding the role of cogeneration in promoting sustainable use of

natural gas. Columns tabulate net electric power export, export heat energy to

power ratio, quality of export heat expressed as a ratio of its availability to produce

work (exergy), electric generation efficiency, cogeneration efficiency expressed on

both an energy and exergy basis, and specific CO2 emissions also expressed on both

an energy and exergy basis. Export heat is provided as steam in all cases.

Cogeneration efficiency Zc,I in Table 15.6 is the straight ratio of the sum of

power (kWe) and heat (kWth) products to the fuel burned in the plant on an LHV

basis. This is a commonly used (sometimes with fuel input on an HHV basis)

measure, which is ultimately misleading because it does not differentiate between
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the “quality” of different products. In certain cases, especially with supplementary

firing, it can reach improbably high values such as 90% or more.

A more rational measure is the cogeneration efficiency per the second law

of thermodynamics, Zc,II, which uses the exergy of the thermal product rather

than its energy (i.e., enthalpy) [70]. Exergy, as discussed earlier in the present

article, is a direct measure of the work generating ability of a material stream

via Kelvin–Planck statement of the second law of thermodynamics. Exergy is

a property of a given fluid and, as such, for two given properties (e.g., pressure

and temperature), it can be calculated using a suitable equation of state such as

ASME steam tables. The relationship between Zc,II and Zc,I is given as

�c;II ¼ �c;I �
1þ b � y
1þ y

where y is the heat-to-power ratio of the cogeneration plant, and b is the ratio of the

exergy to energy (enthalpy). Since b < 1, Zc,II < Zc,I and has typically a value,

which is more in line with standard power plant efficiencies. In passing note that the

PURPA (Public Utility Regulatory Policies Act, a US federal law enacted in 1978

intended to encourage more energy-efficient and environmentally friendly com-

mercial energy production) efficiency, which is another cogeneration plant effi-

ciency definition, is equivalent to Zc,II with b = 0.5. Even Zc,II is an inflated value

because b is the efficiency of a hypothetical Carnot engine that converts the thermal

energy to useful shaft work.

A realistic turbine that can utilize that thermal efficiency for electric power

generation would have a much lower efficiency, which is characterized by the

rational efficiency, e, which is the ratio of actual turbine power output to that of the
hypothetical Carnot engine. The most common thermal energy product in cogene-

ration is steam. Depending on the pressure and temperature of steam, with today’s

state of the art in ST technology, a reasonably good estimate for e would be around
0.7. Thus, a more realistic value for Zc,II would be given as

�c;II ¼ �c;I �
1þ E � b � y

1þ y

Case 1 is a micro turbine–based design with no supplemental fuel addition to

exhaust heat recovery. Export energy is high in relation to power production

since the engine is only 25% efficient but export heat quality is low since exhaust

temperature is a modest 530�F (275�C). This low exhaust temperature also

compromises the cogeneration energy efficiency in these examples because only

a portion of the unfired exhaust energy is recoverable to steam.

Case 2 adds a supplemental burner fired to 1,600�F (871�C) to boost export energy
substantially while also improving its quality. Fuel heat energy is now fully

utilized to provide power and process heat (93% cogeneration efficiency, energy
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basis), but the performance is still modest on an exergy basis since the engine is

inefficient. Note also that specific CO2 emissions (exergy basis) improved

because the incremental efficiency due to increased and improved heat export

is better than the electrical efficiency of the gas turbine.

Cases 3 and 4 show the corresponding story for a 40 MW aeroderivative gas turbine

while cases 5 and 6 present a 100 MW industrial gas turbine scenario. These gas

turbines both improve exergetic performance over the micro turbine cases but

when supplemental firing is added the cogeneration efficiency and specific CO2

emissions (exergy basis) both degrade. The more efficient aeroderivative has

slightly higher system performance but lower process heat export capability vs.

the industrial gas turbine.

Case 7 shows the 100 MW industrial gas turbine in a combined cycle configuration

with increasing steam extraction to process. Electric generation efficiency falls

off as more energy is diverted to process while cogeneration efficiencies

improve. Case 8 begins where case 7 left off with power output maintained as

supplemental firing is increased. By the time 1,600�F (871�C) supplemental firing

temperature is reached the export heat energy has approximately doubled. As

supplementary firing increases the specific CO2 emissions (exergy basis) stays

approximately constant.

Note that the supplementary-fired scenarios presented here stop at 1,600�F (871�C)
consistent with uncooled metal ductwork. Firing temperature can be pushed further by

application of refractory or water-cooled walls until the excess oxygen is nearly

expended; or increased even further if supplemental air is also added. High supplemen-

tary firing may be required for some applications but is less desirable from a resource

conservation perspective than a design with little (or no) supplementary firing.

The following general conclusions can be drawn from this sampling:

1. Cogeneration efficiency should be expressed on an exergy basis to promote the

most sustainable use of fossil fuels. Direct use of fuel for low-quality end uses

represents a large waste of the thermodynamic potential inherent in the fuel.

Cogeneration efficiency as commonly expressed in relation to export energy

gives the false impression that supplementary firing improves the environmental

(CO2) and resource (natural gas) utilization performance.

2. Cogeneration system configuration will be a function of the quality and quantity

of heat energy required, its variability, and the relative heat and power needs.

A wide range of applications can be served by appropriate system design.

3. Gas turbine–based systems are most efficient when not supplementary fired

while gas turbine combined cycle cogeneration systems maintain high cogene-

ration exergetic efficiency even with supplemental firing. This is because fuel

energy can be recovered to power all the way down to the temperature level

required by the process user.

Figure 15.20 shows cogeneration’s contribution to electricity production in

European Union countries.
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The higher penetration seen in four of these countries is attributed to

a combination of favorable economics and supportive government energy policy

[71]. In the USA, approximately 4% of electricity production currently comes from

cogeneration facilities of which 71% are fueled by natural gas (e.g., see Table 8.2c

in [72]).

How far could cogeneration penetrate in the USA and what benefits would

accrue? Just as it is possible to look at the utilization rate of renewable energy

sources such as wind, hydro, and solar in relation to the size and distribution of

these resources, the thermal power plant heat available for low-temperature end

users can be quantified to estimate the potential for increased cogeneration and

hence its potential to offset other fuel use and emissions.

The annual US thermal power generation totaled 3.7 trillion kWh in 2008 [72].

Factoring in the mix of natural gas–fired systems, nuclear, and direct-fired (mostly

coal) plants and their respective thermal efficiencies allow estimation of heat

resources available for cogeneration. Table 15.7 shows an estimated breakdown

of heat rejection from thermal power plants in the USA.

While cogeneration with direct-fired or nuclear-fueled Rankine systems is cer-

tainly possible, the sheer size of these plants makes it difficult to economically

match them to end users that themselves are large enough to benefit from the full

heat energy available. For this reason, cogeneration systems tend to be relatively

small in terms of electrical output, which in turn aligns well with the NG-fired gas

turbine and gas turbine combined cycle. Natural gas accounts for 883 billion kWh
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Fig. 15.20 Cogeneration as a share of national power production (1999) (Source: European
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or 23.7% of total electricity generation [72, 73]; 199.7 billion kWh or 22.6% of

which comes from cogeneration facilities (e.g., see Table 2.1 in [73]). Taking the

data in Table 15.6 for cases 5 and 6 as a typical system configuration, it is possible

to estimate the current fuel savings from natural gas–fired cogeneration as follows.

Natural Gas–Fired Cogeneration (GT+Supplemental Firing)

1 Electricity generation (billion kWh, 2008) 200

2 Combined cycle heat rate (Btu/kWh, HHV) 8,305

3 GT heat input (trillion Btu, 2008) 1,658

4 System heat rate (Btu/kWh, HHV) 11,156

5 Burner supplemental heat input (trillion Btu, 2008) 569

6 System heat input (trillion Btu, 2008) 2,228

7 Heat export to process (trillion Btu, 2008) 1,159

8 Equivalent heat input to meet process (trillion Btu, 2008) 1,302

Cogeneration natural gas savings (trillion Btu, 2008)

(Line 8 minus Line 5)

733

The fuel savings from application of cogeneration represents �24.8% reduction

in fuel burn vs. making the power with a gas turbine combined cycle and supplying

the heat independently with a fired boiler. CO2 emissions reductions follow the fuel

saving directly if the fuel saving is booked as natural gas. If booked at the current

fuel mix for US electricity production, the CO2 savings are higher by about 33% or

higher by 75% if booked as reduced coal fired generation. Looking at the heat

Table 15.7 Annual US thermal energy available supply and rejection, 2008 [72, 73]

Coal Petroleum

Natural gas

Nuclear Total

Combined

cycle

Simple

cycle Cogeneration

Electricity

generation

(Billion kWh)

1,986 46.2 562 122 200 806 3,721

Heat rate (Btu/kWh,

HHV)

9,884 9,884 7,598 11,526 11,156 10,488

Heat input (trillion

Btu)

19,628 457 4,268 1,402 2,227 8,456 36,062

Approximate heat

rejection to

ambient or

process (trillion

Btu)

10,889 254 1,408 847 1,159 5,451 19,730

Heat rejection beta

(b)
0.20 0.20 0.20 0.44 0.44 0.20
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rejection from natural gas–fired power generation in the USA in Table 15.7, in

comparison to current heat export from natural gas-fueled cogeneration, it appears

that the amount of cogeneration could perhaps be doubled without a major shift in

fuel use patterns. Reaching the electricity contribution levels seen in some small

European countries would likely require more distributed generation with replace-

ment of large coal-fired power plants with more small cogeneration systems (likely

gas fired) proximate to potential end users.

Turning now to the potential customers for heat energy, Fig. 15.21 shows the

primary energy production by source in the USA for 2008 [72]. Fig. 15.22 shows

the incremental retail electric load distributed to each sector and gives a breakdown

between residential and commercial sectors. The natural gas contribution to the

residential and commercial sectors is 8.2 trillion Btu [72]. Assuming that its

primary use is for space heating, it can be seen that it far exceeds the available

waste heat from gas-fired power plants tabulated in Table 15.7. It is difficult to

make the case that small (micro) cogeneration systems could be aligned to the heat

and power needs at the individual house level, though work on fuel cell systems for

this purpose is active. The commercial sector and high-density residential (e.g.,

apartment complex) does offer real potential for expansion. In either case, the

performance of the cogeneration system needs to be high enough to improve on

the fuel use and environmental performance of an efficient utility scale power plant

in combination with direct use of natural gas for heating.
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taic, wind, and biomass. “Petroleum” does not include the fuel ethanol portion of motor gasoline –

fuel ethanol is included in “Renewable Energy.” “Natural Gas” excludes supplemental gaseous

fuels. “Coal” includes less than 0.1 quadrillion Btu of coal coke net imports (Source: Energy

Information Administration (EIA) [72])
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Combustion and Emissions

There are different types of GT combustors that have been used at one time or

another by different OEMs in their products:

1. Silo (obsolete now, once used by Siemens and former ABB)

2. Annular (aero-derivatives such as GE LM6000)

3. Can or tubular (heavy-duty industrial GTs by Siemens, GE)

In the following discussion a parameter will appear frequently, i.e., the equiva-
lence ratio, f, which is the ratio of the actual fuel-air ratio, f, to the stoichiometric
fuel air ratio. The latter is the theoretical value requisite for complete combustion.

Thus,

f ¼ fact= fst

When the equivalence ratio is equal to 1.0, the flame temperature is the highest

and the chemical reactions are the fastest. Thus,

1. If f is less than 1.0, the mixture that reacts is referred to as “lean” or “fuel lean.”

2. Iff is greater than 1.0, the mixture that reacts is referred to as “rich” or “fuel rich.”
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Fig. 15.22 Primary and total consumption by sector, 2008. See Fig. 15.21 for a breakdown of

sources (Source: Energy Information Administration (EIA) [72])
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In either lean or rich combustion, flame temperature is lower and chemical

reaction is slower than their stoichiometric counterparts.

The can-type combustor can be divided into three zones (see Fig. 15.23):

Primary Zone (PZ): This is the combustor reaction or flame zone where fuel is

injected and mixes with air (about 15–20% of the compressor discharge air is

introduced). In order to cap the combustor exit temperatures at a level, which

downstream turbine HGP components can tolerate, the requisite value of f is

typically 0.4–0.5, which is too lean for stable and efficient burning. This is why

only a portion of the combustion air is introduced into the primary zone. High-

temperature rapid combustion takes place in the PZ. The design of this part of the

combustor must facilitate highly turbulent and recirculating flow pattern to anchor

the flame at the exit of the fuel injector nozzle. This is critical because of the high-

speed of the air stream, even at a fraction of its full value, which is an order of

magnitude higher than the turbulent flame speed at which the flame propagates into

the fuel-air mixture.

Secondary Zone (SZ): This is the intermediate zone where a portion of the

remaining combustion air (�30% of the total) is introduced in the mid-section of

the can through holes or cooling slots in the combustor liner. The hot combustion

gas from the PZ gets thermally soaked and the combustion is completed. The air

that flows between the liner and flow sleeve and enters the can forms a film to cool

the liner wall.

Dilution Zone: This is where the remaining air enters the can through the

metering holes and cools the gases to the desired temperature. A design to promote

turbulence and thorough mixing of hot and cold streams is essential to ensure

a homogeneous temperature distribution and prevent hot streaks.

A successful combustor design should satisfy the following criteria:

1. Efficient and stable operation, which comprises the following characteristics

2. Complete combustion at or near stoichiometric flame temperature

Reaction Zone
Intermediate Zone

Dilution Zone

Fig. 15.23 Single-Nozzle Diffusion (SND) Combustor
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3. Flame stability and reliability at high turndown

(a) Ignition

(b) Crossfire (propagation of flame from fired chambers with spark plugs to the

unfired chambers via tubes interconnecting the annular combustion

chambers or cans)

(c) Lean blowout

4. Operational stability and reliability at high turndown

(a) Dynamics (noise), i.e., large-amplitude pressure oscillations in combustion

chamber, driven by heat release oscillations; also known as combustion

“humming.” These oscillations are destructive to engine hardware.

(b) Pattern factor, which is a measure of the temperature distribution at the

combustor exit defined as PF ¼ Tpeak�Tmean

Tmean�Tinlet

(c) Pressure drop

5. Low emissions in compliance with regulatory laws

Achieving these goals simultaneously is very difficult due to the counter-acting

impacts of design parameters on each criterion. The design history of the GE heavy-

duty industrial gas turbine combustors can be found in Ref. [74]. The design

evolution can be summarized in three major designs:

1. Single-nozzle diffusion (SND) combustor

2. Multi-nozzle, quiet combustor (MNQC)

3. DLN or Dry-Low-NOx combustor

The design evolution was primarily driven by the desire to satisfy the increas-

ingly stringent emission control requirements with improved efficiency via higher

combustion and turbine inlet temperatures (TIT). In order to clarify this, one must

be familiar with the chemical mechanisms of NOx production, which is one of the

most critical pollutants present in GT exhaust gas. Principal pollutants emitted by

a GT are as follows [75]:

1. Oxides of nitrogen (NOx), which are toxic, contribute to chemical smog and lead

to depletion of ozone in stratosphere

2. Oxides of sulfur (SOx), which are toxic and corrosive

3. Carbon dioxide (CO2), which contributes to greenhouse effect and global

warming

4. Carbon monoxide (CO), which is toxic and asphyxiating

5. Unburned hydrocarbons (UHC), including volatile organic compounds (VOC),

which contribute to urban smog

6. Particulate matter (PM), which is suspected to cause respiratory diseases

Detailed information onGT emissions and control can be found in Ref. [76]. Some

pollutants, i.e., UHC, PM, and SOx, are generally of no concern for GTs burning

gaseous fuel with the exception of coal-gasification SG, which leads to conversion

of fuel-contained sulfur to SOx. (Note, however, that in some cases contamination
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of fuel in the pipeline, e.g., rust particles, can be a problem for HGP components).

In any event, currently there is no available GT combustion technology to prevent or

control SOx emissions. Similarly, CO2 is a direct product of the complete combustion

process and cannot be controlled or reduced within the GT control volume (except, of

course, increasing the thermal efficiency of the GT, which will reduce the amount of

fuel consumed and CO2 generated for a given power output). Precombustion or

postcombustion capture and storage of carbon dioxide, known as carbon capture and

storage (CCS), is currently a hot topic of research and development.

A key pollutant emitted by the GT is NOx. There are two major sources of NOx:

1. Atmospheric N2 in post-flame gases, which leads to formation of NO and NO2

via three principle mechanisms:

(a) Thermal NO (extended Zel’dovich mechanism)

(b) Nitrous oxide mechanism

(c) Prompt NO mechanism

2. Organically bounded nitrogen in fuel or fuel-bound nitrogen (FBN)

The dominant NOx formation mechanism is the thermal or Zel’dovich mecha-

nism. Although not a significant source of NOx for NG, FBN in low-quality liquid

fuels and LCV gases with hot-gas clean-up (via ammonia) can be high enough to

merit attention. NOx (and CO) formation is a function of three primary parameters:

1. Residence time in the combustion zone

2. Chemical reaction rate

3. Mixing rate

These three reaction parameters can be related to the turbine operating

conditions and combustor size [75]. In particular,

Residence time / p � Vc

_m � Tpz (15.27)

Reaction time / pn � exp kTstð Þ (15.28)

where

• Tst is stoichiometric flame temperature (or, equivalently, f or f or firing

temperature)

• Tpz is the average gas temperature in the reaction or primary zone

• Vc is combustion volume

• p is combustion pressure (raised to a power of n)
• _m is the combustor mass flow rate

Therefore, NOx production rate can be expressed in an empirical formula that

can be written as
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NOx / Vc

_m � Tpz � p
1þn � exp k � Tstð Þ (15.29)

The relationship between NOx production and key parameters per Eq. (15.29) is

shown qualitatively in Fig. 15.24. In general, NOx values are reported in parts per

million (ppm) on a dry basis (usually expressed as ppmvd) and corrected to 15% O2

in combustion air. It is extremely important to make sure that the basis of the

reported number is clearly defined; otherwise comparisons of data from different

sources can be misleading. The expression for correction is as follows:

NOx½ 	15%O2
¼ NOx½ 	 � 5:9

20:9� O2;meas

� � (15.30)

The trends in Fig. 15.24 show that the impact of pressure on NOx formation is

stronger at high flame temperatures near the stoichiometric value (i.e., f�1.0) and

negligible at leaner mixtures with lower flame temperatures. Consequently, effec-

tive control of the NOx production in the combustion process is a matter of reducing

the flame temperature. There are essentially three ways to accomplish this:

1. Design a primary (reaction) zone with leaner fuel-air mixture

2. Injection of a diluent, i.e., water or steam, into the primary zone of the combustor

to act as a “heat sink” and reduce the flame temperature

3. Staged combustion with two distinct reaction zones, which lead to the modern

“lean-premixed” designs, which is referred to as Dry-Low-NOx (or DLN ).

The dramatic impact of reducing f, i.e., leaning out the PZ, on flame tempera-

ture and NOx production can be seen in Fig. 15.25. Leaner fuel-air mixtures lead to

lower-value flame and gas temperatures and favorably impact the NOx production

rate via shorter residence and reaction times.

Unfortunately, things get complicated rapidly. For starters, the full operating

range of an industrial GT combustor requires significant turn-down ratios, e.g., 40-

to-1 in fuel flow, 30-to-1 in air flow, and 5-to-1 in fuel-air ratio. Obviously, the

combustor design must ensure stable and efficient combustion across the entire

operating range. The early single-nozzle (diffusion flame) combustors, with direct

injection of fuel and air into the PZ, were designed for combustion at or near

Compressor

Combustor

Generator

Starter

Turbine

Fig. 15.24 Effect of pressure

and stoichiometric flame

temperature on NOx
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stoichiometric conditions. For a combustor designed for optimal full load operation

at f�1, combustion at lower loads is bound to be very lean. Thus, further leaning

out of the PZ for NOx reduction is a very limited knob. In fact, initial efforts to

reduce NOx via leaning out reaction zone of an SND combustor did not achieve

more than 20% reduction [77].

When it became clear that meeting increasingly stringent pollution-control

regulations via leaner reaction zones in SND combustors, other methods to reduce

flame temperatures were investigated. Injection of water or steam into the PZ to

create a “heat sink” for temperature reduction proved successful. Starting in 1979,

when regulations required that NOx emissions be limited to 75 ppmvd, SND

combustors with water or steam injection have been successfully used to meet or

exceed these requirements successfully [74]. However, SND combustors that use

water and steam injection are limited in their ability to reduce NOx levels below

42 ppmvd on gas fuel (65 ppmvd on oil fuel). The main reason is the practical limit

to the amount of diluent injection into the reaction zone before the increase in

dynamic pressure oscillations (i.e., noise) start imposing unacceptable penalties in

terms of reduced hardware life and increased maintenance frequencies. High levels

of water injection excited discrete dynamic pressure tones within the combustor.

Frequencies within the range of the hardware’s natural frequency resulted in

combustor damage. In terms of dynamic pressure response, steam is a better diluent

than water, although a larger mass flow rate is needed. Significant reduction in NOx

production is achievable via steam injection, e.g., �60% at a steam-to-fuel ratio of

unity [77, 78].

The other significant drawback on water or steam injection for NOx abatement is

the overall simple or combined cycle performance penalty. Even though the turbine
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output increases via increased mass flow, the associated increase in fuel consump-

tion is detrimental to the heat rate. Furthermore, since the quality of injection water

must be high, i.e., of boiler quality, to prevent deposits and corrosion in HGP

components, additional water treatment system (WTS) cost for simple cycle

applications must be considered. In combined cycle applications, where steam

from the HRSG or ST (typically cold reheat steam) is extracted for injection,

increased make-up flow rates and ensuing WTS size increase and water consump-

tion are additional concerns. Even disregarding the combustion noise and life

issues, it is easy to imagine that ever-increasing turbine-firing temperatures for

improved cycle efficiency would drive the diluent injection flows to such levels

where they would literally put the flame out. This is notwithstanding the counter-

productive effect of reduced cycle efficiency via higher fuel consumption, which

defeats the purpose of increasing the firing temperature in the first place.

Another limit associated with lowering the equivalence ratio and flame temper-

ature for NOx abatement is the increase in CO emissions. The conflicting emission

benefits and harms of lowering or increasing the flame temperature can be seen in

Fig. 15.26. Carbon monoxide is a measure of combustion inefficiency, which

becomes more pronounced at leaner combustions. This is due to shorter residence

time at leaner mixtures, which does not lend itself to complete CO burnout. Thus,

the allowable temperature range for emissions control is limited to a relatively

narrow band of �400�F.
When SND combustors hit a practical limit for NOx emissions reduction, even

with diluent injection, designers responded by developing the “multi-nozzle quiet
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Fig. 15.26 Influence of PZ temperature on CO and NOx [75]
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combustion” or MNQC system. For a detailed history of the combustor develop-

ment, please consult Ref. [74]. Utilizing a multi-nozzle configuration, i.e., six

nozzles located peripherally at the combustor head cap, this system eschewed the

low-speed ignition and blowout problems associated with excessive leaning out of

the PZ in SND systems at low loads (see Fig. 15.27). Furthermore, the MNQC

system also helped with the dynamic pressure oscillation (i.e., noise) problem by

maintaining a flat dynamic response at increased steam injection levels (that is the

reason for the moniker “quiet”), thus enabling the design of combustion systems

with higher firing temperatures and compliant NOx emissions without the problems

of increased hardware wear and reduced maintenance intervals. Since 1987, MNQC

systems enabled heavy-duty GTs to meet stringent NOx emission requirements, i.e.,

25 ppmvd with gas fuels and 42 ppmvd with liquid fuels. Increase in CO and UHC

emissions and combustion stability issues at high injection rates, e.g., steam-to-fuel

>2, precluded further improvement with this technology [80].

Reduction in NOx emissions to even lower levels, the need for balancing the low

emissions with ever-increasing firing temperatures and the need to avoid the cycle

thermal efficiency penalty associated with steam and water injection lead to the

development of DLN combustors. DLN combustion system is the natural next-step

in combustor development, i.e., a “staged” combustion system with lean-premixed

fuel-airmixture. The primary and secondary combustion zones in the staged combustor

are operated at the lowest possible f at high fuel flow conditions (see Fig. 15.28).

During start-up, acceleration, and low-load conditions, fuel is introduced only in the PZ

with good ignition and blowout characteristics. At increasing load levels, fuel is

introduced into the SZ at a fuel split to balance the CO and NOx production at an

Gas Inlet
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Gas Manifold
Water Distributor

Dilution Holes
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Sleeve

Combustion Holes

X-Fire Tube Conn.Bluff Body

Fuel Nozzle Cup

Liner Cap
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Water Inlet

A/A Inlet Duel Fuel
Nozzle

(6 Total)

Oil Distribution Valve

Oil Inlet

Fig. 15.27 MNQC Combustor (Source: GE Energy [79])
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optimal level, i.e., near the middle of the allowable range shown in Fig. 15.25. The first

successful DLN system, DLN-I, that went into production incorporated a multi-nozzle

system similar to that in MNQC for the PZ and a conventional, large secondary fuel

nozzle for the SZ. At normal (50–100% load) operation, fuel and air are “premixed” in

the PZ but ignition takes place in the SZ with the flame attached to the secondary

nozzle.

DLN technology successfully balanced the requirements for low combustion

noise (i.e., dynamic stability) at part-load operation and optimal equivalence ratio

for minimum NOx at acceptable CO levels. DLN achieves this balance without

diluent injection (and associated efficiency penalty and cost) while satisfying the

requirement for low NOx emissions, i.e., 25 ppm or lower on gas fuels. A history of

the development of DLN-I and DLN-II (for F-Class turbines with high firing

temperatures of 2,400+�F) systems can be found in Ref. [74] along with

a detailed description of DLN operation modes.

Basic Economics

Natural gas–fired gas turbines and GTCC power plants are the most economic

choices for fossil fuel–based electric power generation. This is clearly represented

by the data in Table 15.8. The data in the table reflects 2004 prices. The numbers

and the relative position of NG-fired plants should be expected to show a certain

variation as a function of changing economic climate (i.e., inflation, demand for

generating capacity, absolute and relative fuel prices, labor shortage, raw material

prices, etc.) of which the recent worldwide depression that started in the last quarter

Venturi

GT15050AEnd cover

Secondary
fuel nozzle

(1)

Lean and
premixing

primary zone

Primary
fuel nozzles

(6)

Outer casting
Flow sleeve

Centerbody

Secondary zone              Dilution zone

Fig. 15.28 Dry-Low-NOx (DLN) combustor (Source: GE Energy [80])
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of 2008 is a very good example. Nevertheless, a dramatic shift in the economic

advantages of the CC plants vis-à-vis other nonrenewable large central stations or

renewable options (i.e., wind, solar, etc.), which cost nearly ten times per kW

capacity and available only in small sizes amenable to distributed power genera-

tion, should not be expected near term. A very brief introduction to the key aspects

of the CC plant economics, i.e., plant capital (turnkey) cost or price and the cost of

generating 1 kWh of electric power, is therefore quite useful.

Turnkey combined cycle plant price levels from 2009 Gas Turbine World

(GTW) Handbook are shown in Fig. 15.29. Note that listed GTW prices are in

2009 US dollars for a basic natural gas–fired combined cycle with gas turbine

generator, unfired multi-pressure heat recovery boiler with no bypass stack, con-

densing multi-pressure steam turbine generator, step-up transformer, water-cooled

heat rejection, standard controls, starting system, and plant auxiliaries. Obviously,

depending on the scope of equipment, site-specific requirements, geographic loca-

tion, and competitive market conditions these prices will vary considerably. Also

excluded from the prices in GTW are the indirect costs and other commercial

outlays. For a more realistic price level, the data in Fig. 15.29 reflects an adder of

about 60% to the listed price, which is based on the assumption that the prices in

GTW reflect only 75% of the direct costs, which are 85% of the total installed cost

(see Fig. 15.30 and Table 15.9 below).

The data plotted in Fig. 15.29 can be summarized by the power law

k ¼ 2; 890 � P�0:2012 (15.31)

where k is the specific price ($/kW) and P is the net plant output in MW (with

R2=0.994). In general, an exponent of 0.2–0.3 is adequate to estimate the capital

cost of a CC plant from a known data point (i.e., price and net output). There are

several methods and tools to calculate CC power plant cost (from a plant owner’s

perspective), which are used within OEMs and A&E firms and not available for

public consumption. Well-established cost-estimating techniques, especially those

that are adopted by the CPI, are readily available in textbooks and scholarly articles.

For a discussion of those and the underlying details, the reader is referred to

Reference [81]. Another valuable source is Reference [82].

Calculation of the final cost of the CC plant requires consideration of many

elements. In fact, the total cost of GT and ST generators and the HRSG, which are

the major equipments in the CC power plant, comprises about 50% of the total plant

cost. A typical distribution is shown in Fig. 15.30 from Ref. [83]. In addition to

these “direct” costs, there are “indirect costs” that can contribute anywhere between

15% and 30% to the final cost of the CC power plant. As an example, consider the

representative breakdown in Table 15.9.

The presented data should suffice to give an idea about the scope of the CC plant

capital cost and its importance from a design engineer’s perspective. All design

performance calculations should be evaluated with an eye to the final plant cost.

That final plant cost is the money, i.e., the plant “price,” that is going to come out of
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the plant owner’s pockets or his credit sources and thus directly impact the genera-

tion cost of 1 kWh of electricity.

Probably the most critical customer criterion for choosing an electric power

generation product is the life cycle cost of ownership. The metric that is used to

quantify this cost is the unit (per kWh) cost of generating electricity. Cost of

electricity (COE), in its most commonly used form, is a simple formula that

HRSG
10% Steam Turbine

Gen-Set
8% 

Gas Turbine
Gen-Set

32% 

Site
Infrastructure

3% 

Controls &
Instrumentation

3% 

Civil
Engineering &
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Fig. 15.30 Direct cost breakdown for a typical 400 MW CCPP (Source: Reference [83], pp 16)
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Fig. 15.29 Turnkey CC plant prices from Gas Turbine World 2009 Handbook. An adder of about

60% is applied to the listed price, which is budgetary turnkey equipment package price, to account

for items not covered (see Fig. 15.30 and Table 15.9 below). Provided for reference only
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combines a power generation system’s cost (capital and operating) and thermal

performance into a single figure of merit that enables comparison of different

systems. It is given as:

COE ¼ b � k
H

þ L � f
�

þ OM (15.32)

where b = Capital charge factor k = Total plant specific cost in $/kW H = Annual

operating hours f = First-year fuel cost in $/MMBtu(HHV) L = Levelization factor

Z = Net efficiency of the CC plant OM = Operating & maintenance costs, $/kWh.

The first term on the right-hand side of Eq. (15.32) represents the carrying

charges, the second term is the cost of fuel, and the last term is the cost of

maintaining and operating the plant. Fuel cost and operation and maintenance

(O&M) costs are the variable components of the COE whereas carrying charge is

the fixed component. COE is typically calculated over the economic lifetime of the

plant (typically 30 years).

Levelization factor, L, converts the fuel cost that usually escalates over the

plant’s economic life due to market conditions and inflation into average annual

(constant) values. The formula for L can be found in any financial reference and is

a function of discount, escalation, and inflation rates.

The fixed charge rate, b, represents the plant’s financial and tax situation and is

a function of the economic life of the power plant, debt–equity ratio used in financing

the plant, debt and equity rates, corporate tax rate and tax credits, book depreciation,

property tax, and insurance. Various methods are available for calculating b, which
can be found in plant economic studies. Typical values of b are 16–18% for

Independent Power Producers (IPPs) and 12–13% for government-owned utilities,

depending on the interest and taxation rates.

Table 15.9 Typical CC capital cost breakdown between direct and indirect costs. From Energy

Issues (World Bank), No. 20 June 1999, which is based on a 350/700 MW CC Plant with

a Siemens-Westinghouse V94.3A (now SGT5-4000 F) GT

Integrated services

(Indirect costs)

Contribution to total

CC cost (%)

Project management and subcontracting 4

Plant and project engineering//software 2

Plant construction, commissioning, and training 8

Transport and insurance 1

Direct costs

Contribution to total

CC cost (%)

Civil works 15

Gas and steam turbine generators 32

Boiler island 11

BOP 16

Electrical systems 7

Instruments and control 4
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If the new and clean performance conditions are used within the calculations, the

cost of generation as given by the COE formula should be treated as a figure of

merit rather than an accurate assessment of the “real” generating cost. Important

drivers – such as seasonal variations in ambient conditions, part load operation,

recoverable and unrecoverable component deterioration, uncertainty in fuel

prices, start-up and shutdown, and unforeseen events – are not considered. Never-

theless, levelized COE is an important metric that provides insight to performance-

cost trade-offs for OEMs (system design) as well as customers (system selection).

The exact distribution of the cost of generating 1 kWh of electric energy varies

depending on the financial assumptions. Typically, about two-thirds of the COE for

an NG-fired, medium-loaded (�6,000 h/year) modern 3PRH CC plant with an F-

Class gas turbine is the fuel cost. About one fourth of the COE is the capital cost. The

distribution is markedly different (actually, nearly exactly the opposite of NGCC) for

the IGCC plant with very high capital expenditure ($2,000/kW or even higher)

utilizing a cheaper fuel, coal ($1–2).

Future Directions

At the time of writing of this article, natural gas accounts for about 22% of US

electricity generation. The share of natural gas in electricity generation in OECD

member countries in Europe is about the same. The share of natural gas is expected

to increase in the future to the tune of 25% of total world electricity generation by

2030 [2]. However, recent developments suggest that this projection might in fact

be a low estimate. One reason is the new drilling technologies that made extraction

of natural gas from shale rocks feasible. The technique is called hydraulic fractur-
ing and involves injection of high-pressure water into rock formations to destroy

them and enable the trapped gas to be released to the surface for capture. So much

so that this development resulted in a 35% jump in US natural gas reserves from

about 1,500 trillion ft3 in 2006 to more than 2,000 trillion ft3 in 2008 [84]. Note that

this number is the total estimated reserves including speculative, possible, and

probable sources, and of which only 237 trillion ft3 is considered to be proven by

the Energy Department. According to the same source, shale gas constitutes nearly

a third of the total reserves.

Another potential source of natural gas is gas hydrates (also known as gas

clathrates), which are “crystalline solids consisting of gas molecules, usually

methane, each surrounded by a cage of water molecules.” It looks very much like

water ice. Methane hydrate is stable in ocean floor sediments at water depths greater

than 300 m, and where it occurs, it is known to cement loose sediments in a surface

layer several hundred meters thick. The worldwide amount of carbon bound in gas

hydrates is conservatively estimated to total twice the amount of carbon to be found
in all known fossil fuels on Earth. (Source: US Geological Survey Fact Sheet.)
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Unfortunately, as of today, commercially feasible production of natural gas from

gas hydrates is not a reality.

The dramatic increase in natural gas reserves and actual production via new

technology that can extract it from shale rocks, taken at its face value, is a strong

driver for its increasing share in electricity generation; at least in the USA. The

advantage of natural gas vis-à-vis coal, which roughly accounts for half of US

electricity generation, in terms of reduced carbon emissions is thus fortified from

lower prices and increased availability. But the situation may not be as simple as it

seems. The price of natural gas hit its 7-year low of about $3/1,000 ft3 in the

summer of 2009. This huge drop from a peak of $13 in the summer of 2008 was

a direct result of the great recession that led to a decrease in demand, coupled with

the increase in production. At the time of writing, NYMEX natural gas futures are

trading at about $4 per million Btu (about $4.50/1,000 ft3) and they were as high as

$6 per million Btu (about $6.80/1,000 ft3) at the beginning of 2010. Note that

extremely low price levels are not likely to continue for long if they are below the

production costs. Extreme price volatility can be expected when demand and supply

(or capacity) go neck to neck.

In this context, one should also mention the problems associated with natural gas

transportation via pipelines. In January 2009, the price quarrel between Russia and

Ukraine ended in Russia cutting off all gas flows through Ukraine for 13 days. This

resulted in severe distress in Southeastern Europe, which is nearly completely

reliant on Russian gas, and other parts of Europe. While not an issue in North

America, political stability of producer and transit countries is a significant concern

for European countries that can make them reluctant in investing in natural

gas–fired power plants. Alternate routes between Russia, Azerbaijan, and other

countries, such as thousands of miles long South Stream and Nabucco pipelines, are
actively pursued projects to provide answers to such concerns. The only other

practical way to transport natural gas is to move it by sea by cooling it to

�162�C (�260�F) and converting it to a liquid (liquefied natural gas or LNG),

which reduces its volume by 600 times. Specially built, double-hulled cryogenic

ships are used to transport LNG from its port of origin to its port of destination,

which are purpose-built facilities used exclusively to export or import LNG. From

the receiving port, LNG is shipped to its final destination via tanker trucks, trains, or

pipelines (after regasification). Expensive infrastructure investment requirements,

safety concerns, large “carbon footprint” during liquefaction, transport, and

regasification are key concerns associated with LNG, which limit its share in the

overall natural gas consumption (currently less than 10% of US imports).

In terms of cost, regulatory costs, and incentives, e.g., those associated with

GHG emission caps and cap-and-trade system requirements (e.g., for manufacturers

and utilities to purchase pollution permits), should be considered along with straight

dollars per Btu. Coal-fired generation can compete with natural gas in terms of

GHG and other pollutant emissions only at a significantly high capital cost and

reduced efficiency. Currently, there are two major approaches to accomplish this:

Postcombustion carbon capture and storage (CCS) technologies that can clean the

stack gas of the existing (via retrofit) and new coal-fired plants and precombustion
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technologies that are a very good fit with integrated gasification CC (IGCC) power

plants. Note that carbon emission abatement technologies via stack gas treatment

are equally applicable to natural gas–fired CC power plants. In terms of both

efficiency and cost, detailed studies indicate that NG-fired CC technology is

superior to oil or coal-fired plants as well as IGCC [85].

Objectively viewed, these factors are strong incentives for natural gas burning

power plants to replace aging, inefficient, and carbon-emitting, coal-fired power

plants in the USA. To a certain extent, this can be accomplished even without

building new natural gas-fired CC power plants. A recent report estimated that CC

power plants had an average 2007 capacity factor of 42% [86]. In comparison, in

the same year, coal-fired plants had a much higher capacity factor of 75%. Clearly,

at least on paper, the replacement potential by simply switching generation from

coal-fired to natural gas-fired plants is pretty big. In reality, factors such as

geographical proximity of the power plants to each other and to the locations of

highest demand, transmission system limitations and dispatch issues limited this

potential severely; i.e., to about 5–9% of total US coal-based electricity generation

[86]. While the proposed switch from coal to natural gas would also require an

increase of 5–20% in natural gas supply, this should not be a significant problem in

the light of recent developments discussed in the earlier paragraphs. A recent article

states that several major US utilities have announced that they will replace at least

some of their coal-fired plants slated for decommissioning (total capacity of more

than 4.5 GW) [10].

Another factor that favors the natural gas–fired gas turbine plants over the coal-

fired steam turbine power plants is operational flexibility. The rapid start-up and

good turndown characteristics of gas turbine simple and combined cycle power

plants, especially with the increase of renewable energy power plants (mostly solar

and wind) connecting to the grid, make them eminently suitable to cyclic on-

demand duties to compensate for the variability of the renewable generation.

Presently, all major OEMs provide CC plants that can reach base load (several

hundred megawatts) within 30–60 min without sacrificing base load efficiency,

parts life, and RAM. Aeroderivative gas turbines, such as GE’s intercooled LMS-

100, can provide 100 MWwithin 10 min in an emergency or for peak shaving in hot

summer months. Especially in Europe and to a certain extent in the USA, large,

highly flexible natural gas–fired CC power plants that start and shut down daily for

up to 250 starts and a total of 4,000 h of operation per year are expected to

supplement renewable power generation. These plants are based on advanced F-

Class and H-Class gas turbines that are rated at 58–59% efficiency and expected to

reach more than 60% in the near future.

Clearly, then, no matter how regional politics in the USA, Europe, and other

parts of the world play out, and what kind of legislative packages eventually emerge

from governing bodies to control, cap or regulate carbon and other GHG emissions,

natural gas–fired electricity generation with advanced gas turbine–based power

plants will be an important part of the overall generating technology portfolio. In

all likelihood, natural gas–fired advanced CC power plants will be the bridge

technology between today’s coal-based power generation and tomorrow’s
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renewable (and probably nuclear) power generation to alleviate the lurking problem

of global warming. (In fact, this is pretty much the conclusion reached by a recent

MIT report, which was made public after the writing of the present article [87].) The

question is what will be the primary technologies in the next, say, quarter century?

Without a doubt, gas turbine–based power plants, in simple cycle (both heavy-

duty industrial and aeroderivative variants) and combined cycle configurations will

be by far the dominant technology in natural gas electric power generation. Today’s

advanced air-cooled F-Class and H-Class, steam-cooled G-Class, GE’s H-Sys-

tem™, and J-Class engines with firing temperatures up to 1,600�C and PRs up to

23 (up to 35 in reheat machines) are currently capable of 58%, have recorded 59%,

and are slated for 60% (or even 61% as claimed by one OEM) in 2011–2012 [88].

These are large units with 500–600 MW per block in 1�1 configuration designed

not only for base load duty but for operational flexibility as described earlier. (In

passing, note that the cited efficiencies are typically ISO rating numbers that reflect

the most favorable operating assumptions (e.g., once-through open-loop cooling

with water drawn from a natural source such as river, ocean, etc). Depending on site

and ambient characteristics, performances of actual installed units will be some-

what lower with wide variability.)

Increasing power plant efficiency is the simplest and arguably the easiest way to

reduce carbon emissions without breaking the bank or worrying about what to do

with all that CO2 or where to put it. As mentioned earlier, ambitious targets as high

as 65% or even 70% have been in circulation for some time [57–60]. The discussion

in the preceding sections of the article hopefully makes it clear that the key to ever-

increasing gas turbine combined cycle efficiencies is increasing firing temperatures

and commensurate cycle pressure ratios. The factors that prevent easy realization of

that simple goal are primarily related to available component materials that can

withstand the extreme pressures and temperatures and limits imposed by pollutant

emission regulations. State-of-the-art nickel-based alloys used in turbine HGP

components require significant amounts of cooling air supplied from extraction

ports in the compressor, which is detrimental to performance. Higher flame zone

temperatures in DLN combustors result in excessive NOx and/or CO in flue gas,

which is incompatible with increasingly stringent environmental regulations that

limit the emissions of those pollutants to low single-digit numbers.

Single-crystal (SC) and directionally solidified (DS) superalloys with TBCs

helped push firing temperatures up to 1,500�C. With closed-loop steam cooling

and advanced film cooling techniques, J-Class turbines are rated at 1,600�C.
Current research efforts focus on advances in materials, e.g., ceramic matrix

composites (CMC) [58] or metal foams [59], which can reduce or even eliminate

cooling air requirements at extremely high HGP temperatures. Manufacturing

techniques have always been a significant driver in the implementation of afore-

mentioned innovations; e.g., TBC application processes (e.g., electron beam physi-

cal vapor deposition), casting and machining technologies to produce SC airfoils. In

a similar vein, laser-drilling and casting methods to achieve transpiration (effusion)

cooling (the ultimate limit of film cooling) are related areas of research and

development to further the goal of increasing turbine inlet temperatures. An
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associated effort is made on the bottoming cycle side, i.e., development of HRSG

heat exchanger tubes, steam headers and piping and steam turbine materials

(casing, rotor, and buckets) that can withstand increased steam conditions as high

as 180 bar and 600–700�C [89].

Closed-looped steam cooling of the combustor transition piece and stage-1

stators (nozzles) is an existing technique to increase the firing temperature without

raising the combustor exit (turbine inlet) or flame temperatures [32, 33]. This

enables performance improvement without a concomitant increase in NOx

emissions. Another method to facilitate extreme combustor exit and firing

temperatures (up to 1,700�C) is exhaust gas recirculation (EGR), in which

a fraction of the stack gas (up to 35%) is recirculated into the compressor or

combustor inlet [90]. EGR reduces thermal NOx production via reduced O2 in

combustion air and peak temperatures in flame. EGR’s benefit becomes more

pronounced at increased flame temperatures and it can reduce NOx emissions by

up to 50% [91]. EGR is also beneficial for postcombustion CCS because it increases

the CO2 concentration in stack gas (from �3–4% to �8–10% by volume), which

leads to a reduction in the capital cost of the separation plant [91].

Lean premix or DLN combustion technology is the industry standard for

heavy-duty industrial gas turbines for large-scale electricity production. In

terms of the ability to meet the stringent emissions requirements, the technology

is nearly at its limit at the current turbine inlet temperatures. EGR is one possibil-

ity to extend the applicability of DLN or even diffusion combustors to 1,700�C
turbine inlet temperatures with low NOx emissions. Another way to mitigate the

NOx emissions is selective catalytic reduction (SCR) in the HRSG. SCR is an

existing postcombustion NOx reduction technology. Other combustion

technologies are being investigated for deployment in IGCC and other low-Btu

syngas and blast-furnace gas applications to extend the fuel flexibility of gas

turbines. The reader can consult the relevant sections in The Gas Turbine Hand-
book published by NETL (US DOE, Office of Fossil Energy). Various high-

hydrogen and oxyfuel combustion technologies are being actively investigated

for CO2-free emissions. Since the subject of the present article is natural

gas-burning technologies, the reader is referred to relevant academic journals

such as ASME’s Journal of Engineering for Gas Turbines and Power, which
contain a wide selection of recent research papers on the subject.

A potentially promising combustion technology that directly attacks the single

largest source of exergy destruction in the GT Brayton cycle is pulse detonation

combustion (PDC). Originally proposed for jet engine aircraft propulsion, the tech-

nology has been around for more than a half century [92]. Recently, PDC is actively

considered for land-based power generation [93]. The technology involves combus-

tion of a fuel-air mixture across detonation waves in tubular devices [94]. Detonation

waves are composite waves comprised of a “frozen” shock wave with pressure and

temperature jump followed by a relaxation zonewhere chemical combustion reactions

take place. The benefit of the process is temperature and pressure rise during the cycle
heat addition processwith a correspondingly highermean-effective temperature vis-à-

vis the conventional diffusion or DLN combustors with approximately constant

15 Natural Gas Power 589



pressure (actually a 5–6% pressure loss). Detailed cycle calculations indicate that

a PDC gas turbine in CC configuration is potentially 1.5–3 percentage points advan-

tage over standard units at comparable firing temperatures and pressure ratios [95].

SOFC- or MCFC-based hybrid fuel cell plus gas turbine power plants are by far

the most efficient future technologies to “burn” natural gas for electric power

generation. In these machines, the fuel cell replaces the combustor to oxidize the

gaseous fuel. Different configurations are possible. Detailed studies show that fuel

cell-GT hybrid plants are capable of thermal efficiencies approaching 70%.

Bhargava et al. [96] can be consulted for more information on these and other

advanced GT-based power plants such as humid air turbine (HAT) and intercooled

recuperated engine (ICR). Almost all variants have been studied in detail and

reached various stages of development and commercialization in the past. They

have not been able to pass the audition in terms of reliability, operability, capital

cost, scalability, and other important considerations (e.g., water consumption) to

present viable alternatives to simple Brayton cycle GT in CC configuration. Closed-

loop steam cooling and reheat (also known as sequential combustion) have been the
only successful and commercially accepted variations on the basic cycle. At this

time, to the best of the authors’ knowledge, there is no reason to expect this

situation to change in the foreseeable future; at least in terms of large-

scale electric power generation. As always, dual-fuel diesel engines capable of

burning gaseous fuels will continue to play a role in small-scale and/or distributed

generation applications. The same can be true for very small (several kilowatts) fuel

cell–based hybrid units.
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http://www.peimagazine.com
http://www.peimagazine.com
http://www.gepower.com
http://www.gepower.com
http://www.gepower.com
http://www.gepower.com
http://www.gepower.com
http://info@thermoflow.com
http://info@thermoflow.com


Han JC, Dutta S, Ekkad SV (2000) Gas turbine heat transfer and cooling technology. Taylor &

Francis, New York

Horlock JH (2001) Combined power plants: including Combined Cycle Gas Turbine (CCGT)

Plants. Krieger Publishing Company, Malabar

Kehlhofer R, Hannemann F, Stirnimann F, Rukes B (2009) Combined cycle gas & steam turbine

power plants, 3rd edn. PennWell Corp, Tulsa

Lakshminarayana B (1996) Fluid dynamics and heat transfer of turbomachinery. Wiley, New York

Lefebvre AH, Ballal DR (2010) Gas turbine combustion: alternative fuels and emissions, 3rd edn.

CRC Press/Taylor & Francis, Boca Raton

Nag PK (2006) Power plant engineering, 2nd edn. Tata McGraw-Hill, New Delhi, India

Saravanamuttoo HIH, Rogers GFC, Cohen H, Straznicky PV (2009) Gas turbine theory, 6th edn.

Pearson Prentice Hall, England

Traupel W (1977) Thermische Turbomaschinen, Erster Band, Thermodynamisch-strömung-
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.Chapter 16

CO2 Capture and Sequestration

S. Julio Friedmann

Glossary

Carbon capture

and sequestration (CCS)

The long-term isolation of carbon dioxide from the

atmosphere through physical, chemical, biological, or

engineered processes.

CO2 capture The separation and concentration of CO2 from mixed,

dilute, or flue gas streams, commonly for the purpose of

geological sequestration or EOR (which requires 95%

concentrations or higher).

CO2 enhanced

oil recovery (EOR)

Injection of CO2 into depleted oil fields for the purpose

of increasing production. This typically also results in

long-term storage of CO2.

Geological

sequestration

The long-term physical or chemical storage of CO2 in

deep geological formations for the purpose of indefinite

separation from the atmosphere.

Oxyfired combustion The burning of an hydrocarbon fuel (coal, oil, gas,

biofuel) in an oxygen-rich or pure oxygen environment

for the purpose of CO2 concentration or capture.

Precombustion

capture

Concentration of CO2 from mixed gas streams that are

the products of fuel conversion (e.g., gasification,

methanation, or fermentation) before combustion, com-

monly through physical solvents.
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Post-combustion

capture

Concentration of CO2 from mixed, dilute, and flue gas

streams that are the products of combustion, commonly

through chemical solvents, sorbents, or selective

membranes.

Definition of Subject

Carbon capture and sequestration (CCS) is the long-term isolation of carbon

dioxide from the atmosphere through physical, chemical, biological, or engineered

processes. The primary purpose is to reduce the impacts of human-induced climate

change associated with increased greenhouse gas concentrations from emissions

and land use. CCS can be a major partial solution to climate change, accounting for

between 15% and 25% of the needed abatement, and should be considered as part of

a portfolio of solutions which include efficiency and conservation, renewable

energy, nuclear power, and other options.

Introduction

Carbon capture and sequestration (CCS) is the long-term isolation of carbon

dioxide from the atmosphere through physical, chemical, biological, or engineered

processes. This includes a range of approaches including soil carbon sequestration

(e.g., through no-till farming), terrestrial biomass sequestration (e.g., through

planting forests), direct ocean injection of CO2 either onto the deep seafloor or

into the intermediate depths, injection into deep geological formations, or even

direct conversion of CO2 to carbonate minerals. Some of these approaches are

considered geoengineering (see the appropriate chapter herein). All are considered

in the 2005 special report by the Intergovernmental Panel on Climate Change [1].

Of the range of options available, CCS most commonly entails the capture of

CO2 from power and industrial plants followed by injection into deep geological

formation (geological carbon sequestration, or GCS). While the economics are

hotly debated, in many ways this form of CCS appears to be a critical option

for major greenhouse gas reduction in the next 10–50 years. The basis for this

interest includes several factors:

• There is no obvious immediate technical barrier to deployment. Systems to

capture and concentrate CO2 have been in commercial operation for over

80 years (REF), and the oil and gas industry has injected CO2 for enhanced oil

recovery for over 35 years.

• The initial estimates of potential geological capacities are enormous (Fig. 16.1).

Formal estimates for global storage potential vary substantially, but are likely to

be between 800 and 3,300 Gt of C (3,000 and 10,000 Gt of CO2), with significant

capacity located reasonably near large point sources of the CO2. (REF)
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• Testing of large-scale GCS is feasible and has begun (Fig. 16.1). In many

industrialized countries, large CO2 sources like power plants and refineries lie

near prospective storage sites. These plants could be retrofit today and injection

begun (while bearing in mind scientific uncertainties and unknowns). Indeed,

some have, and five projects described here provide a great deal of information

on the operational needs and field implementation of CCS, with more to follow.

Part of this interest comes from several key documents written in the last few

years that provide information on the status, economics, technology, and impact of

CCS. These are cited throughout this text and identified as key references at the end

of this manuscript.

When coupled with improvements in energy efficiency, renewable energy

supplies, fuel switching, and nuclear power, CCS helps dramatically reduce current

and future emissions [2–4]. If CCS is not available as a carbon management option,

it will be much more difficult and much more expensive to stabilize atmospheric

CO2 emissions. Estimates of the cost of carbon abatement without CCS appear

30–80% higher than if CCS were to be available [5].

Carbon Capture

CCS has two separate but coupled steps. The first is the separation and concentration

of CO2 from industrial flue streams, chiefly power plants. This first step is commonly

called carbon capture and usually includes compression and transportation via

pipeline. The second involves the injection of CO2 as a dense, supercritical

(liquid-like) phase into deep geological formations. This step is commonly called

geological carbon sequestration, or GCS. In short, the cost for CCS lies

0−250

Pure CO2 Source > 95%
(kT CO2 per year)

250−500
500−1000
1000−4000

Active integrated large projects

Large projects under construction

CO2-EOR active for > 5 years

Fig. 16.1 Map of large CCS projects worldwide. Base map shows highly prospective (dark
shaded) and prospective (medium shaded) areas; squares show size of pure CO2 streams available

for sequestration (After Bradford and Dance (2004))
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mostly in the capture stage. The risk lies mostly in the sequestration stage. Both steps

are needed for a successful project.

In the first step, CCS requires the separation of CO2 from industrial flue streams

and concentration to CO2 purities of 95% or greater [2, 6]. This limits compression

costs and makes effective and efficient use of available sequestration resource

(subsurface pore volume). Currently, four technology pathways exist for commer-

cial CO2 capture and separation (Fig. 16.2):

• Post-combustion capture: This involves separation of CO2 from nitrogen, com-

monly with chemical sorbents (e.g., monoethanolamine (MEA)).

• Precombustion capture: This involves conversion of fuel feedstocks (e.g., coal)

into syngas via gasification, steam reformation, or partial oxidation and then

shifting the syngas chemically to hydrogen and CO2, and then separating the H2

from CO2. Currently, this last step is commonly done with physical or chemical

sorbents.

• Oxyfiring combustion: This involves combustion of fuels in a pure oxygen or

O2-CO2 rich environment such that effectively no nitrogen is present in the flue

gas. Separation of O2 from air (N2) is required and is the main cost element.

Chemical looping [7] is considered a variation of this technology.

• Direct capture of high-purity streams: In these cases, CO2 is “pre-captured” and

already at or above 95% purity. This requires only compression and transporta-

tion before sequestration.

Coal

Coal

Gas

Gas

Biomass
Oxyfuel

Pre combustion

Post combustion

By-product

Coal
Gas

Biomass

Biomass

Biomass

Air Air Separation

Gasification
Chemical
Process

SNG, liquids,
methanol, NH3

Air

Power &
Heat

Power & Heat

Power & Heat

CO2
Compression
& Dehydration

CO2
Separation

Air/O2

Steam

Air

Coal Gas

Gas, Oil

Gasification Reformer
+CO2 sep

O2

H2

O2

N2

N2

N2 O2

CO2

CO2

CO2

CO2

Fig. 16.2 Schematic diagram of the four main CO2 capture pathways and the main processes

involved (After Thambimuthu et al. [6])
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• Direct air capture: This involves separation of CO2 directly from the atmo-

sphere. The very low concentrations of CO2 in air (�385 ppm) make this

approach both expensive and controversial.

Each of these approaches requires substantial power to run the adsorption and air

separation units, raising operating expenses and increasing the amount of CO2

emissions produced simply to drive the sequestration process. They also require

more capital in plant construction and have differing operational costs and energy

penalties. At present, each technology pathway appears equally viable from an

economic and thermodynamic standpoint [2, 6, 8].

Industry has substantial experience with each of these technology pathways,

chiefly from operation of hydrogen plants, fertilizer plants, refineries, and natural

gas processing facilities. CO2 has been separated from industrial flue streams at

scales much greater than 1 MMt CO2/year (270,000 t C/year). Similarly, CO2 has

been separated from small-scale power plants, and the technology to scale these

operations to plants of 200 MW or greater exists. Large pipelines transport millions

of tons of CO2 hundreds of kilometers, and millions of tons of CO2 and other acid

gases are compressed and injected into geological formations every year. Thus,

a great deal is known about carbon capture, separation, and transportation, and

many countries have regulatory frameworks in place to accommodate the permit-

ting of separation facilities and pipelines (in the USA, the Department of Transpor-

tation carries this authority).

Cost remains an important barrier to wider commercial deployment [2, 9],

especially retrofit costs. However, as the concepts for geological carbon sequestra-

tion are proven to be reliable for current power plant technology, improved power

plant designs are expected to be able to bring down sequestration costs dramati-

cally. Several large pilot projects are testing pre-, post, and oxyfired combustion

tests at the 2–30 MW scale, a necessary precursor to broad commercial deployment.

A number of technologies claim to be able to capture and separate CO2 at $9–11/t

CO2, less than half the best available technology. As the results from these and

future tests are made public, decision makers and investors will be able to plan

better for plant economics and design.

Post-combustion Capture

As the name suggests, post-combustion capture (PCC) involves capture and

separation of CO2 from flue gas streams after combustion [2, 6]. It can also apply

to capture from high- or low-concentration bag-house streams from industrial

applications (e.g., cement manufacturing). Most PCC study has focused on

separation from coal plants, both because of their central role in global power

production and their high concentration of flue gas CO2 (14–20%). However,

PCC can also be applied to natural gas plants (4–7% concentration) or other post-

combustion streams (e.g., biomass fired power generation).

Typically, CO2 capture involves one of these separation processes:
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• Chemical solvents: This process operates when flue gas contacts liquid solvents

and dissolves into the liquid. The CO2-rich solvent is typically heated to release

the CO2 and reconstitute the solvent, which is then recirculated.

• Membranes: This process separates CO2 from mixed gases as CO2 preferentially

flows through the membrane, which rejects other gases. Membranes can be made

of polymers [10], ceramics [11], or more exotic materials (e.g., [12]). Costs and

viability are a function of gas selectivity and permeance.

• Solid sorbents: In this process, selective solid materials (e.g., zeolites) adsorb

CO2 from mixed gas streams. These are released under different physical or

chemical conditions, typically through heating.

• Exotic materials: Other classes of materials have been proposed and remain

promising, including ionic liquids [13, 14] and metal-organic frameworks

(MOFs; REF).

Thecost and performance ofdifferent systems varies as a functionof loading, energy

costs, capital costs, vapor pressure, process efficiency, and other issues (e.g., Abanades

et al. 2009). While some processes appear to be highly efficient, they may have cost or

volumetric issues which limit deployment. Many prospective processes remain at the

bench-scale and have not been tested in large-scale pilots or commercial plants.

Today, most post-combustion capture is performed by liquid solvents, chiefly

amines. This is in large part due to the familiarity of the technology (invented in

1930) and the conventional equipment set used, such as gas stripper towers and

thermal regeneration. Rochelle [15] argues that the familiarity and performance of

amine-based solvents makes them the class of CO2 capture processes and materials

most likely to be widely deployed. Many commercial groups are working to

improve the cost and performance of their amine systems today, including

Mistubishi, Babcock and Wilcox, Alstom, Aker Clean Carbon, HTC, and Huaneng.

While other capture systems show promise based on bench-scale performance

[16], few have been tried. One exception is Alston’s chilled ammonia process [17],

piloted at the Mountaineer power plant in West Virginia. Work on the pilot project

ceased in 2011, and results remain inconclusive.

Precombustion Capture

Precombustion capture involves the removal of CO2 after the coal is converted into

syngas, but before combustion in a turbine or boiler. Typically, the first step

involves gasifying the coal. This syngas contains CO2, which may be separated at

this stage for partial capture (typically around 20% of carbon content). To achieve

higher fractional capture, a water-gas shift reactor converts carbon monoxide and

steam to CO2 and hydrogen. This increases the concentration of CO2, improving

capture efficiency and increasing the amount of carbon (in the form of CO2) that can

be removed using this process. The CO2 is then removed using either a chemical or
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a physical solvent, such as Selexol™ or Rectisol™, and is compressed. This

approach is used widely where coal is used for chemical feedstock.

For power production applications, the remnant hydrogen burns in a turbine to

generate electricity [2]. The likeliest configuration for these systems is an integrated

gasification combined-cycle power plant, or IGCC.While both IGCC and precombus-

tion CO2 capture technologies are available today, the costs limit commercial deploy-

ment. Four gigawatts of IGCCpower plants have been built worldwide as of the end of

2007 [1], and no existing IGCC plants have CO2 capture. In 2003, the USDepartment

of Energy created the FutureGen project [18], aimed at construction of a 275 MW

IGCC + CCS plant capturing 1 million tons CO2/year. FutureGen halted in 2008 [19],

and then restarted as an oxyfiring retrofit plant (see below). A similarly scaled project,

GreenGen in China [20], is slated for completion in 2012 with CO2 capture in 2014.

Many companies have proposed specific IGCC designs with CO2 capture,

including GE, Siemens, and Mitsubishi. Overall, IGCC plans with CCS appear to

have higher net efficiencies, lower water consumption, and lower energy penalties

than other kinds of new plants with carbon capture [21]. The commercial availabil-

ity of gasifiers, water-gas shift reactors, solvent towers, and gas turbines also

provides some commercial advantages. However, the total capital costs for IGCC

systems with CCS remain higher than conventional plants.

Other precombustion plant designs show promise. For example, hydrogen and

syngas from gasification can also be used to make chemicals such as ammonia,

urea, or olefins. Coal-to-chemical plants can use some hydrogen like an IGCC plant

and generate power as well. These polygeneration plants show some advantages in

terms of economic return (e.g., [22]). Several US projects, including the Texas

Clean Energy Project [23] and HECA project [20] are attempts to manage costs and

create economic return for precombustion plants through polygeneration.

Given the high efficiency of physical solvents for precombustion, little research

has focused on solvent-based precombustion technology improvement. Much

research has focused on improving efficiency or reducing costs of gasification or

on better plant integration to improve overall efficiency and cost. Additional

research has focused on alternative separation technologies, including hydrate

formation, ceramic membranes, or exotic materials. Alternative gasification

technologies such as molten metal gasifiers [24] or underground coal gasification

(Friedmann 2009) remain potential avenues to large cost reductions for precom-

bustion capture–based plant designs.

Oxyfired Combustion

The burning of a hydrocarbon fuel (coal, oil, gas, biofuel) in an oxygen-rich or pure

oxygen environment for the purpose of CO2 concentration or capture is called

oxyfired combustion (REF). Oxyfiring is premised on this basic chemical reaction:

CHx þ O2 ! CO2 þ XH2O
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where the coefficients x and X vary as a function of fuel type (for methane, x = 4

and X = 2). When oxygen is blended with the fuel stoichiometrically, this reaction

balances and water can be separated with compression leaving concentrated,

dry CO2.

One of the potential challenges with oxyfiring combustion is that many hydro-

carbon fuels will burn extremely hot in a pure oxygen environment, making retrofits

difficult and new reactors expensive. One common approach to this problem is to

mix oxygen with CO2 at near atmospheric oxygen concentrations (e.g., 25%

oxygen and 75% CO2) creating a “synthetic air.” The CO2 is recirculated after

separation, and acts to moderate the temperature and kinetics of the fuel combustion

in the reactor (REF). This approach is considered promising for retrofits, both in the

power sector (subcritical and supercritical pulverized coal boilers) and in the

industrial sector (e.g., in catalytic crackers common in hydrocarbon refining).

A number of commercial projects have made progress on oxyfiring. In Europe,

Vattenfall’s Schwartzepumpe pilot project successfully ran a 30 MW thermal

boiler with synthetic air. Similarly, Total successfully operates a 50 MW oxyfired

boiler in association with injection into a depleted natural gas field in Lacq, France.

The largest current program in oxyfiring is the revised FutureGen program

(FutureGen 2.0; REF). This US project is attempting to retrofit a 250 MW boiler

in Meridosia, Illinois for oxyfired combustion. This project plans to capture 1.3

million tons CO2/year, over 90% of the plant emissions.

The primary cost of oxyfired combustion is the cost of oxygen separation from

air (REF). The air separation unit (ASU) requires substantial capital and operating

costs. There are also some specific technical considerations associated with the

operating pressure of the combustion unit. If the reactor burns its fuel at lower than

atmospheric pressure (a common configuration for boilers), then there is a risk of air

leaking into the reactor and contaminating the stream with nitrogen.

Chemical looping [7] is considered an oxyfiring variant, although in most ways

the technology is radically different from synthetic air combustion. Instead, a metal

carrier is oxidized, creating heat which can be used to run a steam cycle. Most

commonly, the process is configured with two interconnected fluidized bed

reactors: an air reactor and a fuel reactor. The solid oxygen carrier is circulated

between the air and fuel reactors, and the metal oxide is reduced in the second stage.

This process remains promising, in large part due to the very high theoretical

conversion efficiencies (as high as 80%). However, no reactors larger than bench-

top have proven viable yet, and questions remain about the operation, longevity,

and stability of the metal oxide carriers.

Direct Air Capture (DAC)

Recent carbon cycle research by Solomon et al. [25] and Hansen et al. (2007) has

resulted in increased interest in direct capture of carbon dioxide (CO2) from the air

(e.g., [26]). Pielke [27] has described the macro-scale economic playing field for air
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capture, while others ([28], Lackner 2009, [29]) have begun research into specific

technologies capable of removing CO2 from the air. Several companies have

recently formed to develop and commercialize direct air-capture systems, including

Kilimanjaro, Carbon Engineering, and Global Thermostat.

The key technical concern is the low partial pressure of CO2 in air due to its low

concentration (<390 ppm). This requires the movement of very large volumes of

air through a capture unit, and high expense of energy to execute the separation.

The American Physical Society Panel on Public Affairs [30] recently completed

a fairly comprehensive assessment of the 2009 state of the art. The key messages of

the report include three conclusions:

• DAC is not currently an economically viable approach.

• Generally, low-carbon power and energy is best used directly to minimize losses

rather than used for DAC.

• Eventually, DAC could play a role in capture and storage from decentralized

sources of CO2, such as vehicles, ships, or planes.

While the situation may change with CO2 demand and price, the consensus

today is that the economics and engineering of DAC remain formidable and

difficult to overcome.

Geological Sequestration

A number of geological reservoirs appear to have the potential to store many

hundreds to thousands of Gt of CO2 [31]. The most promising reservoirs are porous

and permeable rock bodies at depth (Figs. 16.3 and 16.4).

• Saline formations contain brine in their pore volumes, commonly with salinities

greater than 10,000 ppm. Because CO2 is buoyant in most geological settings,

target saline formations require a cap rock or sealing unit above the main

injection zone.

• Depleted oil and gas fields have some combination of water and hydrocarbons in

their pore volumes. In some cases, economic gains can be achieved through

enhanced oil recovery or enhanced gas recovery [32–34]. Substantial CO2-

enhanced oil recovery already occurs in the USA with both natural and anthro-

pogenic CO2. These fields provide much of the knowledge base available about

the potential issues related to CO2 sequestration.

• Deep coal seams, often called unmineable coal seams, are composed of organic

minerals with brines and gases in their pore and fracture volumes that can

preferentially adsorb and bind CO2 as well as store it in pores and minor

fractures. These targets present some challenges in that coals are relatively

low permeability units, presenting challenges to injection.

Because of their large storage potential and broad distribution, it is likely that

most geological sequestration will occur in saline formations. However, initial
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Geological Storage Options for CO2

1 Depleted oil and gas reservoirs
2 Use of CO2 in enhanced oil recovery
3 Deep unused saline water-saturated reservoir rocks

Produced oil or gas

injected CO2

Stored CO2

4 Deep unmineable coal seams
5 Use of CO2 in enhanced coal bed methane recovery
6 Other suggested options (basalts, oil shales, cavities)
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3
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6

Fig. 16.3 Options for storing CO2 in underground geological formations (After Benson and

Cook [31])
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Fig. 16.4 Schematic diagram of large injection at 10 years time illustrating the main storage

mechanisms. All CO2 plumes (yellow) are trapped beneath impermeable shales (not shown). The

upper unit is heterogeneous with a low net percent usable porosity, whereas the lower unit is

homogeneous. Central insets show CO2 as a mobile phase (lower) and as a trapped residual

phase (upper). Right insets show CO2 dissolution (upper) and CO2 mineralization (lower)
(After MIT [2])
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projects have been proposed for depleted oil and gas fields, accompanying

enhanced oil recovery, due to the high density and quality of subsurface data

and the potential for economic return. Although there remains some economic

potential for enhanced coal bed methane recovery much less is known about this

style of sequestration [2, 31, 35, 36]. Even less is known about sequestration in

basalts. As such, many workers are not convinced of the economic viability of

sequestration projects in coal, basalts, or oil shales given today’s technology and

understanding [37].

Storage of large CO2 volumes in geological formations requires that the CO2 be

relatively dense, so that storage capacity is efficiently used. Given typical geother-

mal gradients and hydrostatic loads, CO2 is likely to be in a supercritical state at

most target sites greater than 800 m depth (e.g., [38]). At the likely range of

injection pressures and temperatures for most projects, CO2 would be buoyant

and gravitational forces would push CO2 upward from the injection point.

Consequently, trapping mechanisms are needed to store CO2 effectively. For

depleted oil and gas fields or for saline formations, CO2 storage mechanisms are

reasonably well defined and understood (Fig. 16.4). CO2 sequestration targets will

require physical barriers to CO2 migration out of the crust to the surface. These

barriers will commonly take the form of impermeable layers (e.g., shales,

evaporites) overlying the sequestration target. This storage mechanism is highly

or directly analogous to that of hydrocarbon trapping, natural gas storage, and

natural CO2 accumulations. At the pore scale, capillary forces can immobilize

a substantial fraction of a dispersed CO2 bubble, commonly measured to be

between 5% and 25% of the CO2-bearing pore volume. The volume of CO2 trapped

as a residual phase is highly sensitive to pore geometry, and consequently is

difficult to predict; however, standard techniques can measure residual phase

trapping directly in the laboratory with rock samples.

Once in the pore volume, the CO2 will dissolve into other pore fluids, including

hydrocarbon species (oil and gas) or brines. Depending on the fluid composition

and reservoir condition, this may occur rapidly (seconds to minutes) or over

a period of tens to hundreds of years. Once dissolved, the CO2-bearing brines are

denser than the original brines, and so the strong buoyant forces of free-phase gas

are replaced by small downward forces. Over longer time scales (hundreds to

thousands of years) the dissolved CO2 may react with minerals in the rock volume

to dissolve or precipitate new carbonate minerals. For the majority of the rock

volume and major minerals, this process is slow, and may take hundreds to

thousands of years to achieve substantial storage volumes. Precipitation of carbon-

ate minerals permanently binds CO2 in the subsurface; dissolution of minerals

generally traps CO2 as an ionic species (usually bicarbonate) in the pore fluid.

Although work remains to characterize and quantify these mechanisms, the

current level of understanding can be used today to develop estimates of

the percentage of CO2 that can be stored over some period of time. Confidence in

these estimates is bolstered by studies of hydrocarbon systems, natural gas storage

operations, hazardous waste injection, and CO2-enhanced oil recovery (CO2-EOR).

Current evaluations of CCS effectiveness based on the current understanding of
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trapping mechanisms estimate that more than 99.9% of injected CO2 can be
reliably stored over 100 years, and it is likely that 99% of CO2 can be reliably
stored for 1,000 years [31]. These estimates assume careful siting, due diligence

before injection, and appropriate management of injection, and reflect the view that

the crust contains many sites that are generally well configured to store CO2

effectively.

Large-Scale Commercial Deployment

In order to achieve substantial GHG reductions, geological storage deployment has

several requirements:

• Projects must be large in scale, roughly in the order of 1 Mt/year CO2 or more

(Friedmann 2006).

• There must be minimal leakage from the underground storage reservoirs back to

the atmosphere.

• There must be minimal impact on other uses of the subsurface environment and

the resources it contains.

The issue of scale dominates deployment of GCS ([5, 39]; McFarland 2004; [4]).

These volumes would have geological carbon sequestration, providing 25–75 Gt

C over 50 years, or 15–43% of emissions reduction needed to stabilize atmospheric

CO2 levels at 550 ppm [39].

Today there are five well-established large-scale injection projects with an

ambitious scientific program that includes monitoring and verification

(Table 16.1): Sleipner in Norway [40], Weyburn in Canada [41], In Salah in Algeria

[42]; Snohvit in northern Norway (REF); and Cranfield, Mississippi (REF). Each

project has injected CO2 at the rate of �1 MM t/year (�280,000 t C/year). Each

project has had a substantial supporting science program or anticipates one.

Recently, the Global CCS Institute in Australia compiled a list of active and near

active projects, as well as a roster of announced integrated and pilot projects

(REFS). A few are listed here.

These projects have sampled a wide array of geology with varying trapping

mechanisms, injection depths, reservoir types, and injectivity. Each of these

projects appears to have ample injectivity and capacity for success, and none has

detected CO2 leakage of any significance. In addition to the three sequestration

projects, many industrial applications have injected large volumes of CO2 into the

subsurface. EOR operations in W. Texas, New Mexico, Colorado, Wyoming,

Oklahoma, Mississippi, Trinidad, Canada, and Turkey have individual injection

programs as large as 3 MM t CO2/year (�820,000 t C/year) and cumulative anthro-

pogenic emission injections of�10 MM t CO2/year (2.7 MM t C/t) [43]. It should be

said that the monitoring and verification program at each site varies substantially [2].
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In many EOR projects, there is almost no monitoring beyond that required for CO2

flood operations [32].

It is worth noting that many of these projects have come online recently in

China, which has the potential to ramp up projects very rapidly ([44, 45]; Liu and

Gallagher 2009). It should also be noted that all of the first projects do not involve

capture from a power plant, but rather from industrial facilities where CO2 is

available at a relatively low cost. While this does improve the knowledge of GCS

greatly, some questions will remain about plant integration and economics after

these projects which will only be resolved through successive scale-up and

demonstration.

Science and Technology Status

As discussed above, the knowledge of trapping mechanisms and the successes of

the three large projects provide substantial information. These are augmented by

studies of naturally occurring CO2 systems, [46], natural gas storage facilities,

hazardous waste disposal, acid gas injection, and CO2-EOR [31]. This knowledge

provides a firm foundation for commercial action and a nascent foundation for the

development of regulation, standards, and legal frameworks for sequestration

(REFS, including Wilson et al. 2009; CCSREGS project; EPA; EU ruling). GCS

itself, however, drives study into specific technical and scientific challenges

associated with the central elements of site characterization, selection, operation,

and monitoring ([36]; WRI 2009). Forward investigation around these topics will

enhance the technical and operational understanding of commercial GCS.

Monitoring and Verification (M&V)

Monitoring and verification must detect and track CO2 in the deep subsurface near

injection targets, in the shallow subsurface, and above ground. Monitoring and

verification studies are a chief focus of many applied research efforts. The US

Department of Energy has defined M&V technology development, testing, and

deployment as a key element to their technology roadmap (US DOE 2010). The

European Union CO2ReMoVe effort is dedicated to monitoring and verification,

and the industry-led CO2 Capture Project continues to study monitoring in com-

mercial settings [47]. Some form of M&V will be required at commercial sites, but

the extent of monitoring required by regulators, operators, or financiers remains

uncertain. Many geophysical and geochemical methods are sufficiently well under-

stood for them to be used to make reasonable performance predictions at candidate

storage sites ([48]; WRI 2009). Testing which of these approaches will be the most

valuable for a given geological environment remains to be determined.
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Key Science and Technology Gaps

Despite the tremendous amount of applied and basic knowledge, there remain both

cross-cutting-specific and site-specific topics for investigation (e.g., [49]). From an

applied perspective, the National Energy Technology Laboratory has written sev-

eral plans to identify and address key technology gaps (e.g., [36]). Recent new R&D

projects aimed at specific components of R&D include the National Risk Assess-

ment Program (NRAP), the Carbon Capture Simulation Initiative (CCSI; REF),

Weyburn’s Final phase project (REF), and portions of China’s project 836 and 927.

While these efforts and reports are not meant to be comprehensive, they reflect the

current state of knowledge and potential to continue scientific investigations

in GCS.

Deployment Challenges

Despite the current gaps in sequestration science and technology, commercial

projects have begun and are ready to proceed with confidence in their success.

Today, enough is known to safely and effectively execute key tasks around single

large-scale injection projects:

• Characterize a site.

• Design and operate the project.

• Monitor the CO2 injection.

• Mitigate problems that might arise.

• Close and abandon the project.

Although this knowledge is currently being brought to bear on specific injection

projects around the world, greater work is needed to codify and develop tools,

regulations, and standards for deployment of multiple million ton injections in

thousands of wells nationwide and worldwide across a range of geological settings.

This affects both sides of the deployment rubric over the project life cycle ([50];

WRI 2009). Potential operators must execute a set of tasks to prepare for and

execute injection permitting and operation. Similarly, potential regulators,

investors, insurers, and public stakeholders require information to make decisions.

Part of the challenge is to provide a technical basis for each set of actors to make

decisions concerning the minimal amount of information needed to serve all

stakeholders.

While many possible goals and terms may be pursued in site characterization, it

is difficult to imagine the success of a large-scale injection project without knowl-

edge of three parameters. These are injectivity, capacity, and effectiveness
(Friedmann 2006). In general terms, injectivity and capacity may be estimated by

conventional means, such as special core analysis, regional and local structural and

stratigraphic mapping, and simple multi-phase fluid flow simulations. However,
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there are explicit standard measures of effectiveness. Ultimately, characterizations

must rely on estimates of geomechanical integrity, hydrodynamic stability, and seal

continuity for the rock system, fault system, and well system [51–55].

Given this complexity, it is not broadly accepted today what terms constitute

effective storage. The FutureGen project’s request for proposals [18] laid out a set

of minimum criteria for acceptance. These criteria are based on expert opinion,

laboratory experimentation, analog studies, and simulations. Similarly, the World

Resources Institute (2009) proposed a set of guidelines to potential operators based

on a working group of over 40 experts ranging from geoscientists to lawyers and

regulators. However, the few active projects today do not constitute a large empiri-

cal data set from multiple geological carbon sequestration deployments to provide

a definitive standard for characterization of site effectiveness.

Hazards Assessment and Risk Management

Supercritical CO2 is buoyant and will seek the Earth’s surface; therefore, CO2

injection carries the possibility of leakage. Importantly, CO2 leakage risk will not

be uniform across all sites, thus CO2 storage sites will have to demonstrate minimal

risk potential in their site characterization plans [56, 57]. Based on analogous

experience in CO2 injection such as acid gas disposal and enhanced oil recovery,

these risks appear to be less than those of current oil and gas operations [31].

The direct hazards associated with geologic sequestration fall into three distinct

categories:

• Hazards associated with the release of the carbon dioxide to the Earth surface

• Hazards associated with release into groundwater and subsequent degradation

• Hazards associated with Earth movement caused by the injection process itself

The hazards themselves in turn are associated with failure mechanisms and

triggers (Friedmann 2007; [56]). Potential triggering of events associated with

these hazards could lead to undesired consequences. As such, it is an important

goal to identify and understand these hazards in order to avoid triggering hazard

events. Identification and characterization of these hazards is the critical first step to

managing the risks at a site. They also serve as the basis for a quantitative probabi-

listic risk assessment (PRA). A robust PRA cannot be made today due to substantial

scientific and technical gaps. However, the hazards associated with a site can be

identified, mapped, characterized, and parameterized sufficiently to avoid failure or

(alternatively) avoid selecting a bad site.

Water Issues

A number of issues arise from CCS regarding water use and quality. These include

additional water use due to process steam and additional hear requirements in the
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plants; displacement of in situ brines; and potential risks to groundwater quality

from unplanned CO2 leakage [58]. Additional water needs for surface facilities is

highly sensitive to capture process and plant type, ranging from 20% to 110%

additional water consumption ([59]; b). CO2 injected into saline formations neces-

sarily interacts with water and brines there. This interaction includes displacement

of the brines there, local drying of the reservoir, and dissolution of CO2 into brine

forming carbon acid. Early research focused on the potential risks and impacts of

acid brine formation, ultimately concluding that these risks are small.

Injection also creates a pressure transient in the reservoir which increases

through time. In the right context, this pressure can drive water co-production

(enhanced water recovery) and even drive surface desalination processes [60, 61].

Based on preliminary calculations, it appears that water co-production can cut the

water demands for an integrated CCS plant by 50%, or produce freshwater for

agricultural or civil use. More work is needed to understand the viability of this

technical approach.
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air pollution, 493

air quality (AQ), regulations, 329

air ratio, 479

Alaska gas hydrate research, 221

aldehyde, 419

alkylate, 81

alkylation, 83

alternating current (AC) generator, 543

alternative fuel, ignition characteristics, 210

alumina, 428

catalyst, 261

aluminosilicate clays, 46

amines, 602

ammonia, 518

general process description, 299

reaction pathway, 300

synthesis, 300

catalysis, 301

commercial activities, 303

reactors, 301

Anderson-Schultz-Flory (ASF)

distribution, 419

anoxic limestone drain, 468

anthracite, 319

aquifer, 239

Arge process, 421

ash residue, 344

associated natural gas, 33

atmosphere/atmospheric

nitrogen, 498

Autothermal reforming (ATR), 259

axial flow reactor design, 302

B

baghouse, 503

barrow gas field, 237

biogas

formation mechanisms, 531

utilization, 531

biogenic gas, 12

bioleaching, 465–466

biomining, 465–466

engineering approaches, 466

bioremediation, 467

bitumen, 15, 42, 57, 106, 113, 119, 130

mining, 46

recovery

direct heating of the tar sand, 48

hot-water process, 44

non-mining methods, 50

oleophilic sieve process, 47

SAGD (steam-assisted gravity

drainage), 54

solvent extraction process, 47
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bitumen (cont.)
separation

cold-water process, 46

sand-reduction process, 47

spherical agglomeration process, 47

thermal recovery methods, 49

bituminous coal, 400, 406, 482

bitumoid, 113

boiler, exit gas temperature, 480

boosting technology, 201, 203

bottom ash, 497

Boudouard reaction, 422

brake fuel conversion efficiency, 180

Brayton

cycle, 544–546, 555

ôtoppingö cycle (BTC), 556

Brayton-Rankine combined cycle, 556

Brayton-Rankine power plan, 560

briquetting, 330

butane, 268

C

calcium sulfite, 508

carbide, 272

carbon, 5

capture, 5, 478, 575, 586, 598–599

and storage, 575, 586

capture and sequestration (CCS), 5, 598

monoxide (CO), 493

oligomerization, 270, 415

polymerization, 270, 415

sequestration, 432, 436

carbonate, 607

carbonation, sulfide, 497

carbon dioxide, 494

emission, 486

long-term isolation, 598

carboxylic acid, 419

Carnot

cycle, 546

efficiency, 167, 206, 548

heat engine, 179

Carnot-equivalent cycle, 547

casinghead gasoline, 33

catalysis/catalytic

cracking, 78–79

sour wastewater, 79

spent process catalysts, 79

dust, 79

membrane reactors (CMR), 267

partial oxidation (CPOx), 264–265

reformer gases, 89

two-stage liquefaction (CTSL), 402

chromium oxide, 258

civilian aircraft, 539

clathrate, 17, 229

Claus plant, 411

Clean Air Act, 65

clean burning natural gas, 222

Clean Water Act, 66

climate change, human-induced, 598

close-coupled integrated two-stage

liquefaction (CC-ITSL), 404

coal

air pollutant, 457

emissions of, 493

air pollution, 492

air quality, 379

air toxics, 367, 369

as an energy source, 477

bed methane (CBM), 15, 531

beneficial impacts, 363

burning steam turbine, 530

carbon dioxide, 431

carbon-to-hydrogen ratio, 494

centrifugal dewatering, 357

char, 496, 499

characteristics, 345

clarification, 361

cleaning, 352

cleaning of fine particles, 372

coal workers’pneumoconiosis (CWP), 454

combustion, 486

air pollutant emissions, 493

air pollution, 492

consumption, 449

control, 374

conversion processes, 380

coprocessing, 409

dense medium separators, 352

dewatering, 357

of fine particles, 373

dry processing, 379

dust, 379, 453

economics, 365

environmental factors, 431

excavation, 450

filtration dewatering, 358

fine particulate emissions, 366

float-sink analysis, 345

forecast perturbations, 335

froth flotation separators, 355

fuel, 381

future production, 333

gasification, 393, 412, 482, 574

combined cycle, 487

global resources, 315
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greenhouse gas emissions, 370

grinding, 479

impacts of dust, 453

liquefaction, 395

mechanized mining operations, 348

methane, 452

methane emissions, 457

mine/mining

air pollutants, 457

gas, 531

impacts of dust, 453

methane (CMM), 15, 531

methane emissions, 457

methods, 332

pollution, 451

of air, 451

of water, 454

on-line analysis, 374

opencast, 451

pollution, 451

pollution abatement, 366

pollution of air, 451

pollution of water, 454

postcombustion technologies, 366

power station, 366

preparation

air quality, 379

air toxics, 367, 369

beneficial impacts, 363

clarification, 361

cleaning of fine particles, 372

control, 374

conversion processes, 380

dewatering of fine particles, 373

dry processing, 379

dust, 379

greenhouse gas emissions, 370

on-line analysis, 374

pollution abatement, 366

process water quality, 377

sizing of fine particles, 374

slurry disposal, 376

solid-liquid separation, 374

storage, 362, 376

sulfur, 367

technical issues, 372

thickening, 361

waste disposal, 362

processing

operations, 346

technologies, 344

process water quality, 377

production, 330, 334, 337

curve, 334

economics, 365

forecast perturbations, 335

limitations, 335

pyrolysis, 125

quality, 345

recoverability, 329

recovery, 345

reserve, 322, 328, 363

resources, 3, 321, 336, 391

seam gas (CSG), 15

sizing, 349

sizing of fine particles, 374

slurry disposal, 376

solid-liquid separation, 374

spiral concentrator, 355

storage, 362, 376, 379

stripping ratio, 327

sulfur, 367

technical issues, 372

thermal dewatering, 360

thickening, 361

tonnage estimates, 320

transportation, 364

transporting, 344

utilization, 478

washability, 345, 363

washing, 379

waste disposal, 362

water-based separators, 354

water slurry, 414

world production, 324

coal-char stabilization, 381

coal-fired boiler, flue gas, 497

coal-fired power plant

air pollutant emissions, 519

electrostatic precipitator, 500

environmental factors, 431

low-NOx burners, 512

NOx emissions control technologies, 511

Overfire Air, 513

postcombustion technologies, 511

reburning, 513

selective noncatalytic

reduction, 515

SO2 emissions control

technologies, 506

wet flue gas desulfurization, 507

coal preparation storage, 375

coal-to-chemical plant, 603

coal-to-diesel (CRD) plant, 422

Carbon Dioxide, 431

coal to liquids, 431
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coal-to-liquids (CTL) technology, 270, 391

commercialization, 434

life cycle analyses, 435

utility water, 433

cobalt 277–279, 418

catalysts, 278

cogeneration

cogeneration plant, 564, 566

efficiency, 565

coking, 76

cold heavy oil production with

sand (CHOPS), 55

collector, 356

combined heat and power (CHP) system, 564

combustion

air, 479, 513, 573

air-blown, 486

closed-looped steam cooling, 589

combustion efficiency, 166

efficiency, 166

firing temperatures, 579

gas, 573

kinetic modeling, 172

modification technology

low-NOx burners, 512

overfire air, 513

oxyfired, 603

combustion modification technologies, 511

compact reforming, 259

compost bioreactor, 468

comprehensive environmental response,

compensation, and liability act

(CERCLA), 68

compression ignition combustion,

glow plug, 187

compression ignition engine, 156

catalyst, 195

compression ignition engines

diffusion heat release, 189

fuel injection, 188

multi-injection strategies, 189

net soot release, 194

conventional spark ignition engine,

homogeneous mixture, 208

coprocessing with coal, 409

cost of electricity (COE), 583

criteria pollutant, 478

critical solvent de-ashing (CSD), 404

Cromadur, 552

crop/cropping

efficiency, 551

production, 462

crude oil, 8, 62

extraction, 31

multilateral wells, 31

production methods, 32

secondary wells, 31

thermal recovery methods, 38

cryogenic air separation process, 486

cyclone/cyclonic, classifying, 351

D

decarboxylation, 381

dehydration, catalyst, 429

delayed coking, 76

dense medium cyclone (DMC), 353

density functional theory (DFT), 287

desulfurization, 393

dewaxing, 87

diatomateous earth, 252

Dictyonema shale, 114

diesel

engines, 187, 195–196, 199, 202

boosting, 202

fuel conversion efficiencies, 199

fuel hydrotreatment, 425

sulfur-free, 249

dimethylether (DME) synthesis

commercial activities, 293

dehydration reaction, 292

fixed bed reactors, 293

pathway, 292

slurry phase production, 294

dimethyl sulfate, 292

direct air capture (DAC), 600, 604

direct capture of high-purity streams, 600

direct coal liquefaction (DCL), 391

block flow diagram (BFD), 401

direct liquefaction, 399, 435

dissolved gas drive, 33

drilling/drill, 29

drive gravity, 34

dry flue gas desulfurization, 510

dynamic(s), pressure oscillation, 579

dynamometer, 158

E

ecosystem, peat-forming, 315

E-gas gasifier, 414

electrical/electrically

conductivity

back corona, 503

resistivity, 503

submersible pump (ESP), 35
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electricity, 4

demand, 476

generation, 475

from natural gas, 562

Peltier effect, 207

Seebeck effect, 206

electric power, 476

generation, 534

electric power generation,

gas-based, 534

electrostatic precipitator (ESP),

368, 500

specific collection area (SCA), 502

electrowinning, 466

Encoal, 380

energy

cost, 327

information administration (EIA), 322

resources, 313

enhanced

gravity concentrators, 373

oil recovery (EOR), 32, 38, 40–41, 49, 69,

432, 436

chemicals, 69

cyclic steam injection, 41

thermal methods, 40

water recovery, 613

environmental regulation, 64

ethane, 305

ethanol, 419

ethylene refrigeration, 255

excess air factor, 479

exergy, 178, 180–181

exhaust gas, 543–544

recirculation (EGR), 589

thermal energy, 543

F

fabric filter, 504, 506

fabric filter baghouse, 503

feed slurry, 358

filtration media, 504

fine coal, dewatering, 373

Fischer-Tropsch (F-T)

Anderson-Schultz-Flory (ASF)

distribution, 276

catalyst beds, 278

chain initiation and propagation, 272

chain termination, 276

commercial activities, 280

formation of C1 species, 272

kinetics, 278

process, 270–271, 393

reaction pathway, 271

product upgrading, 281

product water, 432

reaction, 276–277, 415, 432

reactors, 278

stoichiometry, 259

synthesis, 3, 252, 260, 270, 272, 276,

278, 280–281, 410

fixed bed reactor (FBR)

technology, 421

flared natural gas, 537

flotation

collectors, 378

machines, 356

flue gas, 262, 500, 510, 601

desulfurization, 507

recirculation, 486

fluid catalytic cracking, 78

fluidized catalytic cracking, 424

fly ash, 344, 497, 500

formaldehyde, 297

formations, 613

fossil

energy, 1

fuel, 314, 336, 491, 530

resource, 390

from perovskites, 267

frother, 356, 378

froth flotation, 355, 373, 378

fuel

conversion efficiency, 165, 180

exergy, 180

infrastructure, 437

fuel-air

cycle analysis, 174

mass flow ratio, 549

fuel cell, 565

fuel gas, 485

fuel heat energy, 566

fuel knock, 197

FutureGen project, 612

G

gas/gaseous, 11, 21

cap, 30

drive, 33

clathrates, 585

from coal beds, 21

deepwater exploration, 14

flood, 35

fuel, 574
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gas/gaseous (cont.)
hydrate, 2, 17, 222, 227, 229–234,

238–241, 585

Canada, 232

China, 231

commercialization, 227

depressurization, 241

Eileen trend, 233

exploration in Alask, 233

field programs, 230

field scale reservoir simulation

study, 240

global distribution, 227

history, 222

India, 231

inhibitors, 241

Japan, 230

material balance study, 239

Mt. Elbert-01 Hydrate Test well, 234

New Zealand, 232

production, 227

resource potential, 229, 234

South Korea, 231

stability modeling for BGF pools, 238

tarn trend, 233

thermal methods, 241

United States, 232

mobility, 41

production, 241

remaining resources, 18

shales, 21

from tight sandstones, 21

turbine ôF–Classö, 538

basic thermodynamics, 543

Brayton cycle, 544

combined cycle (GTCC) power plant,

532–533

cooling, 553

development, 539

firing temperature, 546

generator, 581

history, 538

intercooling, 554

natural gas burning, 530

power plants, 541

recuperation, 554

steam cycle, 482

gas-heated reforming, 262

gas hydrate, 230, 233

Hot Ice No.1 well, 234

gasification, 264, 482

entrained flow gasifiers, 413

fluidized bed gasifiers, 413

moving bed gasifiers, 412

gasifier, 413

gasoil, 401

gasoline engines, 196

gasoline engines boosting, 202

gas phase production, 293

gas-to-liquids (GtL), 249

technologies, 247

gas turbine, 538

geologic/geological

carbon sequestration, 478, 598–599,

601, 605

storage deployment, 608

geometry turbocharger, 202–203

geophysics, 28

global

energy, 330, 337

hydrate resource, 227

warming, 2, 92

gravity (gravimeter), 28

greenhouse effect, 92

groundwater contamination, 46

gypsiferous mine water, 462

gypsum, 455, 462, 508

H

Haldor Topsøe’s Integrated Gasoline Synthesis

(TIGAS) process, 297

hazardous air pollutant (HAP), 368, 494

H-coal, 402

heat

exchange reforming, 262

recovery steam generator (HRSG),

482, 560

transfer, 179

transfer effect, 164

heavy oil, 42

production

horizontal wells, 54

inert gas injection (IGI), 54

upgrading, 57

high-temperature, Fischer-Tropsch (HTFT)

technology, 394

homogeneous charge compression ignition

(HCCI), 208–209

engines, 208

ignition control, 209

horsehead pump, 35

horticulture, 330

hot ice

gas hydrate research, 232

No. 1 well, 234
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Hubbert curve, 11

humid air turbine (HAT), 554, 590

hydrates, 17, 222

hydraulic fracturing, 34, 585

hydrocarbon

fuel, 194

burning, 603

polyaromatic, 194

refining, 604

synthesis, 251

hydroconversion process, 424

hydrocracker gas, 89

hydrocracking, 79, 284, 424

heavy paraffins (Wax), 281

hydrofluoric acid (HF) alkylation, 83

hydrogen

chlorine (HCl), 91, 494

fluoride (HF), 494

sulfide, 466, 497

hydrogenation, 284

hydrogenolysis, 399

hydrotransport, 44

hydrotreating, 80, 425

light paraffins, 284

I

indirect coal liquefaction (ICL), 409

Fischer-Tropsch process, 393

industrial

gasification, 415

gas turbine, 568

integrated combined cycle gasification

(IGCC), 415

integrated gasification, 587

combined cycle (IGCC), 494

integrated gross oil refining (IGOR+), 405

integrated two-stage liquefaction (ITSL), 403

intercooled recuperated engine (ICR), 590

internal combustion (IC), 535

internal combustion engine

alternative fuels, 210

basic operating cycle, 154

boosting, 201

charge heating, 164

combustion duration, 191

combustion efficiency, 166

compression ignition engines, 187

cycle analysis, 179

developments, 149

diesel cycles, 167

emissions formation, 191

engine downsizing, 201

engine-out emissions, 200

exergy, 178, 181

destruction, 181

exhaust pollution, 191

friction, 162

fuel-air cycle analysis, 169, 173

fuel-air equivalence ratio, 177

fuel conversion efficiency, 161

gross work, 159

in-cylinder work, 159

Otto cycle, 167

power/torque/speed curve, 161

pressure-crankangle diagram, 158

pump work, 159

quasi-static effects, 163

ram effect, 164

spark ignition combustion, 183

thermal efficiency, 166

thermodynamic analysis, 165

tuning, 164

variable geometry engine designs, 204

variable valve timing, 204

volumetric efficiency, 161

curve, 163

internal combustion engines

advanced engine controls, 203

exergy destruction, 181

iron

catalysts, 277, 423

sulfide, 497

isentrope, 546

isomerization, 424

isooctane, 176

isoparaffin, 283

isotherm, 546

J

JANAF thermochemical table, 174

K

kerogen

changes in the macromolecular

structure, 127

composition, 107

decomposition

kinetics, 127

mechanisms, 127

rates, 118

degradative analysis, 109

functionalities, 110

isolation, 109
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kerogen (cont.)
macromolecular structure, 107

nondestructive analysis, 110

pyrolysis, 110, 126

kerosene, 8, 281

K-fuel 380–381

kinetic hydrate inhibitor (KHI), 241

L

law of thermodynamics, 542, 544

light oils, 93

lignite, 317–318, 485

resources, 324

limestone, 508

reservoir rock, 31

liquefaction, 252, 393

liquefied natural gas (LNG), 10, 250,

252–254, 586

refrigeration system, 254

thermal efficiency, 253

liquefied petroleum gas (LPG), 391

liquid

phase dimethyl ether process

(LPDMETM), 427

phase methanol, 427

solvent extraction (LSE), 392

low temperature

combustion (LTC), 210

Fischer-Tropsch (LTFT) technology, 394

water gas shift (LTWGS), 427

lump oil shale, 139

Lurgi methanol synthesis, 290

M

magnetism (magnetometer), 28

maximum brake torque (MBT), 185

mega-ammonia technology, 303

mega-methanol production process, 290

MegaSyn process, 290

mercury, 344, 369

metallurgical coke, 345

metal recovery, 468

metaplast, 129

methane

cold flame oxidation, 306

coupling reaction, 305

hydrate, 229, 237, 241

markets program, 453

reforming for methanol/DME

synthesis, 268

replacement of CO2, 241

steam reforming, 260

methane hydrate, 241

methane-to-gasoline (MTG) process, 395

methanol

chemical processes, 297

commercial synthesis, 290

dehydration reaction, 429

distillation plant, 286

to gasoline (MTG) process, 296

MOGD process, 297

synthesis, 286–289, 428

activities, 289

catalysis, 288

reaction Pathway, 286

reactors, 288

methanol-to-gasoline technology, 431

methyl-diethanolamine (MDEA), 260,

304, 414

methylmercury, 494

methyl-tertiary butyl ether

(MTBE), 297

microbial-enhanced oil recovery (MEOR),

56, 58

micro engines, 153

micro gas turbine, 565

micro turbine, 566

mine/mining

acidic drainage, 470

bioprocessing, 465

deposit progressive exploitation, 458

design optimization, 461

engineering, 459

environmental impact, 447

excavations, 44

exploration, 448

extraction, 449

industry, 443

life cycle, 448

loss of biodiversity, 447

mining influenced water (MIW), 454

reclamation plan, 449

restoration process, 456

sites, phytotechnology, 463

subsidence, 451

sustainability, 446, 457

opportunity, 459

threat analysis, 459

waste, 448

water, 468

irrigation, 462

mineral

deposit, 458

extraction, 446
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molten carbonate fuel cell (MCFC), 536

monoethanolamine, 304

Mt. Elbert-01 hydrate well, 234

multi-nozzle quiet combustionö or MNQC

system, 579

N

naphtha, 282, 420, 425

slurry phase distillate (SPD), 285

naphthene, 92

natural gas, 1, 5, 9, 20, 31, 90, 436, 478

combustion, 572

consumption, 266

in conventional fields, 12

conversion to syngas, 251

coproduction of methanol, 295

desulfurized, 260

drilling technologies, 585

in electricity generation, 585

emissions, 572

gasoline, 33

global reserves, 20

global resources, 7

history, 537

hydrates, 221

Liquefaction, 252–253

liquids (NGL), 12, 250

methane content, 250

oxidative coupling to light

hydrocarbons, 305

power, 527

utilization, 537

natural gas-fired gas turbines, 580

natural gasoline, 33

natural resources overexploitation, 458

NEDOL process, 406

net energy analysis, 327

nitrogen, 482

oxide (NOx), 493, 498, 530

nonaqueous clathrates, 222

nonintegrated two-stage liquefaction

(NTSL), 403

O

ôbalance of plantö (BOP), 560

Occupational Safety and Health

Administration (OSHA), 68

oil

deepwater exploration, 14

geologic occurrence, 11

mining, 42

mobility, 35

production, 55–56

pressure pulsing technologies (PPT), 55

recovery

chemical flood recovery methods, 39

combustion processes, 51

gas flood recovery methods, 39

microbial technology, 56

processes, 69

process wastes, 69

by retorting, 125

steam-based processes, 50

remaining resources, 18

reservoir

beam pumps, 32

underground pressure, 31

resources, 113

sand, 15, 34

exploration, 25, 42

production, 25, 42

shale

assay methods, 120

bitumen, 119

classification, 102

combustion, 114

composition, 104

conversion, 101, 113

direct combustion, 114

ex situ technologies, 137

Fischer assay method, 121

galoter process, 137

gasification, 116

heat carrier, 135

heat transfer, 134, 139

high-temperature pyrolysis, 116

kerogen, 106–107

kerogen material, 101

low-temperature pyrolysis, 115

mineral matter, 105, 119

mining, 133

oil recovery, 101

organic matter, 105

particles, 139

processing, 99, 133

production, 117

pyrolysis, 124, 126

pyrolysis products, 110

research, 140

retorting oil yields, 123

Rock-Eval analysis, 121

in situ technologies, 139

thermal dissolution, 117

thermal effects during retorting, 119

thermal efficiency, 136

thermochemical-based conversion, 116

shortages, 10

yield, 123
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oily sour wastewater, 75

olefin, 81, 285, 297

open loop, methane refrigeration, 254

organic sulfur, 367

organization of the petroleum exporting

countries (OPEC), 8

original oil-in-place (OOIP), 32

Otto cycle, 155

efficiency, 168

Otto engine, 183

overfire air, 513

oxyfiring combustion, 600, 603

oxygen

consumption, 266

separation from air, 604

transport membrane, 267

ozone, 493

P

paludification, 316

paraffin, 92

partial oxidation (POX), 264

peal

future supply, 311

global resources, 311

peat

formation, 315

future production, 333

future supply, 311

global resources, 311, 315

occurrences, 317

production, 330

recoverability, 337

reserve classifications, 319

reserves, 326

classifications, 319

resources, 323

permafrost, 2

gas hydrates, 232

petrol, 197

engine, 183

petroleum

atmospheric distillation, 73

coking, 75

consumption, 94

dehydration, 73

desalting, 73

exploration, 25–28

geophysical borehole logging, 28

gas, 89

hydrocarbon components (PHC), 92

industry

Clean Air act amendments, 65

Comprehensive Environmental

Response, Compensation, and

Liability Act, 68

Conservation and Recovery Act, 67

Occupational Safety and Health Act, 68

Safe Drinking Water Act, 66

Toxic Substances Control Act, 67

Water Pollution Control Act, 66

liquid effluents, 92

Oil Pollution Act, 69

pollution, 69

production, 25, 30, 34, 62

chemical waste, 62

hazardous waste, 62

recovery, 32

refining

catalyst disposal, 93

catalytic cracking, 89

catalytic reforming, 84

chemical waste, 62

coking, 94

deasphalting, 86

dewaxing, 86

environmental control, 61

environmental effects, 61

fluid catalytic cracking, 78

gaseous emissions, 87

hydrocracking, 79

hydrotreating, 79, 81

isomerization, 85

polymerization, 81

refining, 81

solid effluents, 93

reservoirs, 57

transportation, 70

vacuum distillation, 73

visbreaking, 75

petroleum industry, Safe Drinking

Water Act, 66

phytodegradation, 463

phytoextraction, 463

phytohydraulic, 463

phytosequestration, 463

phytotechnology, 462, 465

phytovolatilization, 463

piston engine

crankshaft, 158

four-stroke cycle, 155

reciprocating motion, 153, 157

two-stoke cycle, 155
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platinum, 283

pollutant, 62

coal-related, 372

combustion-generated, 192

environmental regulation, 65

polyaromatic hydrocarbon (PAHs), 194

polygeneration plants, 603

polymer electrolyte, 536

poly(phenylene)s sulfide, 506

polysulfide, 466

polytetrafluoroethylene, 505

polythionate, 465

post-combustion

capture (PCC), 369, 601

control technologies, 368

potential coal reserves, 322

power flow efficiency, 487

power generation, 487

coal-based, 478

power station, thermal efficiency, 365

precombustion capture, 600, 602

primary pollutant, 3, 5, 62

process gas, 88

process gas-heated reforming, 263

programmable logic controlle (PLC), 374

propane, 229, 268

deasphalting, 86

prechilling, 254

pulse detonation combustion (PDC), 589

pulverized coal

coal-fired boilers, 489

plants, 480

in ultra-supercritical steam cycle

(PC/USC), 479

pulverized coal combustion, 484, 487

particulate emissions, 496

pure methane, 238

pyrite, 454, 497

pyritic sulfur, 367, 370

pyrolysis/pyrolytic, 252, 396

bitumen, 129

Q

quench reactor, 302

R

radioactivity, 28

Rankine cycle

bottoming cycle (RBC), 556, 561

efficiency, 480

steam cycle, 480

steam plant, 487

reburning, 514

reconfigured integrated two-stage liquefaction

(RITSL), 404

recoverability, 321

rectisol, 415, 603

refinery gas, 88, 90

regasification, 586

reheat combustor, 552

renewable energy, 599
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sound waves (seismograph), 28

sour gas, 411

sour wastewater, 79

spark ignition

combustion, 182

engine, 179, 196, 198

direct injection, 207

reciprocating engine, 565

splitter, 355

steam-generating power plant, 492

steam methane reformation

(SMR), 256

subbituminous coal fly ash, 318, 400,

485, 497

substitute natural gas (SNG), 432

sulfate, 367

sulfur, 283, 431–432

dioxide, 344, 493, 497

oxide (SO2), 497, 517

sulfuric acid, 480

alkylation, 83

supercharging, 201

supercritical carbon dioxide, 612

supercritical gas extraction (SGE), 392

surface

desalination processes, 613

mining, 43, 329

sustainability/sustainable, 1

sustenance, 1

SynCoal, 380

SynCoal technology, 381

syncrude, 45, 53, 282, 394

synfuel, 249

synthesis gas (syngas), 250, 393, 395, 410,

431, 485, 602

compressed, 286

nitrogen-diluted, 264

precombustion cleanup, 482

production capacity, 263

use in Fischer-Tropsch

GTL, 256

synthetic

crude oil, 53

fuel, 249, 381

T

tail gas, 411

tanker accident, 70

tar

bitumen, 26

non-mining methods, 48

sand, 44

sand mining, 42

terrestrialization, 316

tertiary coals, 318

thermal

coal, 318

dryers, 360

drying, 373

efficiency, 365

thermal-enhanced oil recovery, 40, 49

thermobitumen, 129

thermoelectric effect, 206

thiosulfate, 465
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coal applications, 377
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