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Chapter 1
Infectious Diseases, Introduction

Phyllis J. Kanki

Infectious diseases of humans and animals are illnesses resulting from an infection
caused by the presence or growth of a biological organism, often termed a patho-
gen, for its disease-causing behavior. The term derives from the transmissibility of
the pathogen to others and when this results in large numbers of infections in
a region can be responsible for epidemics. Pathogens responsible for infectious
diseases can be viruses, bacteria, protozoa, fungi, multicellular parasites, and
prions. While antibiotics and vaccines have made major progress in the treatment
and prevention of major infectious diseases, largely in the developed world, the
developing world still bears a significant burden of disease due to infectious disease
pathogens such as malaria, tuberculosis, and the Human Immunodeficiency Virus
(HIV). Changes in the environment, zoonotic pathogens and their interaction with
human populations, and medical practice including treatment and vaccines are just
some examples of determinants that can modulate the impact of infectious diseases,
in terms of spread, ability to cause disease, or even response to prevention or
treatment measures. The ever-changing dynamic nature of infectious diseases is
not only due to some pathogen’s intrinsic propensity for diversity and fitness but
also complex lifecycles involving intermediate nonhuman hosts. Therefore, our
ability to control or eradicate various infectious diseases must entail new
technologies and analytic methods.

There is significant disparity in the burden of infectious diseases globally.
According to the 2008 Global Health Observatory report, infectious diseases only
account for one of the top ten causes of death in high-income countries of the world,
whereas in low- and middle-income countries, four of the ten leading causes of
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death are infectious diseases [1]. However, the mobility of populations globally has
resulted in infectious disease outbreaks such as the HIN1 influenza outbreak in
Mexico in March 2009 that led to 28,000 confirmed cases in the United States just
3 months later. The WHO raised the pandemic alert level to phase 6, the highest
level indicating a global pandemic, because of widespread infection beyond North
America to Australia, the United Kingdom, Argentina, Chile, Spain, and Japan. Six
months after the initial outbreak in Mexico, HINT1 infection had been confirmed in
over 200,000 people from more than 100 countries and several thousand deaths [2].
While influenza virus infections are found in both high- and low- and middle-
income countries, the virus responsible for this pandemic appeared to be a novel
virus with characteristics of North American and Asian swine influenza viruses, as
well as human and avian influenza viruses. Thus, the viruses’ propensity for
variation through genetic reassortment, various animal reservoirs and their contact
with human populations, and the mobility of populations led to an epidemic of
global proportions in a short time period.

In the past decade, international donor agencies have supported large-scale
programs to address the gap in prevention and treatment of HIV/AIDS, malaria and
tuberculosis. The burden of these three infectious diseases is disproportionately high
in Africa, where health systems are weak and heavily dependent on foreign aid. The
President’s Emergency Plan For AIDS Relief initiated in 2005 is the single largest
funded program for a disease in the history of US government support, active in 30
countries primarily in Africa and responsible for the initiation of antiretroviral therapy
to 3.2 million adults and children with AIDS. A summary of the “HIV/AIDS Global
Epidemic” describes the many challenges posed by the HIV virus, first described in the
early 1980s. The HIV/AIDS epidemic most severe in Africa has also led to
a concurrent increase in tuberculosis, where the presence of either infection increases
the risk of coinfection, and as a result in the past decade, TB incidence has tripled. HIV
and TB coinfected patients are more difficult to treat and are responsible for the
highest mortality rates in both untreated and treated populations. The complex
“Tuberculosis, Epidemiology of” described by Mario Raviglione and colleagues
illustrates both the severity of the public health problem and the efforts by the
WHO Stop TB alliance in its control. Development of improved, cost-effective, and
point-of-care diagnostics is an emphasis for all three of these pathogens.

The development of drug resistance is another feature common to many infec-
tious disease pathogens. The widespread use of chloraquine to treat malaria in the
1940s and 1950s, led to the detection of chloraquine resistant malaria first in South
America and Asia and later in Africa by the late 1970s. It became widespread across
Africa within a decade. Continued surveillance for drug resistance is critical to
adjust treatment policies and the need for more effective drugs is ever present. In
2006 in Tugela Ferry, South Africa, the interaction between tuberculosis and HIV
resulted in the recognition of an “extensively drug resistant” tuberculosis strain
(XDR), where the bacteria was not only resistance to the common first line drugs,
rifampicin and isoniazid but also to drugs in the quinolone family and at least one of
the second line drugs [3]. The XDR tuberculosis epidemic in Tugela Ferry was
unusually severe with rapid (~2 weeks) mortality, demonstrating the grave
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consequences of pathogens that readily evolve under drug pressure. As a result of
these biologic propensities, the need for new drugs that target resistant strains is an
ongoing process. The cost of second and third line drug therapy is prohibitive in
most low-income countries and the need for more efficacious and cost-effective
drugs is an important priority. Unfortunately, despite the importance of these
pathogens like malaria and TB primarily in low-income countries, major biotech-
nology firms do not prioritize these diseases agents for diagnostic, vaccine, or drug
development. The example of malaria and the structural barriers to solutions for
low-income (tropical) settings is well described by J. Kevin Baird in “Tropical
Health and Sustainability.”

It is widely believed that prevention measures including vaccines are the most
effective means of combating infectious diseases whenever possible and this
becomes of paramount importance in infectious diseases with high burden and
mortality. In the case of malaria, the ubiquity of the mosquito vector, difficulty in its
control, and prevalent drug resistance all lend support for the search for an effective
malaria vaccine. As described by Christopher Plowe in “Malaria Vaccines,” a study
conducted in a single African village, documented more than 200 variants of blood
stage malaria antigens. Thus evidence of the difficulty in developing vaccines that
must elicit cross-protective immunity to an ever-expanding set of antigens, such as
the multiple parasitic stages of malaria. Despite these many challenges, Christopher
Plowe describes progress toward a malaria vaccine that would reduce parasite
burden, rather than sterilizing protection, such a vaccine would be an important
milestone to be reached in the short-term future of malaria control.

While effective vaccines against poliomyelitis have been available since the 1950s,
the global eradication campaign is still in effect, with >99% reduction in the number
of cases since 1988 and the inception of the Global Poliomyelitis Eradication Initiative
by the World Health Assembly. Indigenous poliovirus remains in only four countries
of the world, including Afghanistan, Pakistan, Nigeria, and India. “Polio and Its
Epidemiology” by Lester Shulman describes the complexity of a disease system
with both natural and vaccine strains of the poliovirus, and the many challenges to
its future eradication. The use of the live oral polio vaccine has generated vaccine-
derived poliovirus, which contributes to the complex molecular epidemiology of
polioviruses in countries with residual infection. The cost and implementation
considerations for polio’s ultimate eradication are therefore far from simple. It is
possible that alternative inactivated vaccines may need to be developed if the ultimate
phase out of the current oral polio vaccine is to be considered.

Worldwide, one billion people are infected with pathogens termed neglected
tropical diseases, largely in low-income countries. Many infectious diseases in this
category are considered waterborne. A comprehensive review of major waterborne
diseases is covered in “Waterborne Infectious Diseases, Approaches to Control” by
Fenwick and colleagues. Where the water serves as the habitat for the intermediate
animal host or vector and the proximity of human populations facilitates the
lifecycle. These include diseases such as schistosomiasis, a protozoa transmitted
by snails and guinea worm, transmitted by contaminated water, onchocerciasis or
river blindness transmitted by flies, as examples. Protozoal and parasitic infections
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often have complex lifecycles involving multiple hosts, creating challenges to
prevention and treatment. Since 1986, the Carter Foundation has devoted its efforts
to neglected tropical diseases such as guinea worm in Africa. More than 3.5 million
people were affected by this parasitic roundworm untreatable infection caused by
Dracunculus medenisis in the 1980s and today, the eradication of this disease
through prevention is imminent, despite its neglect in the global health agenda.

Zoonotic diseases are infectious diseases transmitted from animals to humans,
and constitute more than half of infectious diseases to humans [4]. There are
examples of viruses, bacteria, protozoa, parasites, and prions (transmissible
proteins) that are considered zoonotic diseases, where their biology and epidemiol-
ogy are influenced by the animal host, its behavior, and ecology. Examples such as
anthrax (Bacillus anthrasis), bovine tuberculosis (Mycobacterium bovis), brucello-
sis (Brucella sp), cysticercosis (Taenia solium, the pork tapeworm), echinococcosis
(Echinococcus sp), and rabies virus are endemic in many developing countries of
Africa, Asia, and South and Central America. Many of which have poor human and
veterinary infrastructure to control these important pathogens. Interdisciplinary
research is needed to develop novel and more effective control measures. The
divided responsibilities between veterinary and medical governing bodies and
resources needs to be further integrated as envisioned by the “One Health”
initiatives that study the risks of biological pollution on wildlife and humans.

Climate change has long been considered an important determinant of many
infectious diseases but the field has been recently expanding in its scope. Pathogens
requiring an intermediate host or insect vector may be particularly sensitive to
climate change. Warmer temperatures will be predicted to provide an expanded
environment for vectors such as mosquitoes, potentially changing the distribution
of vector borne human disease. Climate change has also been associated with the
frequency or magnitude of outbreaks of food poisoning due to salmonellosis in meat
or Vibrio infection in shellfish. This field is expanding to consider infectious diseases
that are nonvector borne with consideration of climate’s impact on seasonality,
pathogen replication, dispersal, and survival. However, as described in “Infectious
Diseases, Climate Change Effects on” by Matthew Baylis and Claire Risley, the
methodology for predicting climate change’s impact on disease is yet to be fully
developed and more research is needed to collect data on pathogens that might be
influenced.

Disease control in humanitarian emergencies should rely on joint situation analy-
sis and technical support involving experts from related specialties and include the
development of standards, guidelines, and tools adapted for field use. Communicable
disease epidemiological profiles and risk assessments specific to countries or crisis
situations prioritize interventions and provide policy guidance to national authorities
and humanitarian partner agencies for the control of communicable diseases in
specific settings [5]. As an example, in an 8-week period in 2011, a cholera outbreak
was reported in the Democratic Republic of Congo (DRC) and Republic of Congo,
a poliomyelitis outbreak in Pakistan, and cases of avian influenza in humans in Egypt.
Thus highlighting the ever-changing threat of infectious disease infections on
a global and temporal scale.
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The dynamic nature of various infectious disease agents is thus evident from
a variety of examples, and the harnessing of new technologies for the rapid
diagnosis and response to infectious disease agents is described in “Infectious
Diseases, Vibrational Spectroscopic Approaches to Rapid Diagnostics” by Jeremy
Driskell and Ralph Tripp. These new high-resolution approaches are being devel-
oped and evaluated for both bacterial and viral pathogens. Their further instrumen-
tation and commercialization envisions point-of-care, mobile, and cost-effective
spectroscopic based diagnostic methods, which has great potential for the
sustainability of infectious disease agent control in our ever-changing environment.

The development of new treatments for current, emerging, and drug resistant
infectious disease pathogens is also a priority. In “Antibiotics for Emerging
Pathogens,” Vinayak Agarwal and Satish Nair describe improvements and
innovations to the approach of identification of antibiotics through metabolic
connections between the host and microbe, as well as synthesis and mining of
new potential antibiotic candidates. Added to these more conventional approaches
is the use of genomics and bioinformatics to identify antibiotic gene clusters and
microbial ecological evaluations to better understand the interactions of natural
antibiotic with their microbial targets. Future emphasis on narrow spectrum
antibiotics coupled with more discriminating diagnostic methods may reduce the
emergence of drug resistance already associated with use of broad-spectrum agents.

“Infectious Disease Modeling,” as described by Angela McLean, has become an
important methodology to characterize disease spread, both in populations and
within a single host. While within-host modeling, often considers the spread of
infection within an individual and its interface with the host’s immune responses,
newer models employ multiple levels simultaneously; such as within-host dynamics
and between host transmissions. Modeling has become an even more important tool
in characterizing infectious diseases particularly with the challenges of growing
population and densities. These methods can organize available data and identify
critical missing data. Perhaps most important is the use of modeling techniques to
compare or project the impact of various intervention strategies.

To complete the coverage of this volume, we are pleased to have contributions
on Human Bacterial Diseases from Ocean; Marine and Freshwater Fecal Indicators
and Source Identification; Waterborne Diseases of the Ocean, Enteric Viruses; and
Waterborne Parasitic Diseases in Ocean.

Globally, infectious diseases account for more than 17 million deaths each year.
While modern medicine and technology have diminished the threat of many of
these pathogens in high-income countries, the ever present threats of reemerging
infections, population mobility, and pathogen genetic variability are but some of the
reasons for the dynamic threat of this broad category of risks to human health. The
majority of infectious disease burden remains in the tropics, in low- and middle-
income countries with scare resources, infrastructure, and health systems to mount or
sustain control efforts in the absence of outside support. It is therefore critical that
efforts from the scientific research community and international donor agencies
continue to increase their efforts with integrated goals of vigilant surveillance,
improved and cost-effective diagnostics, and treatment with a goal of sustainable
control.
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Chapter 2

Antibiotics for Emerging Pathogens

Vinayak Agarwal and Satish K. Nair

Glossary

Microorganism

Pathogen
Antibiotic

Antibiotic
resistance

Plasmid

Tuberculosis

A microscopic or submicroscopic organism, too small to be seen
by unaided human eye, comprising of bacteria, virus, yeast,
protozoa and fungi.

A disease-causing microorganism which may or may not be
infectious.

A chemical substance, usually organic in nature, capable of
destroying or inhibiting the growth of pathogenic microorganisms.
The developed or acquired ability of antibiotic susceptible path-
ogenic microorganisms to grow and survive despite the inhibi-
tory action of the antibiotic molecules.

Small, linear or circular genetic elements which can replicate
independently of the chromosomal DNA inside a cell.

A highly contagious bacterial disease of humans and animals
caused by various strains of Mycobacterium, which normally
affects the lungs but can also spread to other organs of the body.

This chapter, which has been modified slightly for the purposes of this volume, was originally
published as part of the Encyclopedia of Sustainability Science and Technology edited by Robert
A. Meyers. DOI:10.1007/978-1-4419-0851-3
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Malaria A highly contagious protozoal disease caused by various strains
of mosquito-borne Plasmodium.

Peptide Short chains of amino acids connected by peptide bonds.

Polyketide Compounds characterized by more than two carbonyl groups

connected by single intervening carbon atoms.

Definition of the Subject

Antibiotics are organic small molecules, many of which are from natural sources,
which are used to treat human infections caused by pathogenic microorganisms.
While most validated antibiotics are initially very useful clinically, the pathogenic
microorganisms that these compounds target are able to evade the action of the
antibiotic by development of resistance mechanisms, which eventually render
these antibiotics ineffective. Moreover, these resistance mechanisms can be
passed on among different types of bacteria in a very simplistic manner that further
compromises the usefulness of antibiotics. As a consequence, many diseases that
were thought to have been eradicated by antibiotics (such as tuberculosis) have
reemerged within these antibiotic-resistant strains. Hence, there is a constant need
for the development of new and better antibiotic molecules that can be used to
target these drug-resistant microbial populations.

Traditionally, the discovery and development of new antibiotics and other drug
molecules has relied on two parallel and complimentary approaches: the discovery
of new molecules of clinical relevance from natural sources, and the use of
synthetic chemistry methods to derive compounds, based on the scaffold of natu-
rally occurring molecules, with enhanced favorable antimicrobial properties. More
recent development includes the identification of molecules without any natural
precedents, based on the use of high-throughput screening methods of potential
antibiotic targets against a large number of synthetic compound libraries to identify
new classes of antibiotic molecules. Continued developments in all of these
approaches, by an amalgam of both academic and industrial efforts, are essential
for the development of compounds aimed at treating the evolution of drug-resistant
pathogenic microorganisms.

Introduction

The interaction of prokaryotic microorganisms with human beings is widespread
and significant, and the number of bacterial cells within the human body far exceeds
the number of the human eukaryotic cells. This interaction between humans and
bacteria is designed to be mutually beneficial to both [1, 2]. However, a small
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number of these bacterial microorganisms are known to cause disease in human
beings and are hence called pathogens. The mechanisms by which these pathogenic
organisms cause disease are extremely diverse and affect nearly all types of tissues
and organs. The advancement of medical science has resulted in the development of
two frontline defense mechanisms to fight infections and diseases caused by
microbes. The first line of defense is the vaccines that specifically elicit the human
host’s adaptive immune response to recognize and eliminate pathogenic and harmful
microbes, while selectively preserving the beneficial microbe population. Vaccines
are generally biological macromolecules, derived from the pathogenic microbes
themselves, which provide the adaptive immune response with the information
necessary to elicit an antibody or cellular immune response against future invasions
by the pathogenic microbes. Vaccines have been developed against several pathogens
and have led to very significant reductions of deadly diseases such as tuberculosis and
tetanus. However, vaccinations are not currently available against all pathogens, and
the natural evolution of the pathogens themselves may render these vaccinations
ineffective against future infections, as exemplified by the inherent difficulties in
vaccine development against viral infections such as influenza and HIV/AIDS.

The second frontline defense against pathogenic infections is the discovery and
development of small molecule antibiotics that are designed to target and kill the
harmful microorganisms with minimal side effects against the human host.
Antibiotics are naturally occurring molecules produced by a number of different
bacterial species to give them a selective competitive advantage for nutrients or
other growth necessities over other microorganisms with which they share their
surroundings. Serendipitous discovery and exploitation of these molecules dates
back to ancient history [3—5] with numerous early reports, such as the use of the
bark from cinchona tree, which contains the antibiotic quinine, used to treat
malaria. Antibiotics generally have well-defined mechanisms of action against
microbes and target specific biological processes to either retard growth (bacteri-
ostatic antibiotics) or kill the microbe (bacteriocidal antibiotics).

The first report of an isolated antibiotic molecule used to effectively treat
infections was the development and use of penicillin from the fungus Penicillium
notatum by Alexander Fleming in 1928. Penicillin was used to treat diseases such as
syphilis and other infections caused by staphylococci and streptococci. The term
“antibiotic” was coined by the microbiologist Selman Waksman in 1942 [6] and is
derived from the Greek antibiosis (“against life””). Hailed as a wonder drug, the
discovery of penicillin marked the beginning of the antibiotic age, during which
time antibiotics were developed to treat almost all major human infectious diseases.
During this era, thousands of antibiotic molecules were discovered and these
compounds were applied to fight bacterial, fungal, protozoan, and yeast
infections. Concurrently, synthetic organic chemistry was also applied for the
production of derivatives of naturally occurring antibiotics, and these synthetic
compounds exhibited more desirable properties, such as decreased incidences of
allergic reactions in humans. The discovery and development of these molecules
marked a decreased incidence of outbreaks of the most common infectious
diseases and contributed to an increase in life expectancy around the world.
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However, repeated challenge of the pathogenic microorganisms with these
antibiotics, in combination with the natural evolution of their genetic information,
has resulted in the development of antibiotic resistance in these pathogens [7-9].
This process has led to the development of microbial resistance against nearly all
available antibiotic molecules and has precipitated to an immense medical and
financial challenge. The arsenal available to fight infections is becoming increas-
ingly limited, and the rate of development of new molecules has not kept pace with
the emergence of antibiotic resistance.

Factors Contributing to Increased Antibiotic Resistance

1. Widespread and indiscriminate overuse of antibiotics in the clinical environ-
ment, which exposes pathogenic microorganisms to an ever increasing concen-
tration of different antibiotic molecules, which in turn increases the selection
pressure to develop resistance against these antibiotic molecules [10, 11].

2. Use of antibiotics in agriculture and livestock rearing also leads to increased
exposure of pathogenic bacteria to antibiotic molecules. Many of the antibiotics
in use in agriculture and livestock feeds are also used for treating humans, and
hence, development of resistant bacterial strains can be transferred from one
setting to the other very easily [12—14].

3. Genetic recombination and transfer of genes from an antibiotic-resistant microbe
to a non-resistant microbe, which leads to spread of resistance among microbial
species. Antibiotic resistance genes are usually borne on highly mobile genetic
vehicles called plasmids, which can easily be transmitted among microbes [15].
Microorganisms are able to sequester multiple plasmids, resulting in the
evolution of plasmids that contain more than one resistance determinant. For
example, the Shigella epidemic that caused nearly a quarter million deaths in
Guatemala in 1968 was caused by a pathogen that contained a plasmid with
resistance against four of the most commonly used antibiotics [16—18].

Mechanisms by Which Microorganisms Develop
Resistance to Antibiotics

1. Efflux pumps in the microbial cell walls and membranes which actively trans-
port the antibiotic molecule out of the cell and hence decrease its concentration
within the cell. Consequently, increasing doses of antibiotics are required to
target such microbes [19-21]. This mechanism is typified by the resistance to the
broad-spectrum antibiotic tetracycline, which is mediated by the genetically
mobile ret genes that encode for active efflux pumps for tetracycline and its
derivatives [22-24].



2 Antibiotics for Emerging Pathogens 11

2. Chemical modification of the antibiotic molecule by specific enzymes within
the target pathogenic microbe, which render the antibiotic ineffective [25].
This mechanism is of particular concern against -lactam antibiotics, such as
penicillin and its derivatives [26, 27].

3. Modulation of the antibiotic target within the target cell so that the antibiotic is
no longer able to bind and engage the target. Random mutations within the
antibiotic target genes may lead to the emergence and subsequent selection of
microbe species with a desensitized antimicrobial target. This mechanism
of resistance is operative for development of resistance against the macrolide
antibiotic erythromycin, and resistance results from the modification of its
target, the bacterial ribosome, such that the antibiotic is no longer able to find
the target [28, 29]. Another example is resistance to the “drug of last resort”
vancomycin, which results as a change in its target of the D-Ala- D-Ala
dipeptide moiety of the bacterial cell wall to D-Ala- D-Lac or to D-Ala-
D-Ser [30-32].

4. Alteration of the metabolic pathways that are targeted by the antibiotic molecule so
that inhibition of these metabolic pathways is not inhibitory or lethal to the microbe.
A primary example of this class of resistance is the alterations in the sterol
biosynthesis pathway in fungi which confer resistance to azole antibiotics [33, 34].

In light of the above factors, there is an ever-growing need for academic
laboratories as well as for the pharmaceutical industries to search for antibiotics
that have new and as yet unexplored mode of actions. New chemical classes of drug
molecules are needed to mitigate the effects of resistance against the current drug
chemical entities.

Emerging Targets of Antibiotic Molecules

Several new classes of antimicrobial targets have been identified, and drug devel-
opment based on these findings, though still in its infancy, have taken major leaps
forward.

Microbial Fatty Acid Biosynthesis Inhibition

The microbial fatty acid biosynthesis pathway presents numerous targets for drug
development, particularly against the causative agent of tuberculosis — Mycobacte-
rium tuberculosis. The metabolic pathways and chemical mechanisms for the
synthesis of fatty acids are shared between a majority of prokaryotes and eukaryotes,
including humans. However, as a result of differences in protein sequence
and different arrangement of the active sites, compounds that target the bacterial
fatty acid synthesis pathway are not cross-reactive or toxic against humans.
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Fig. 2.1 Chemical structures of representative microbial fatty acid inhibitor molecules

The most well-characterized class of fatty acid biosynthesis inhibitor molecules is
the antituberculosis molecule isoniazid, which inhibits the biosynthesis of mycolic
acid, an essential component of the mycobacterial cell wall. Triclosan, an exten-
sively used molecule in consumer products, such as toothpastes and mouthwashes, is
also a fatty acid biosynthesis inhibitor.

An example of an emerging molecule in this class of antimicrobials is
platensimycin (Fig. 2.1), produced by the organism Streptomyces platensis [35],
which inhibits the growth of several pathogenic Gram-positive bacteria such as
Staphylococcus aureus, Enterococcus faecalis, and Staphylococcus pneumonia
[36]. Platensimycin inhibits the 3-ketoacyl-ACP synthase (KAS) enzyme FabF.
Continued high-throughput screening and host genetic engineering efforts led
to the identification of a platensimycin analog, platencin [37-39], which, in
addition to FabF, inhibits another KAS enzyme called FabH and displays
enhanced pharmacodynamic properties as compared to platensimycin. Chemical
structures of microbial fatty acid biosynthesis inhibitor molecules discussed in this
section are illustrated in Fig. 2.1.

Other KAS inhibitor molecules include cerulenin and thiolactomycin [40, 41].
Cerulenin is a broad-spectrum antifungal antibiotic produced by fungus
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Caephalosporium caerulens and preferentially inhibits the KAS enzymes FabB and
FabF. Cerulenin forms a stable covalent adduct with the active site cysteine residue
of these enzymes, and thus inhibits malonyl-group incorporation in the growing
fatty acid chains [40, 42]. Thiolactomycin and related compounds have been
isolated from various Streptomycetes and show potent inhibitory activity against
fatty acid biosynthesis and mycolic acid biosynthesis in mycobacteria as well as
against protozoan parasites such as malaria-causing Plasmodium falciparum.
Thiolactomycin mimics the binding of malonyl coenzyme A molecule in the active
site of KAS enzymes FabB, FabF, and FabH [41, 43]. Attempts for the preparation
of semisynthetic derivatives of thiolactomycin are currently underway, and some
of these derivatives are expected to improve upon its antimicrobial properties of
thiolactomycin [44].

Molecules such as triclosan, isoniazid, diazaborines, and ethionamide target the
enoyl-ACP reductase enzyme Fabl of the fatty acid biosynthesis pathway. Each of
these molecules binds in the active site of the enzyme and forms a tight complex
with the nicotinamide adenine dinucleotide (NAD+) cofactor required for catalysis
by Fabl. However, pseudomonads and S. pneumoniae contain an additional enoyl-
ACP reductase enzyme, FabK, which is not susceptible to inhibition by these
compounds, which allows these pathogens to overcome the antibacterial activities
of these compounds.

The fatty acid biosynthesis pathways also present several other enzymes that can
be targeted for drug development. The isomerase activity of the enzyme FabA can
be inhibited by the drug candidate compound 3-decynoyl-N-acetylcysteamine.
Metabolic interaction of the acetyl coenzyme A carboxylase enzyme with the
fatty acid biosynthetic pathway also poses a potential target for inhibitor screening.
Finally, compounds such as phenethyl alcohol, which inhibit the enzyme PIsB,
responsible for the link between fatty acid biosynthesis and phospholipid biosyn-
thesis, are also antimicrobial agents.

Isoprenoid Biosynthesis Inhibition

Isoprenoids are naturally occurring diverse organic compounds derived from the
condensation of two or more isoprene monomeric units. They represent the largest
class of small molecules on Earth. The isoprenoid pathways between prokaryotes
and eukaryotes are very divergent: Humans synthesize isoprenoids by the
mevalonate pathway, while microbes synthesize isoprenoids via the nonmevalonate
pathways. Both pathways present numerous potential drug targets. One of the most
widely used cholesterol-lowering drug, Lipitor, targets the mevalonate pathway in
humans which is responsible for cholesterol biosynthesis. Antimicrobials such as
terbinafine target the nonmevalonate pathways in fungi and yeast.

Several promising lead compounds that target the nonmevalonate pathway in the
malaria parasite Plasmodium falciparum have been characterized. Principal among
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these are the phosphonate molecules fosmidomycin, first isolated from Streptomy-
ces lavendulae, and its derivative FR900098, isolated from Streptomyces
rubellomurinus [45, 46]. Fosmidomycin inhibits the enzyme 1-deoxy-D-xylulose
5-phosphate reductoisomerase (DXR) of the malaria parasite and has progressed to
the stage of human phase II clinical trials for use in combination therapy with
lincosamide antibiotic clindamycin [47-49]. However, the bioavailability of this
molecule is low in bacterial models, with tuberculosis-causing bacterial pathogen
essentially resistant to this molecule due to lack of uptake [50]. FR900098 is
a structural analog of fosmidomycin and has been shown to demonstrate better
efficacy in vivo than the parent compound. Synthetic and biosynthetic routes for the
production and manipulation of this compound are currently being pursued [51, 52],
as is the synthesis of several other structural analogs of fosmidomycin [53].
Fosmidomycin and FR900098 belong to the phosphonate class of antimicrobials,
which are characterized by the presence of a stable carbon—phosphorous covalent
linkage [54].

In addition to the DXR enzyme, a second potential drug target is the isoprenoid
biosynthesis enzyme IspH, which is present in the vast majority of pathogenic
bacteria and the malaria parasite but not in humans [55]. IspH is an attractive
target for the development of inhibitors which could be potential drug and
herbicide candidates. A series of diphosphate and bisphosphonate compounds
have been synthesized, some of which inhibited the IspH enzyme at nanomolar
concentrations [56, 57].

Other isoprenoid biosynthetic drug targets include the enzyme dehydrosqualene
synthase CrtM, from the human pathogen Staphylococcus aureus, which can be
inhibited by phosphonosulfonates and phosphonoacetamide compounds [58].
These compounds lead to inhibition of production of the S. aureus virulence factor
staphyloxanthin, which makes these otherwise recalcitrant pathogenic cells suscep-
tible to reactive oxygen species and subsequent clearance by the human immune
system [59, 60]. Finally, the antiarrythmia drug amiodarone, which blocks various
metal ion channels in the cell membrane [61], in conjunction with itraconazole,
a fungal cytochrome P450 inhibitor [62], is also being reevaluated for the treatment
of Chagas disease and cutaneous leismaniasis [63].

Cell Wall Biosynthesis Inhibition

Inhibition of cell wall biosynthesis has been one of the earliest validated targets
for antibiotic development and still remains one of the most fruitful areas for the
development of new drugs. However, drug development against cell wall biosyn-
thesis is particularly challenging due to the presence of an additional lipopoly-
saccharide layer in Gram-negative bacteria and the fungal chitin cell wall in
fungi, both of which are extremely rigid and impermeable to most small molecule
drugs. The following section focuses on some new nucleosidic antibiotic molecules
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Fig. 2.2 Chemical structures of representative microbial cell wall biosynthesis inhibitor
molecules

that inhibit microbial cell wall biosynthesis and hold promise for future
development. Chemical structures of microbial cell wall biosynthesis inhibitor
molecules discussed in this section are illustrated in Fig. 2.2.

Nucleoside antifungal polyoxin molecules, such as nikkomycins, were isolated
from several strains of Streptomyces [64] and have been shown to inhibit the
biosynthesis of the fungal chitin cell wall. Nikkomycins display a wide spectrum
of bioactivity while being nontoxic to animals and plants and have traditionally
been used for controlling plant fungal diseases in agriculture. The parent
nikkomycin compounds show relatively weak activity against opportunistic
human pathogenic fungi, and semisynthetic derivatives are now being prepared
which may display better pharmacological properties [65].

Capuramycin was first isolated from Streptomyces griseus in the 1980s and
shows potent antibacterial properties against the human pathogens Streptococcus
pneumoniae and Mycobacterium smegmatis [66]. Structure activity relationships
have been explored by the synthesis of capuramycin derivatives [67, 68]. In in vivo
studies against Mycobacterium tuberculosis, capuramycin demonstrated unique phe-
notypic changes in the pathogen which are not shown by any other currently available
antibiotic and which may signify a mode of action distinct from those of known
antibiotics [69].

Structurally related uridylpeptide molecules such as mureidomycins,
pacidamycins, napsamycins, and sansanmycins have demonstrated activity against



16 V. Agarwal and S.K. Nair

infections of the opportunistic human pathogen Pseudomonas aeruginosa in rodent
models. Such infections are difficult to treat in immune-compromised patients as
this pathogen can form a protective biofilm layer resulting in chronic infections
[70-72]. These molecules do not show any cross-reactivity with mammalian cells.

Emerging Chemical Classes of Antibiotic Molecules
Peptidic Antibiotics

Peptidic antimicrobials are typically synthesized by the ribosome and consist of
short polymers of the 20 naturally occurring amino acids linked together by amide
bonds. A second class of peptide antimicrobials are generated by a molecular
assembly line, called nonribosomal peptide synthases (NRPS), which can incorpo-
rate nonnatural amino acids. The use of peptides to target pathogenic microbes is
exemplified by the production of short cationic peptides by the human and plant
immune systems, which either recruit the immune system for pathogen clearance or
disrupt the outer cell and organelle cell membranes of microbes. A common
conserved feature among all peptidic antimicrobials is posttranslational
modifications conferred upon the peptide backbone, which are essential for their
biological activities [73-75].

A well-known example of one class of ribosomally produced antimicrobial
peptides is lantibiotics. Although these molecules are synthesized on the ribosome,
they undergo posttranslational processing, resulting in the formation of several ring-
like structures that add rigidity [76]. These compounds can be further modified on
the amino and carboxy termini of these peptides as well, as shown in the structures of
the lantibiotics epilancin [77] and microbisporicin [78]. Lantibiotics demonstrated
multiple modes of action and exert their biological activities by binding to the lipid
IT cell wall moiety in bacteria [79], which leads to both inhibition of peptidoglycan
biosynthesis as well as cell membrane permeabilization.

The most extensively used and well-characterized lantibiotic to date is Nisin
(Fig. 2.3), initially identified as a by-product of milk fermentation, which contains
seven lantibiotic rings, and has been used in the livestock industry for the treatment
of bovine mastitis [80, 81]. Nisin, produced by the bacterium Lactococcus lactis,
shows no adverse effects in humans and is being evaluated in human trials for the
treatment of staphylococcal mastitis in lactating women [82].

Among the NRPS peptides, the most promising drug candidates are the
lipopeptide antibiotic daptomycin and glycopeptides vancomycin and teicoplanin.
Lipopeptide antibiotic such as daptomycin (Fig. 2.4) contains a long lipid chain
attached to the peptide, which helps in targeting the bacterial cell wall. Daptomycin
is produced by Streptomyces roseosporus, and genetic manipulations of the pro-
ducer organism have led to the production of a combinatorial library of daptomycin
derivatives [83-86]. Daptomycin shows potent antimicrobial activity against
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methicillin-resistant Staphylococcus aureus (MRSA) [87], infections by which are
a rising global concern, and is already registered for the treatment of skin and soft
tissue infections [88], bacteremia, and bacterial endocarditis [89].

The glycopeptide antibiotics are produced as cyclic aglycones (without sugars)
and are then decorated by a number of different sugar molecules that are covalently
attached by dedicated glycosyltransferase enzymes [90-92]. Among these, vanco-
mycin (Fig. 2.5) [93], which prevents cell wall biosynthesis in Gram-positive bacte-
ria, is clinically approved as the “drug of last resort” against MRSA infections [94].
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VANCOMYCIN ORITAVANCIN

Fig. 2.5 Chemical structures of representative glycopeptides and lipoglycopeptide antibiotics
vancomycin and oritavancin

Oritavancin (Fig. 2.5), a semisynthetic derivative of vancomycin, is potent against
vancomycin-resistant enterococci (VRE) and is currently under human trials for the
treatment of soft tissue infections by Gram-positive bacteria [95]. Also of note are
the cyclic lactone linkage—containing depsipeptides katanosins/plusbacins [96] and
glycolipodepsipeptide ramoplanin [97], which are also active against MRSA.

Polyketide Antibiotics

Polyketide antibiotics are similar to nonribosomal peptide antibiotics as they are
synthesized by multimodular polyketide synthases. These enzymes are analogous
to the nonribosomal peptide synthases but typically catalyze the condensation
of malonyl coenzyme A-derived monomeric units into cyclic lactone rings,
onto which further modifications such as hydroxylations, glycosylations, and
methylations are added. The most well-known polyketide antibiotic is erythromy-
cin (Fig. 2.6), produced by Streptomyces erythreus, which has been in clinical use
for more than 50 years. Several derivatives of erythromycin, such as clarithromycin
and azithromycin (Fig. 2.6), have been developed for clinical use [98]. The mode of
action of these compounds is inhibition of protein synthesis through binding to the
various subunits of the bacterial ribosome [99].

Advancements in genetic technologies have opened up avenues for the manipu-
lation and reprogramming of polyketide synthases for the production of new
and novel molecules, which may yield drug candidates with enhanced pharmaco-
logical properties [100-102]. Of particular note are the ansamycin group of
macrolide molecules, which differ from the molecules previously discussed in
that the monomeric unit is 3-amino-5-hydroxybenzoic acid rather than a malonyl
coenzyme A derivative. Various ansamycin molecules, such as rifamycin,
geldanamycin, herbimycin, and ansamitocins, have been isolated, and their
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biosynthetic routes have been characterized. Of these, rifamycin, which inhibits
bacterial RNA polymerase [103], is widely used in the treatment of tuberculosis.
Geldanamycin, biosynthesized by Streptomyces hygroscopicus, and its analogs
[104] inhibit heat shock protein 90 (Hsp90) [105] and are being evaluated in
human clinical trials as antitumor agents [106].

Trojan Horse Antibiotics

A limiting factor for many antimicrobials and antibiotics is the lack of permeability
across the microbial cell membranes. The outer membrane of the Gram-negative
bacteria presents a formidable obstacle for drug entry [107]. Such Gram-negative
bacteria employ a variety of active importer channels and pores to internalize
requisite nutrient material. Nature has ingeniously designed several antimicrobial
compounds that utilize a “Trojan horse” strategy to overcome permeability barriers;
specifically, these drug molecules are covalently attached to a carrier that facilitates
recognition and import through the active transporters. Once inside the target cell,
the carrier is removed to release the active drug, which then exerts its antimicrobial
activities. This strategy for drug delivery has several advantages. First, active
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transport of the molecule inside susceptible cells alleviates the need for very high
doses for the drug. Second, targeting of the molecule is highly specific only for
those microbial cells that have the required transporter to internalize the molecules.
Consequently, these “Trojan horse” are not taken up in humans and can be effective
microbials even at very low doses.

Notable among this class of compounds are the sideromycins [108, 109], which are
characterized by the attachment of the antibiotic molecule to ferric ion—binding
chemical components called siderophores. The siderophore—iron complexes are
specifically recognized and internalized by dedicated transport machinery in bacteria.
Sideromycins consists of structurally diverse molecules including danomycins,
salmycins, albomycins, ferrimycins, and microcins. Bioactivities for all these
molecules have been established against several human pathogens [110]. Interest-
ingly, as rapidly dividing cancerous cells also display siderophore uptake receptors on
their cell surfaces, these molecules are also being evaluated as potential anticancer
compounds [109]. Several synthetic conjugates of antibiotic molecules with sidero-
phores have also been generated for evaluation of antimicrobial properties [111].

A different class of “Trojan horse” molecules consists of drugs that are attached
to peptide carrier molecules. An example of one such drug is the compound (Z)-1-2-
amino-5-phosphono-3-pentenoic acid (APPA), which is a potent inhibitor of the
metabolic enzyme threonine synthase, and the “Trojan horse” version consists of
APPA attached to a dipeptide. Depending on the amino acids in the dipeptide, the
resultant conjugate can either be an antifungal (rhizocticins) or antibacterial
(plumbemycin) [112]. Thus, a variety of activities can be encoded in the identical
molecule by simply altering the nature of the conjugated peptide. A similar strategy
for peptide attachment is utilized in the protein synthesis inhibitor microcin C7 [113].

Future Directions

Maintenance of global health in light of the reemergence of life-threatening infec-
tious diseases requires a continuous influx of new and potent antibiotic molecules
that are efficacious and safe for human and animal clinical use. Pathogenic
organisms have displayed a remarkable resilience in both developing and
propagating mechanisms for overcoming the activities of these antibiotic
molecules. The development of new antibiotic molecules relies on two principal
paradigms: the characterization of new microbial targets against which new drug
molecules can be developed, and the identification of new chemical entities which
can be used as antibiotics. Both routes have resulted in the production of very
successful drug molecules, and future prospects for antibiotic development are
reliant on further progress in these directions. Recent biotechnological advances
in the area of microbial genome sequencing have led to a rapid increase in
exploration of the microbial metabolome for both novel pathways to target in
pathogens and new candidates for use as antibiotics. Semisynthetic chemical



2 Antibiotics for Emerging Pathogens 21

derivatization of naturally occurring antibiotics has further expanded upon the
repertoire of candidate drugs, and combinatorial synthetic approaches have
generated vast chemical libraries which may be screened for compounds with
desired biological properties.

Future antibiotic development will require an amalgamation of various academic
and industrial approaches such as (1) systems biology to explore metabolic
connections and effects of antibiotic molecules on the human host and targeted
pathogenic microbes, (2) synthetic biochemistry to generate and diversify arrays of
compounds, (3) genomics and bioinformatics to identify and analyze antibiotic
biosynthetic gene clusters, and (4) microbial ecological evaluations to better under-
stand the role of naturally occurring antibiotic scaffolds in their native microbial
niches. Another promising developing area is combinatorial therapy, in which
multiple antibiotic molecules are administered together in order to overcome micro-
bial resistance mechanisms and achieve better efficacy and pathogen clearance. This
approach has proven to be very successful in antiviral and oncological applications,
and combination regimens have been used for the treatment of tuberculosis for
several decades now. Another area of rapid progress in the future promises to be
the development of narrow-spectrum antibiotics and better diagnostic tools which
would aid in curtailing the indiscriminate use of broad-spectrum antibiotics, and thus
reduce the incidence of microbial resistance against antibiotics.
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Chapter 3
HIV/AIDS Global Epidemic

Phyllis J. Kanki

Glossary

Acquired immunodeficiency A clinical syndrome caused by the human immu-

syndrome (AIDS) nodeficiency virus (HIV). Its pathogenesis is
related to a qualitative and quantitative impairment
of the immune system, particularly a reduction of
the CD4+ helper T lymphocyte cell count (surro-
gate marker of the disease). After an average of 10
years, if untreated, HIV + individuals can develop
opportunistic diseases (i.e., infections and cancers
rarely detected in people with normal immune
systems). The natural history of the disease can be
dramatically modified with administration of
combination therapy composed of antiretroviral
(ARYV) drugs.

CCR-5 A cell membrane protein expressed on several cell
types including peripheral blood-derived dendritic
cells, CD34+ hematopoietic progenitor cells, and
certain activated/memory Thl lymphocytes. This
receptor is well defined as a major coreceptor in
conjunction with CD4+, implicated in susceptibil-
ity to HIV-1 infection.
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CD4+

CD4+ T cell

Coreceptor (CCR-5
or CXCR-4)

CXCR-4

DNA (deoxyribonucleic
acid)

Fusion of virus and cell
membranes
Fusion/entry inhibitors

gpl120
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A large glycoprotein that is found on the surface of
helper T lymphocyte cells, regulatory T cells,
monocytes, and dendritic cells. Its natural function
is as a coreceptor that assists the T cell receptor
(TCR) to activate its T cell following an interaction
with an antigen-presenting cell. CD4+- is a primary
receptor used by HIV-1 to gain entry into host
T cells.

An immune cell, lymphocyte (white blood cell)
characterized by the CD4+ antigen (protein) on its
surface. This is a T lymphocyte considered to have
a “helper” function to enhance the cellular immune
response. The CD4+ is the primary receptor for the
HIV virus, and upon infection, the virus can destroy
the CD4+- cell. In HIV-infected people, the drop in
CD4+ T lymphocyte cells is a major determinant
of the progression of HIV infection to AIDS.
Protein molecules on the surface of lymphocytes or
monocytes that bind to the gp120 protein of HIV
and facilitate, with CD4, binding, fusion, and entry
of the virus into the susceptible cell.

An alpha-chemokine receptor specific for stromal-
derived factor-1 (SDF-1 also called CXCL12),
a molecule endowed with potent chemotactic activ-
ity for lymphocytes. This coreceptor is one of
several chemokine receptors that HIV isolates can
use to specifically infect CD4+ T cells.

A nucleic acid that contains the molecular basis of
heredity for all known living organisms and
some viruses and is found in the nuclei and
mitochondria of eukaryotes. Chemically, DNA
consists of two polymer strands of units called
nucleotides made up of one of four possible
bases plus sugar and phosphate groups. The
polymers are joined at the bases by hydrogen
bonds to form a double helix structure.

A merging of cell and virus membranes that permits
HIV proteins and nucleic acids to enter the host cell.
A class of ART drugs that interferes with the virus’
ability to fuse with the target cell’s outer mem-
brane, thereby blocking entry of the HIV into the
host cell.

The major HIV envelope glycoprotein having
a molecular weight of 120 that protrudes from the
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Human immunodeficiency
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HIV-2
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outer surface of the virion. This glycoprotein binds
to a CD4+ receptor on a T cell to facilitate entry of
the virus into the cell.

The virus that causes acquired immunodeficiency
syndrome (AIDS). It is a lentivirus belonging to
Retroviridae family and was discovered in 1983 by
Robert Gallo and Luc Montagnier. HIV infects and
destroys helper T cells of the immune system caus-
ing a marked reduction in their numbers. Loss of
CD4 cells leads to generalized failure of the
immune system and susceptibility to life-
threatening opportunistic infections. It is transmit-
ted mainly through sexual intercourse, exchange of
contaminated syringes among intravenous drug
users, and contaminated blood transfusion. HIV-1
is the HIV type most frequently detected HIV
worldwide and responsible for the global
pandemic.

Genetically related HIV strains that are essentially
phylogenetically equidistant, generating a starlike
phylogeny. Subtypes A, B, C, D, F, G, H, J, and
K are currently known subtypes A, B, C, and D are
highly prevalent others have low prevalence and
limited geographic distributions.

The second HIV virus discovered in West Africa in
1984, the virus is more closely related to the simian
immunodeficiency virus of primates. Although
HIV-2 can cause AIDS, it has a distinct epidemiol-
ogy, lower rate of transmission, and slower progres-
sion to disease.

Rate describing the number of new cases of disease
occurring within a given time period, expressed as
new cases per person-time.

An enzyme found in retroviruses including HIV
that permits the reverse transcribed viral DNA to
be integrated into the infected cell’s DNA.
Integrase is an enzyme encoded by the polymerase
gene of HIV.

A class of ART drugs that blocks the viral
integrase the enzyme HIV uses to integrate its
genetic material into its target host cell DNA.

A membrane-enclosed central compartment of
a cell that functions to contain the genomic DNA
and to regulate gene expression.
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Protease inhibitors

Reverse transcriptase

Reverse transcriptase (RT)
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Number of cases of disease in a defined population
at a specific point in time it is often expressed as
a percentage.
An enzyme that hydrolyzes or cleaves the
polyproteins into proteins and is important in the
final steps of HIV maturation. In HIV, the protease
enzyme is encoded by the polymerase gene.
A class of ART drugs that interferes with the viral
protease enzyme of HIV by inhibiting the viral
polyproteins from being cleaved, which would
allow the individual viral proteins to produce infec-
tious viral particles.
An enzyme found in HIV that creates double-
stranded DNA using viral RNA as a template and
host tRNA as primers. The reverse transcriptase
enzyme is encoded by the polymerase gene of HIV.
A class of ART drugs that interfere with the reverse
transcription step during the HIV life cycle. During
this step, the HIV enzyme RT converts HIV RNA
to HIV DNA. There are two main classes of RT
inhibitors that are used as ART drugs.
Nucleoside/nucleotide RT inhibitors (NRTI) are
faulty DNA building blocks. When these faulty
pieces are incorporated into the HIV DNA (during
the process when HIV RNA is converted to HIV
DNA), the DNA chain cannot be completed,
thereby blocking HIV from replicating in a cell.
Nonnucleoside RT inhibitors (NNRTI) bind
to RT, interfering with its ability to convert the HIV
RNA into HIV DNA.
A universal form of genetic material typically tran-
scribed from DNA, it differs from DNA in that it
contains ribose and uracil as structural components.
In retroviruses like HIV, RNA is their primary
genetic material and is found in a mature virus
particle.
A characteristic of a virus that infects and replicates
in T lymphocytes, a type of immune cell. This was
the descriptor of the human T cell leukemia virus
(HTLV), a human retrovirus that causes T cell
leukemia and lymphoma and is T-lymphotropic
like HIV. HIV was originally called human
T-lymphotropic virus type III (HTLV-II) by
Gallo and colleagues.
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Tuberculosis The infectious disease caused by Mycobacterium
tuberculosis. It usually involves the lungs (pulmo-
nary tuberculosis) but can also affect other organs
(i.e., kidneys, central nervous system, lymph nodes,
bones, etc.; extrapulmonary tuberculosis). Pulmo-
nary tuberculosis, which is the most frequent clini-
cal form, can be classified as smear positive or
smear negative according to the result of the spu-
tum bacteriological examination. The former is
a major public health problem being highly conta-
gious. Only a few individuals develop tuberculosis
after a mycobacterial infection, and most of them
soon after infection: it is estimated that the lifetime
risk is 5-10% in HIV negatives and 5-15% yearly
in HIV positives.

Virion A single and complete extracellular infective form
of a virus that consists of an RNA or DNA core and
in the case of HIV with a glycoprotein coat or
“envelope.”

Definition of the Problem

The HIV/AIDS epidemic is now in its third decade since the discovery of the virus
responsible for the disease in 1981. While the first cases of AIDS were first
recognized in young men who have sex with men in the United States and Europe
in the 1980s, it soon became clear that the virus could be spread through
contaminated blood products and heterosexual sex. At the time of its discovery,
acquired immunodeficiency syndrome (AIDS) was a new disease with high
mortality, and the discovery of a new human virus as its cause in 1983 created
new challenges for prevention, treatment, and vaccine efforts, many of which
remain unmet today. Human immunodeficiency virus type 1 (HIV-1), as the
causative agent of AIDS, has been the subject of intense research over the past
three decades, in an effort to understand the biological properties of this new
virus, its relatedness to other known retroviruses, characterize its epidemiology,
and discover drugs and vaccines to control the epidemic.

In the early 1980s, it was recognized that HIV could be spread through blood,
blood products, and sexual and perinatal transmission routes. High rates of HIV
infection and its accompanying disease began to be recognized throughout the
world in the late 1980s as the HIV/AIDS global pandemic became a frightening
reality to the international community. The disproportionate burden of infection
and disease first recognized in sub-Saharan Africa and then Asia with growing rates
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of disease and mortality led to estimates of global infections growing in the tens of
millions with no magic bullet to end the spread. While global estimates are
necessarily fraught with numerous assumptions and subjected to poor reporting,
UNAIDS revised down their global estimates in 2007 [1]. Nonetheless, at the end of
2009, an estimated 33.3 million people worldwide were living with HIV; 2.5 million
of these were children, with almost two thirds of them in low- and middle-income
countries [2]. While stunning in magnitude, these estimates now reflect a continued
slowing of the growth trajectory of the pandemic, with lower rates of new infections
and mortality, the latter being largely due to the continued scale-up of provision of
antiretroviral therapy (ART) that began in 2004.

We are therefore at an important point in the time for the global HI'V pandemic;
the peak of infections in most countries occurred about a decade ago, and many
high-burden countries are seeing a plateau or decrease in HIV prevalence rates.
Large-scale treatment programs for low-income countries have succeeded in
providing complex and relatively expensive ART drugs to almost one third of
patients in need of these life-saving therapies; 5 million of the 15 million in need.
Recent strides in identifying new and efficacious methods for prevention have
been encouraging as the development of an effective vaccine is still awaited.

Introduction

AIDS was first recognized as a new and distinct clinical entity in 1981 [3-5]. The
first cases were recognized because of an unusual clustering of diseases such as
Kaposi’s sarcoma and Pneumocystis carinii pneumonia in young homosexual men.
Although such syndromes were occasionally observed in distinct subgroups of the
population — such as older men of Mediterranean origin in the case of Kaposi’s
sarcoma or severely immunosuppressed cancer patients in the case of Pneumocystis
carinii pneumonia — the occurrence of these diseases in previously healthy young
people was unprecedented. Since most of the first cases of this newly defined
clinical syndrome involved homosexual men, lifestyle practices were first
implicated as the cause of the disease.

AIDS cases were soon reported in other populations as well, including intravenous
(IV) drug users [6] and hemophiliacs [7-9]. Hemophiliacs used clotting factor
preparations which were prepared from the pooled blood of a huge number of donors,
and IV drug users often used needles contaminated with small amounts of blood from
previous users, thereby increasing their exposure to foreign tissue antigens. Asymp-
tomatic hemophiliacs and intravenous drug users were often found to have
abnormally low CD4 helper lymphocytes and higher than normal T suppressor
cells, similar to the gay men with AIDS. The increase in T suppressor cells was
presumably due to frequent antigenic stimulation; the decrease in CD4+
T helper cells was the more direct effect of the yet-to-be-discovered causative agent.

Three new categories of AIDS patients were soon observed: blood transfusion
recipients [10, 11], adults from Central Africa [12—-14], and infants born to mothers
who themselves had AIDS or were IV drug users [15, 16]. The transfusion-associated
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cases had received blood donated from an AIDS patient at least 3 years before they
began showing symptoms [10, 11].

Based on the disparate populations afflicted with this new malady and the
emerging epidemiology of the disease, the possible infectious etiology for AIDS
was considered [17]. Multiple studies were initiated to determine the possible role
of various microorganisms, especially viruses in causing AIDS. These studies
measured and compared seroprevalence rates for suspect viruses in AIDS patients
and controls. The short list of candidate viruses included cytomegalovirus (CMV),
because it was already associated with immunosuppression in kidney transplant
patients; Epstein-Barr virus (EBV), presumably because it was a lymphotropic
virus; and hepatitis B (HBV), because infection with this virus was known to
occur at elevated rates in both homosexual men and recipients of blood or blood
products. However, based on the unique clinical syndrome and unusual epidemiol-
ogy of AIDS, if the etiology was an already known virus, it would presumably have
to be a newly mutated or recombinant genetic variant.

Max Essex [18, 19], Bob Gallo [20, 21], and Luc Montagnier, Francoise Barre-
Sinoussi, and Jean-Claude Chermain [22] postulated that a variant T-lymphotropic
retrovirus (HTLV) might be the etiologic agent of AIDS. Among the most compel-
ling reasons for this hypothesis was that the human T-lymphotropic retrovirus
(HTLYV), discovered by Gallo and his colleagues [23] in 1980, was the only
human virus known to infect T helper lymphocytes at that time. This fit with the
new disease where T helper lymphocytes were selectively depleted by the causative
agent [24-26]. AIDS patient blood samples were repeatedly cultured in an attempt
to find a virus related to HTLV-I or HTLV-II [27]; however, these studies were
only partially successful. Although antibodies cross-reactive with HTLV-I and
HTLV-related genomic sequences were found in a minority of AIDS patients
[18, 21, 22, 28], the reactivity was weak, suggesting either the coinfection of
AIDS patients with an HTLV, or that a distant, weakly reactive virus was the
causative agent. Proof that the disease was linked to a T-lymphotropic retrovirus
was obtained by Gallo and his colleagues [29-31]. Further characterization of the
agent — now termed human immunodeficiency virus type 1 (HIV-1) — revealed
that it was the same as the isolate detected earlier by Montagnier and his
colleagues [22]. Despite controversy over the names and identity of certain
isolates, it is now clear that this new and unique human pathogen was not only
a distant genetic relative of the known HTLV but also a virus that may have been
more recently introduced into the humans from a primate reservoir.

A second HIV was discovered in 1984 based on antibodies from West African
commercial sex workers that recognized proteins not only from the simian immu-
nodeficiency virus (SIV) but also from HIV-1 [32, 33]. It is now known that HIV-1
is more closely related to SIVcpz, found mainly in the Pan troglodytes troglodytes
chimpanzee species [34], while HIV-2 is related to SIVsm found in sooty manga-
bey monkeys (Cercocebus atys) [35]. HIV-2 is the second human immunodefi-
ciency virus and constitutes the closest known human virus related to the prototype
AIDS virus, HIV-1. HIV-2 shares many virologic and biologic features with
HIV-1; however, its ability to transmit and cause disease is much lower [36-38].
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HIV-2 infection is much less prevalent in the world; it is found primarily in West
Africa and other parts of the globe with connections to West Africa, such as India,
parts of South America, and urban centers with high rates of immigration from
West Africa [39, 40].

Basic Virology of HIV

Human immunodeficiency virus types 1 and 2 (HIV-1 and HIV-2) are members of
the Lentivirus genus of the Retroviridae family of RNA viruses and are 50% similar
at the genetic level. Retroviruses are enveloped viruses that infect a wide range of
vertebrate hosts in a species-specific manner [41]. Steps in the HIV replication
cycle (Fig. 3.1) include (1) recognition and binding of the virion to the host cell
surface via specific primary and coreceptors and fusion to the host cell membrane;
(2) uncoating of the virion and release of the HIV genetic material and other viral
proteins including enzymes such as reverse transcriptase, integrase, and protease;
(3) HIV RNA is reverse transcribed by the enzyme reverse transcriptase to make
a double-stranded DNA copy; (4) HIV viral DNA is transported to the cell nucleus,
where it integrates into the host cell’s DNA, using the HIV viral integrase; (5) a new
copy of the HIV viral RNA is produced which will become the genetic material for
new HIV virions; (6) new viral RNA and proteins produced by the host cell move to
the cell surface, and new, immature virions are packaged; and (7) the viral envelope
proteins are inserted into the host cell membrane, and the virions bud from the cell
surface, encapsulated by viral envelope, forming a mature HIV virion [42, 43].

Like other retroviruses, HIV’s genetic material becomes permanently
integrated in the host cell’s DNA, resulting in lifelong infection. The enzyme
responsible for viral replication and encoded by the polymerase gene is the reverse
transcriptase, which as an enzyme is error-prone, which results in considerable
genetic variation. HIV enters susceptible cells via a primary receptor, the CD4+
on immune cells such as T lymphocytes. However, secondary coreceptors are
also required for HIV’s entry into a cell [44-47]. These are normal cellular
membrane proteins, part of a seven-transmembrane spanning protein family,
called chemokine receptors, and involved in the recruitment of chemokines for
normal cellular function. CCR-5 and CXCR-4 are chemokine receptors that also
serve as major coreceptors for the HIV virus. In conjunction with the primary
receptor, CD4 molecule, they allow the virion to fuse with the susceptible host cell
and allow virion entry. The CCR-5 coreceptor along with CD4 allows for HIV to
infect CCR-5 bearing cells usually of the macrophage/monocyte lineage.
The CXCR-4 coreceptor along with CD4 allows for HIV’s fusion and entry into
T cells [44, 48, 49].

The HIV genome, or genetic makeup, has been characterized and is 9.8
kilobases in length and contains nine different genes, which encode 15
proteins. There are three major classes of proteins: structural, regulatory, and
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accessory [42]. Three genes, gag, pol, and env, each encode multiple viral
structural proteins. The gag (group-specific antigen) gene produces a 55-kd
precursor protein, which is cleaved during viral maturation into the matrix
(MA; pl7), capsid (CA; p24), nucleocapsid (NC; p9), pl, p7, and p6 proteins.
The pol gene (polymerase) encodes the enzymes including protease, reverse
transcriptase (RT), and integrase, while the env gene (envelope) gives rise to
the envelope proteins gpl20 and gp4l. The regulatory proteins are Tat and
Rev, while the accessory proteins include Vpu, Vpr, Vif, and Nef [42].
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Fig. 3.2 Clinical progression of HIV infection [52]

HIV and the Cause of AIDS

HIV typically enters the body by blood, blood products, or through fluids
exchanged in sex or childbirth. The virus infects a large number of CD4+ cells
and replicates rapidly. During the acute phase of HIV infection, the blood carries
a large number of HIV virus particles, which spread throughout the body,
infecting various organs, particularly the lymphoid organs such as the thymus,
spleen, and lymph nodes [50, 51]. During this phase, the virus may integrate and
hide in the host cell’s genetic material. Thus, evading the host’s immune system,
the virus may remain dormant for an extended period of time. In the acute phase
of infection, a significant proportion of people may suffer flu-like symptoms
[51, 52] (Fig. 3.2).

Weeks after exposure to the virus, the immune system responds with killer
T cells (CD8+ T cells) and B cell-produced antibodies. At the same time, CD4+
T cell counts rebound. The virus levels may decrease at this point in time perhaps in
response to the first host immune response. During this latency phase, a person
infected with HIV may not experience HIV-related symptoms for several years
despite the fact that the HIV continues to replicate [53]. It is this long course of
dormancy that has given the lentiviruses (“lenti” — meaning slow) their name.

The immune system eventually deteriorates to the point that the human body is
unable to fight off other infections; the timing and reasons for this are still subject to
research. The level of HIV virus in the blood may dramatically increase, while the
number of CD4+ T cells drops to dangerously low levels. An HIV-infected person
is diagnosed with AIDS when he or she has one or more opportunistic infections,
such as tuberculosis, and CD4+ T cells drop below 200 cells per cubic millimeter
of blood, where the normal would be ~1,000 CD4+ T cells.
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Epidemiology of the Global HIV Pandemic

HIV and AIDS is a global pandemic. Although the means by which the virus can
spread between people remains unchanged, the populations that are highly infected
in different parts of the world are different. Transmission of the virus by blood and
blood products for the treatment of various diseases such as hemophilia was
recognized in the early 1980s. Ensuring that blood banks and blood products
were free of HIV was accomplished relatively early in the pandemic in high-
income countries, but is yet to be perfected in many low-income countries where
screening of HIV and the high burden of disease pose distinct challenges to
maintaining safe blood banks and blood products.

Spread of HIV infection through intravenous drug use was also recognized in
high-income countries early in the epidemic. These often disenfranchised and
stigmatized populations were difficult to identify to provide necessary diagnosis,
care, and treatment. This continues to be a challenge for prevention efforts through-
out the world, most significant in parts of Asia, where the spread of HIV through
this mode of transmission is both prevalent and difficult to control.

Sexual transmission of HIV in most of the high-income countries remains
a threat to men who have sex with men, where the virus and its disease were first
recognized. In contrast, in most middle- and low-income countries, the risk of HIV
transmission is predominantly through heterosexual sex. This means that the risk to
women and their offspring is more significant in these geographic locations and
represents a distinction in the epidemiology of HIV/AIDS in these settings. As
a consequence, the risk of mother-to-child transmission in middle- and low- income
countries was most severe in nations already burdened with high infant mortality. In
2009, 370,000 (230,000-510,000) children were infected with HIV through
mother-to-child transmission [2]. This represents a decrease of 24% from 5 years
earlier due to better methods of preventing transmission through identification of
infected pregnant women and provision of more effective prophylaxis. Inadequate
access to antenatal and postnatal services remains a barrier in providing these
methods to all those in need [54].

UNAIDS has just completed their 2010 report which reports on HIV and AIDS
statistics from around the globe ending in 2009 [2] (Table 3.1). Extensive analysis
of these current rates and the trends from previous years allows for some
cautious optimism on the status of the pandemic. This report continues to support
the notion that the peak of new infections occurred in 1999 and rates of new
infections continue to decline or plateau [55, 56]. In 2009, an estimated 2.6 million
(2.3-2.8 million) people were newly infected with HIV. In 33 countries, most in
sub-Saharan Africa, HIV incidence showed significant decreases compared to
2001 [2].

Globally, an estimated 33 million people are infected with HIV. In earlier years
treatment was only provided in high-income countries; more recently local
governments and international programs supporting antiretroviral therapy in low-
income countries have had an impact on the annual death toll. A cumulative total of
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Table 3.1 UNAIDS regional estimates for adults and children living with HIV (Adapted from [2])

People living with HIV

Geographic region 2009 2001

Sub-Saharan Africa 22,500,000 20,300,000
Middle East and North Africa 460,000 180,000
South and Southeast Asia 4,100,000 3,800,000
East Asia 770,000 350,000
Oceania 57,000 29,000
Central and South America 1,400,000 1,100,000
Caribbean 240,000 240,000
Eastern Europe and Central Asia 1,400,000 760,000
Western and Central Europe 820,000 630,000
North America 1,500,000 1,200,000

24 million people have died from AIDS between 1980 and 2007, and Bongaarts and
colleagues project that this will reach 75 million by 2030 [56].

Regional HIV statistics for both 2009 and 2001 are provided in Table 3.1. These
demonstrate the heterogeneity of the global pandemic. It is beyond the scope of this
chapter to discuss each of the region’s HIV epidemiology in depth. Summarized
findings are therefore provided with more emphasis on sub-Saharan Africa where
the highest burden of infection and disease is found.

Sub-Saharan Africa

Over 22 million people in sub-Saharan Africa are infected with HIV, although there
is considerable variability among nations in rates of infection and disease [2]
(Fig. 3.3). The countries of Southern Africa (Angola, Botswana, Lesotho, Malawi,
Mozambique, Namibia, South Africa, Swaziland, Zambia, and Zimbabwe) have over
11 million people currently infected. Thus, this region of the continent alone
represents over one third of the global pandemic in terms of adult HIV infections,
new HIV infections, and deaths due to HIV. Swaziland, in 2009, reported
a prevalence of 25.9%, representing the highest adult HIV prevalence rate for
a given country [57]. In South Africa, where over five million people are living
with HIV in 2009, AIDS is the major cause of maternal mortality and attributed to
cause over one third of deaths in children under the age of 5 years old.

Other large countries, such as Nigeria with a population estimated at 150 million
and Ethiopia with a population 82 million, have relatively low HIV prevalence rates
below 4%, but still represent a significant portion of the global burden of disease
because of their large populations. By contrast, many of the countries of Southern
Africa are small, but with high prevalence rates. Thus, the distinct impact of the
epidemics in such diverse settings can be appreciated.
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Fig. 3.3 HIV prevalence rates among adults aged 1549 years old in sub-Saharan Africa, 2009
(Adapted from [2])

As of 2009, the rates of HIV infection in the countries of East Africa have been
declining. Uganda’s HIV prevalence has been stable in the 6-7% range since 2001.
Kenya and Tanzania have shown declining prevalence rates, and Rwanda has been
stable at 3% since 2005 [2].

In West and Central Africa, countries have maintained some of the lowest HIV
infection rates of the continent. In 2009, 12 countries had rates below 2%; these
included: Benin, Burkina Faso, Democratic Republic of the Congo, Gambia, Ghana,
Guinea, Liberia, Mali, Mauritania, Niger, Senegal, and Sierra Leone. Nigeria’s HIV
infection rate has been declining for the past 6 years with the 2009 estimate at 3.6%
(3.3-4.0%). The prevalence of HIV is highest in Cameroon at 5.3% (4.9-5.8%);
Central African Republic, 4.7% (4.2-5.2%); Cote d’Ivoire, 3.4% (3.1-3.9%); and
Gabon, 5.2% (4.2-6.2%) [2].
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Asia

HIV infection rates in 2009 for the region are similar to 2004, with an estimated
4.9 million (4.5-5.5 million) people are currently infected [2]. There is considerable
heterogeneity of infection by countries, and some previously low-prevalence
countries like Pakistan and Bangladesh are increasing, largely due to transmission
in drug-injecting populations. Within countries, there is also considerable variation;
for instance, five provinces of a total of 22 in China account for over half of the HIV
infections of the country [58, 59]. The epidemic in this region of the world is largely
due to significant subpopulations of injecting drug users and men who have sex with
men, where rates remain high and often increasing.

Eastern Europe and Central Asia

The largest increases in new HIV infection rates are seen in this region of the world
with a burden of 1.4 million people estimated to be living with the virus in 2009 [2].
HIV prevalence exceeds 1% in the Russian Federation and Ukraine. The epidemic
is concentrated in high-risk populations that use injection drugs and are involved in
sex work and their sexual partners [60].

Caribbean

This region of the world has a relatively low burden of people living with HIV
(240,000), yet because of their small population size, their HIV prevalence of ~1%
(0.9-1.1%) is still considered high for the region [2]. There is considerable
variability between countries and within countries. Haiti has highly variable rates,
including 12% in pregnant women from some urban settings [61, 62], whereas
Cuba’s prevalence is exceptionally low, at 0.1% (0.08-0.13%) [2]. Unprotected
paid sex is considered the major mode of HIV transmission, and infection rates in
women are over half of those infected with the virus.

Central and South America

The HIV epidemic appears stable in 2009 compared to previous years, and the
number of children infected is declining with ~4,000 children newly infected in
2009 [2]. There are 1.4 million people living with the infection in this region, with
concentrated infection rates in men who have sex with men and sex workers.
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North America and Western and Central Europe

The burden of HIV infection is 2.3 million (2.0-2.7 million) in these higher-income
countries, representing a 30% increase from 2001 [2]. It is believed that unprotected
sex among men having sex with men is responsible for these disturbing increasing
trends in Canada, the USA, and parts of Europe [63]. General decreases are seen in
injecting drug user subpopulations overall, but certain countries continue to see this
as a driver of the epidemic [64—66]. Immigrant populations and individuals acquiring
HIV from more endemic regions are also contributing to the burden of infection
particularly in urban centers [67].

Middle East and North Africa

This region of the world has historically had low rates of HIV infection, which may
be due to inadequate reporting. In 2009, an estimated 460,000 people are living with
HIV, which is a substantial increase from the 2001 reported statistics [2]. Trans-
mission of the virus from contaminated drug-injection equipment is considered the
major mode of transmission in the countries of this region.

Oceania

The burden of HIV infection in this region is small at 57,000 (50,000-64,000) but
has increased from the 2001 statistics [2]. Papua New Guinea has the largest
infection rates in this region, with a national adult HIV prevalence of 0.9%
(0.8-1.0%). Unprotected heterosexual sex is more predominant in Papua
New Guinea, whereas unprotected sex in men who have sex with men is more
common in New Zealand and Australia [68].

Prevention

The optimal biomedical means of preventing infection with an infectious disease
pathogen would be the use of an effective vaccine. As efforts to develop such
a vaccine are still underway, public health officials around the world have resorted
to other methods of preventing HIV transmission [69]. These revolve around the
various types of HIV transmission such as men who have sex with men, sex
workers, intravenous drug users, and heterosexual adults in places such as Africa.
Education on risks of transmission, methods of prevention, and behavior change
are at the core of all prevention programs spanning on populations at risk.
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For many of these subpopulations, stigma, lack of access to services, or even
legislation can diminish the potential of prevention programs and messages for
behavior change.

Access to HIV testing and counseling is a foundation to all prevention methods,
which provides access to comprehensive HIV care. Education and behavior change
are critical components of prevention methods, and provision is often most effec-
tive when provided by community groups. In the early 1980s in the USA, pioneer
groups such as the San Francisco AIDS Foundation, Gay Men’s Crisis in New
York, and AIDS Project Los Angeles demonstrated the role of education in
promoting safer sex practices among gay and bisexual men [70]. Recent increases
in new infections in young gay men in North America and Europe are of concern
and suggest the need to enhance prevention efforts [2, 63].

Globally, HIV acquired through injecting drug use is estimated to represent 20%
of the people living with HIV in 2009 [2]. Efforts to make injecting drug use safer
through provision of clean needles have proven efficacy in lowering transmission
through this route. UNAIDS reports in 2009 that in Eastern Europe and Central
Asia where injecting drug use is a major driver of the HIV epidemic, five of nine
countries report that more than 80% of people injecting drugs used sterile injecting
equipment at their last injection. Eight of twelve countries in South and Southeast
Asia reported the same [2]. However, the various governmental responses across
the globe have often prevented the widespread adoption and support of such
programs [65]. While provision of clean needles is inexpensive, it is believed that
many programs provide inadequate numbers of clean needles to insure optimal
prevention [66]. In addition, the substance abuse treatment programs, such as
methadone programs, may help curtail the intravenous drug—using behavior and
therefore eliminate the risk of the transmission [64].

Prevention methods directed at commercial sex work are needed worldwide and
again represent a targeted high-risk population that is disenfranchised and difficult
to reach through conventional health system structures. The prevention methods
focus on HIV counseling and testing, safe sex through proper condom use, and
concomitant diagnosis and treatment of sexually transmitted infections (STIs),
which are known to facilitate HIV transmission [71]. A long-standing program
for sex workers in Southern India, called Avahan, provided a combined prevention
approach of community outreach, empowerment, condom programming, and STI
and HIV testing services over an 8-year period with a decrease in HIV prevalence
from 20% to 16% in these high-risk women [71, 72].

In many parts of the resource-limited countries, heterosexual transmission is the
major risk factor for HIV acquisition. Testing and access to HIV care is again
critical to these populations along with appropriate counseling on behavior change,
proper condom use, and STI diagnosis and treatment. Proven prevention measures
for this group would include abstinence, mutual monogamy, reduced number of
sexual partners, and consistent condom use. For young people, abstinence and older
age of sexual debut are considered part of prevention messages [69].

Since 2000, a number of epidemiologic surveys and studies considered the
possible benefit of male circumcision (surgical removal of the foreskin) in
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decreasing HIV transmission [73]. The penile foreskin is thought to be sensitive to
epithelial tears, which carry a high density of CD4-bearing cells as targets for virus
infection and subsequent replication [74]. In addition, uncircumcised men are
at higher risk for STIs, which would facilitate HIV transmission [75-77].
In 2005-2006, randomized clinical trials conducted in South Africa, Kenya,
and Uganda demonstrated a 55-76% lower HIV incidence compared to men still
on the wait list of circumcision [78—80]. It is still unknown whether male circum-
cision will decrease male-to-female transmission of the virus, but these studies
are underway [80]. There are other health benefits to male circumcision, but the
surgical procedure is not without some risk, although serious complications are
rare [76]. Nonetheless, for populations where men or boys are not circumcised,
such as much of Southern and Eastern Africa, this becomes an important
prevention tool [81].

Mother-to-child transmission of HIV is in large part responsible for the 2.5
million children living with HIV worldwide. Prevention of mother-to-child trans-
mission (PMTCT) consists of identification of HIV infection in pregnant women
and provision of a short course of antiretroviral drugs in a prophylactic manner
(rather than treatment of the mother for her own disease to lower the viral burden
in the mother and to decrease the risk of transmission to the baby). In resource-
rich countries, most HIV-infected pregnant women would receive full ART (three
drugs) as a means of preventing mother-to-child transmission; however, in most
resource-limited settings, mono- or bi-therapy ART has been used due to cost and
international recommendations at the time [82, 83]. In 2010, WHO revised their
PMTCT guidelines based on clinical trial data from Africa, indicating that full
ART could virtually eliminate mother-to-child transmission [84]. In settings
where breast-feeding is judged to be the safest infant feeding option, ART
prophylaxis continued to the mother and baby during this period could severely
limit this mode of transmission [82—84]. While access to any PMTCT services
remains a problem in a number of resource-limited countries and settings, only
54% access for sub-Saharan Africa, the potential for virtual elimination of
mother-to-child transmission as these new guidelines are implemented becomes
a real possibility [2, 82].

Postexposure prophylaxis (PEP) was the terminology frequently used to describe
the use of short-course ART drugs given after an occupational setting exposure
such as needle sticks with potentially HIV-infected blood. Similarly, PEP has been
used in rape cases in settings where HIV infection is high and the potential for
sexual transmission can be potentially decreased [85, 86]. Preexposure prophylaxis
(PrEP) is the use of an ART drug administered to an HIV-negative individual prior
to or at the time of the potential transmission event in an effort to decrease the viral
inoculum and limit the potential for infection.

A recent study reported from South Africa this past year described the use of
tenofovir-based gel as a microbicide to be used once 12 h before sex and again 12
h after sex as both safe and effective in reducing HIV transmission and STIs
[87-89]. PrEP has also been successful in decreasing transmission in men
who have sex with men and in heterosexual discordant couple studies [90, 91].
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This paves the way for additional biomedical means of preventing infection, which
can be coupled with other prevention methods depending on the setting and
populations at risks [92, 93]. Further trials are underway to test this new and
promising strategy to prevent HIV transmission.

Genetic Diversity of HIV

Early in the history of HIV research, it was recognized that each viral isolate varied
from another in its nucleotide sequence, and multiple mechanisms for this genetic
variation were considered [42, 94]. Part of the HIV replication cycle requires the
reverse transcription of viral RNA by the virus’ reverse transcriptase. This enzyme
is error-prone, thereby generating approximately 1 error per 10* nucleotides, or
viral genome. Estimates of HIV replication in people have suggested 10'°-10'2
new viral particles produced per day [95, 96]. Thus, the potential for viral variation
is significant even if the immune system, tissue compartmentalization, or antiretro-
viral therapy does not select for particular viral variants. Genetic variability
between viral isolates from different patients [97, 98], frequently termed
interisolate or interpatient variability, can vary by up to 5%. And in turn, this was
also distinguishable from the genetic variation that was seen at the level of an
individual patient, often termed intrapatient variability and variability up to 1%
[99]. At the level of the individual patient, a swarm or quasispecies of highly related
but distinguishable viral variants has been demonstrated throughout the course of
HIV infection [100-102]. Thus, the genetic variation of HIV is hierarchical as
depicted in the simplified schematic of subtype variation, interpatient variation, and
intrapatient variation (Fig. 3.4).

Phylogenetic analyses of viruses from various geographic regions were used to
identify three distinct groups M, N, and O within HIV-1 [34, 103, 104]. Most HIV-1
sequences belong to group M (major). A divergent subset of viruses identified in
Cameroon in 1994, which did not cluster with group M viruses, were classified as
group O (outlier) [105], and in 1998, another set of viruses which did not cluster
with group M or O viruses were termed group N viruses [106]. A recent virus
characterized from a gorilla has been designated group P [107]. It is thought that
all virus groups were introduced by independent SIVcpz or SIVgor transmissions
into the human population in the early part of the twentieth century [34, 104, 108].

The fruits of international HIV research have provided information of HIV
viruses from different parts of the globe [109] (Fig. 3.5). The HIV-1 group M has
been subdivided into genetic subtypes, defined originally on comparison of gag and
env sequences of the virus and then later with full-length sequencing of the virus
[110, 111]. Within a subtype, the average env genetic variation ranges from 5% to
15%, whereas the average env genetic variation between subtypes ranges from 20%
to 30% [112, 113]. Remarkably, all the HIV-1s from the USA and Western Europe
have been of a single subtype, B. Most of the diverse subtypes of HIV-1 including
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Fig. 3.4 Phylogenetic trees depict differences between HIV subtypes, variation between viruses
from different patients, interpatient variability, and variation between viruses within the same
patient, intrapatient variability
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Fig. 3.5 Regional distribution of HIV-1 subtypes and recombinant viruses, 2004—2007. Fifteen
regions of the world are depicted with pie charts representing the distribution of HIV-1 subtypes
and recombinants from 2004 to 2007. The size of the pie charts corresponds to the relative numbers
of people living with HIV in the region. CRF circulating recombinant form, URF, unique
recombinant form (Adapted from [109])
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circulating recombinant forms (CRFs) and unique recombinant forms (URFS) have
been found in sub-Saharan Africa and, to a lesser degree, Asia, now accounting for
20% of the worldwide HIV viruses [109].

In Thailand, HIV-1 subtype B was detected in IV drug users during the
mid-1980s. During the late 1980s, subtype E was first detected. By the early to
mid-1990s, HIV-1 subtype E (CRFO1_AE) had spread very rapidly throughout
heterosexuals in Thailand, with the highest rates in the northern regions of
the country [114]. Although apparently present earlier in the region, HIV-1 subtype
B never spread to cause a major heterosexual epidemic, as did HIV-1 subtype E.
Full-length sequencing of subtype E determined that it is actually a circulating
recombinant form, consisting of subtypes A and E, now referred to as CRFO1_AE
[115, 116].

A similar situation occurred in India, with HIV-1 subtypes B and C. While
B appeared to be introduced earlier and it expanded among intravenous drug users,
this subtype did not appear to spread as rapidly among heterosexuals as did HIV-1 C.
Previously associated with the massive heterosexual epidemic in southeastern Africa,
subtype C also caused a rapid heterosexual epidemic in Western India, apparently
initially spreading from the Bombay region [114, 117]. The results in Africa and Asia
suggest that HIV-1 subtypes A, C, D, and CRFO1_AE are well adapted for hetero-
sexual transmission compared to subtype B, perhaps due to differential ability to
infect dendritic cells in the sexual mucosa [118].

Various studies have shown associations between viral genotype and biology
[119]. There is some evidence suggesting a relationship between subtype and
modes of transmission. Studies in Cape Town [120], Finland [121], Thailand
[122, 123], and Australia [124] found that most subtype B strains were associated
with homosexual transmission while non-B strains were associated with heterosex-
ual transmission. Infection with certain subtypes has also been associated with
increased risk of vertical transmission. A study conducted on mother-child pairs in
Tanzania revealed that mothers infected with HIV-1 subtype A, subtype C, and
intersubtype recombinant were more likely to transmit to their infants than mothers
infected with subtype D [125]. In an earlier related study, Renjifo et al. [126] also
found that in perinatally transmitted C/D recombinant viruses, the V3 regions (env)
were always from subtype C and never from subtype D, suggesting that viruses
containing subtype D-V3 have a reduced fitness as compared to those with subtype
C-V3. Finally, a study of injection drug users in Thailand found a significantly
higher transmission probability associated with subtype E (CRF_01 AE) as com-
pared to subtype B [127].

Some studies have also demonstrated significant differences between subtypes
with regards to disease progression. Kanki et al. [128] found that women infected
with a non-A subtype were eight times more likely to develop AIDS than were
those infected with subtype A. Similarly, Kaleebu et al. [129, 130] reported that
subjects with subtype A had a slower progression to disease than those with subtype
D. Clinical and immunological differences have also been found between subtypes.
In Kenya, where subtypes A, C, and D were all cocirculating within the same
population, Neilson et al. [131] found that high plasma RNA levels and low CD4
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counts were significantly associated with subtype C infection. In a prospective
study conducted at a methadone treatment clinic in Thailand, people infected with
CRFO1_AE were found to have higher viral loads in early infection than those
infected with subtype B [132]. However, this difference decreased over time such
that the viral loads were similar at 12, 18, and 24 months postseroconversion [132].
Similarly, a study in our laboratory indicated that women infected with CRF02_AG
had a significantly higher viral load during the early stage of infection than women
not infected with CRF02_AG [133]. Infection with multiple subtypes has also been
associated with higher viral load and lower CD4+ T cell counts [134].

Complete sequence analysis of viruses from around the world has further
characterized an HIV pandemic that is increasing in complexity with a higher
prevalence of recombinant viruses, currently at 20% of all HIV viruses [109].
In West Africa, Asia, and South America, the predominant virus is a circulating
recombinant form. The predominant virus of West Africa is CRFO2_AG, which
appears to represent a recombinant event that occurred early in the divergence of
subtypes A and G. In contrast, the BC and BF recombinants of China and South
America, respectively, are derived from more recent recombinants between contem-
porary parental virus lineages [135]. An understanding of the genetic diversity of
predominant HIV-1 subtypes, sub-subtypes, and circulating recombinant forms
in a given population may be important in designing effective HIV vaccines
[136, 137]. Although the importance of matching a vaccine candidate to regional
circulating strains is yet unclear, incorporation of local strains might maximize
the efficacy of a potential vaccine candidate [137].

Treatment

Antiretroviral therapy (ART) drugs that block or reduce HIV virus replication in the
infected patient are used for the treatment of AIDS. The first ART drug was put into
use in 1986-1987: zidovudine (AZT), a nucleoside reverse transcriptase inhibitor
(NRTI) that because of its chemical similarity to the host’s nucleoside, inhibited the
growing DNA chain and served as a chain terminator such that virus replication
could not occur. Other NRTIs act in a similar manner, but another class of ART
drugs includes nonnucleoside reverse transcriptase inhibitors (NNRTT), which bind
to the virus’ reverse transcriptase enzyme in a specific position and manner,
blocking the enzyme from completing the transcription. NRTI and NNRTIs are
often used in combination as the typical first-line regimens for patients with AIDS
[138-140]. Since AZT, there has been tremendous progress in developing improved
and more efficacious ART drugs and combination regimens for treating AIDS
patients in high-income regions of the world; however, the cost of many of these
newer drugs has been prohibitive for most middle- and low-income countries
despite their disproportionate share of the AIDS burden.



48 P.J. Kanki

Currently, there are a total of five classes of FDA-approved ART drugs that act
on different parts of the HIV virus life cycle: NRTIs and NNRTIs act on the reverse
transcription; other drugs act by inhibiting the viral protease, the viral integrase, or
blocking virus entry at the level of the coreceptor. ART is typically prescribed in
combination with current recommendations requiring at least two active classes of
drugs [138—140]. Side effects and toxicities for each of these drugs may be serious
and result in significant complications, requiring the patient to switch drug
regimens.

The error-prone reverse transcription of HIV replication and its viral dynamics
suggest that every possible single point mutation in the HIV genome occurs
between 10* and 10° times per day in an untreated HIV-1-infected individual
[141]. Therefore, the propensity for development of drug resistance mutations is
high and the reason that strict adherence to taking the prescribed drugs is necessary
to maintain viral suppression. In an effort to improve adherence and decrease pill
burden to the patients, fixed-dose combination pills are available for most of the
typical first-line ART regimens, allowing all drugs to be included in a single pill.

By the late 1990s, treatment for AIDS was widely available in high-income
countries, but the vast majority of patients in middle- and low-income countries
could not access these expensive drugs. In 2000, at the United Nations Millennium
Summit, Kofi Annan declared a call for action to address the gap in treatment and to
promote prevention and research in response to the AIDS epidemic [142]. In 2001,
the UN General Assembly adopted a Declaration of Commitment on HIV/AIDS,
endorsing equitable access to care and treatment as a fundamental component of
a comprehensive and effective global HIV response [143]. UNAIDS had reported at
the end of 2002 that developing countries had ~300,000 AIDS patients receiving
ART with an unmet need estimated at 5.5 million [144]. The international donor
community moved toward addressing the goals of equitable access through initia-
tion of large-scale treatment and care programs. The President’s Emergency Plan
for AIDS Relief (PEPFAR), a program launched in late 2003, authorized over
$15 billion dollars in 15 target countries, the largest commitment to a single disease
in the history of US government support [145]. Other programs such as the Global
Fund to Fight AIDS, Tuberculosis and Malaria [146], the Bill & Melinda Gates
Foundation [147], Clinton Foundation [148], World Bank [149], and Medecins
Sans Frontieres [150], to name a few, supported this effort with advocacy to country
governments, and the rapid scale-up of providing ART to patients in need moved
from rhetoric to action.

UNAIDS reported at the end of 2009 that 5.2 million people in low- and middle-
income countries received ART, a significant increase from 2008 and unimaginable
in 2003 [2]. However, the pandemic has continued, and in these countries, this
accomplishment only represents 36% of the 15 million AIDS patients in these
countries in need. Children and patients coinfected with TB remain an ART priority
in these settings. Many of the original ART drugs developed in the late 1980s went
off patent and have now been manufactured in generic form and meet international
standards [151]. The Clinton Foundation in mid-2000 helped negotiate important
drug cost reductions so that first-line drug per patient approximated $350 per year,
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rather than the $1,000 per month of the brand name drugs in 2000 [148]. However,
the improvement in ART therapy in high-income countries was made possible
through newer drugs and new classes of drugs like integrase inhibitors, or entry
blockers, which are still cost-prohibited in most middle- and low-income country
ART programs. Thus, although patients are receiving ART, the pharmacy of drugs
available for toxicities or second- and third-line therapy remains limited in most
low-income countries.

ART is not just the provision of pills; the diagnosis of AIDS requires laboratory
tests and the clinical management of an AIDS patient entails regular monitoring of
immune function, diagnosis, and treatment of comorbidities and measurement of
viral load (virus levels in the bloodstream) when possible [142]. These laboratory
tests often require sophisticated lab equipment and costs per test that can be quite
high, almost the same cost of annual drug costs. In many low-income settings,
these diagnostic or monitoring tests were not even available; in some instances
where patients were required to pay for clinical tests, the costs were prohibitive to
the typical AIDS patient that already had significant economic burdens. In recent
years, a major contribution of large-scale care and treatment support from PEPFAR
and others has built the infrastructure and provided the training to perform these
critical laboratory tests. Provision of laboratory equipment, insuring adequate clean
water and electricity to run the equipment and laboratory test specific requirements
for cold chain, and short expiration remain challenges for both start-up and
sustainability. In some instances, the costs of the tests have been reduced, but
there is a critical need for cheaper, efficient, and point-of-care tests that will
increase their availability and use for patient management.

Further, the complexity of clinical management and care of HIV infection
requires training, infrastructure building, and overall strengthening of the existing
health-care system in most developing country settings. Again, the leadership in
individual countries coupled with support from the international donor
communities has provided the training necessary for the complex administration
of HIV care and treatment. However, human resources in many countries are
limiting, and further efforts to encourage task-shifting within the medical team
and bolstering of the medical education system are important to achieving the
provision of ART to the many patients that are still in need.

Vaccine

Since the discovery of the virus and its initial characterization in the early 1980s,
the search for an effective vaccine has been the subject of intense research. HIV
infection can occur via free virus and/or virus-infected cells. Once infection has
occurred with integration of viral genetic material in the target host cell, elimination
of the virus by the host’s immune mechanisms is not possible. The approach to
vaccine design has often sought to mimic the protective immune responses, often
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identified in animal model systems or in individuals that have demonstrated
protection [152, 153]. To date, the correlates of protective immunity from HIV
have yet to be identified. Vaccine scientists therefore began with more conventional
approaches of seeking to design vaccine candidates that would elicit strong virus-
neutralizing antibodies or robust cell-mediated responses or both [154, 155]. The
proof of principle has been shown for both of these approaches in nonhuman
primate model [156, 157]. However, the model has not been predictive of HIV
vaccine efficacy in humans; differences in routes of exposures, strains, and amount
of virus are just some of the complexities of this model. Dozens of vaccine
candidates have been developed, tested in nonhuman primate models and even
early clinical trials in humans [157, 158].

AIDS vaccine candidates are evaluated in a stepwise manner in a series of
clinical trials known as phases I, II, and III. Phase I and II trials generally involve
a small number of volunteers and provide researchers with critical information
about the safety and immunogenicity of the vaccine. The cost of phase III trials can
be in hundreds of millions of dollars, and the enrollment for the trial is large, so
the AIDS vaccine community moved to an intermediate “test of concept” trial
where lower numbers of trial participants were needed; the statistical power of the
trial design would allow evaluation of immunogenicity and low ranges of efficacy.
It is not until phase III trials that the efficacy of the vaccine is truly assessed.

Candidate HIV vaccines that were tested in phase I and II trials over the past
20 years included inactivated whole virus, or virus particles, subunit HIV envelope
vaccines delivered in novel adjuvant or delivery systems, DNA vaccines and live
recombinant vector vaccines, and various combination approaches. The results of
phase I and II trials indicated that they were safe but did not generate sufficient
immune responses to warrant proceeding to phase III trials [157, 159-163].

By 2008, only four candidate HIV vaccines had proceeded to phase IIb and III
efficacy trials. Two of the trials were subunit gp120 (envelope) vaccines tested by
VaxGen in the USA, Canada, and the Netherlands with 5,400 volunteers, largely
men who have sex with men [164]. A second trial was conducted in 2,545 intrave-
nous drug users in Thailand, using recombinant envelope from subtype B and also
CRFO1_AE [165, 166]. Although neutralizing antibodies were induced by the
vaccine, neither trial showed evidence of protection. Subsequently, two trials
assessed vaccine candidates based on the premise that cellular immune responses
would be protective; the viral antigens were delivered in an adenovirus 5 vector; in
order to enhance the generation of the cellular responses, the candidates were tested
in the “Step” and ‘“Phambili” trials conducted by Merck [167-169]. Adenovirus 5 is
considered a harmless virus, but it does infect humans, and many populations
mount antibodies to this virus, frequently without any signs of disease. Some of
the volunteers in the Step and Phambili trials did not have antibodies to adenovirus
5, and in those volunteers, the vaccine showed no effect. However, in volunteers
with antibodies to adenovirus 5, the vaccinated group showed higher rates of
HIV infection, and thus, the vaccine had increased rather than decreased the
chances of HIV infection [167—170]. Both trials were interrupted as a result of
these unexpected results.
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In 2008, a Summit on HIV Vaccine Research and Development determined that
research toward a vaccine needed to place greater emphasis on basic research and
slowed the pace of candidates, moving toward expensive clinical trials in people
[171, 172].

In late 2009, the results of the US military vaccine group’s RV144 trial in
Thailand were announced. A phase IIb trial was conducted with a recombinant
vector approach using the ALVAC virus (an avian poxvirus) used to express HIV
proteins to prime the immune response combined with recombinant gp120 protein;
both of these entities alone had been tested in people and shown poor immunoge-
nicity [173]. The RV144 trial conducted in 16,400 men and women in Thailand
starting in 2003, nonetheless, showed a modest efficacy of 31% protection after
3.5 years of follow-up; there were 51 infected in the vaccine group compared with
74 in similarly sized placebo group [174]. Further analysis of those protected failed
to show significant neutralizing antibodies or even CD8+ T cell responses although
more had favorable CD4+ T cell responses. Thus, the trial, while giving some
optimism for vaccines, has failed to clearly indicate what specific type of immunity
was responsible for the protection seen; further analysis will continue to evaluate
the trial in hopes of guiding more improved candidates for the future [175].

While the search for a vaccine continues, the research thus far has given not
only the scientific community a deeper understanding of both the HIV virus but
also the human immune system and its interaction with this unique virus [157].
This will not only inform vaccine efforts for other infectious diseases but also
facilitate the use of novel immunomodulatory entities and delivery systems that
have been developed and tested. The development of an effective HIV vaccine
will be used in conjunction with the many established methods of prevention that
have been described, and new modalities such as male circumcision and ART
treatment as prevention, which show great promise for additional preventative
benefits [176]. Advances in these areas have now merged the interventions
of treatment, vaccine, and prevention, to form a future strategy of combined
prevention [69].

Future Directions

Thirty years ago, a mysterious disease affecting men who have sex with men in
the USA initiated the world’s appreciation of a new human virus with disease-
causing potential and global spread that was unprecedented. Since that time, it is
estimated that 60 million people have been infected with HIV responsible for over
25 million deaths. The history of HIV’s discovery is instructive to our overall
outlook on infectious diseases in general. HIV originated in closely related
viruses of primates with multiple variants that still resemble close relationship
to the viruses of great apes. The virus and its many genetic variants showed
distinct differences in its epidemiology based on geographic location, risk groups
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affected, spread, and disease. In addition, the increasing complexity and higher
prevalence of recombinant forms of the HI'V epidemic suggests that more vigilant
surveillance with improved technologies will be important. The marked dichot-
omy between the epidemics of high-income versus middle- and low-income
countries has challenged public health efforts to address prevention and treatment
needs. ART drugs and laboratory tests developed in high-income countries are
high in cost and complexity of use; this continues to be a major obstacle to the
largest number of people infected and suffering from HIV and AIDS. In the past
decade, an international effort to provide equal access to prevention, care, and
treatment has demonstrated that the gap in access can be narrowed. Newer and
more efficacious regimens to prevent mother-to-child transmission have just been
adopted in the 2010 WHO guidelines and hold the potential of eliminating
transmission as the guidelines are rolled out [84]. WHO has also revised the
2010 ART guidelines, which will initiate treatment for patients with less severe
disease, CD4+ cell counts below 350, rather than 200 cells per cubic milliliter of
blood [177]. While the increased costs and actual implementation of these new
guidelines will pose an obstacle for many poor countries of the world, the ultimate
realization of these guidelines will further decrease the burden of people living
with HIV and increase the longevity of those already on treatment.

The historic and unprecedented support and efforts from the international donor
community have made major progress in scaling up prevention and treatment of
HIV in areas of the world with the most need. They have begun the difficult task of
encouraging national leadership, building up broken or nonexistent health systems,
in order to address the pandemic, but the burden of disease is still significant, and
efforts must be continued with a perspective of long-term sustainability.
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Chapter 4
Human Bacterial Diseases from Ocean

Darrell Jay Grimes, Lisa W. Plano, and Okechukwu Ekenna

Glossary

Allochthonous Exogenous, alien or nonindigenous; arising from another
source or medium.

Ambient Being of the surrounding area or environment.

Archaea One of three domains on Earth, including the Bacteria
and Eukarya. Archaea are prokaryotes that do not have
peptidoglycan cell walls; they lack membrane-bound
organelles (e.g., nucleus, mitochondria, endoplasmic
reticulum, chloroplasts), possess 70 S ribosomes and
have ether-linked lipids in their membranes.

Autochthonous Indigenous, native, arising from within.
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Bacteria

Biodiversity

Commensal organism

Ectotherm

Endotoxin

Epidemic

Eukarya

Exotoxin

Facultative organism
Foodborne disease
Food intoxication

Hemolysin

Lysogenic conversion

Nosocomial

Opportunistic pathogen

Pandemic

D.J. Grimes et al.

One of three domains on Earth, including the Archaea
and Fukarya. Bacteria are prokaryotes that possess pep-
tidoglycan cell walls; they lack membrane-bound
organelles (e.g., nucleus, mitochondria, endoplasmic
reticulum, chloroplasts), possess 70 S ribosomes and
have ester-linked lipids in their membranes.

The richness or complexity of life forms in an ecosys-
tem, biome or on Earth itself.

An organism participating in a symbiotic relationship in
which one species derives some benefit while the other is
unaffected.

An organism that controls body temperature through
external means.

The lipid component (lipid A) of the outer membrane
lipopolysaccharide (LPS) of all gram-negative bacteria.
Endotoxin is released into a host or the environment
when the cell lyses and its outer membrane breaks up.
The incidence of disease above the normal or endemic
incidence.

One of three domains on Earth, including the Bacteria
and Archaea. Eukarya possess membrane-bound
organelles (e.g., nuclei, mitochondria, chloroplasts),
histones associated with their DNA and 80 S ribosomes
in their cytoplasm. Plants and animals are eukaryotic.
Any toxin that is secreted into the cell’s immediate
environment. Most exotoxins are proteins, and they are
made by both gram-negative and gram-positive bacteria.
An organism that is capable of growth both in the pres-
ence and absence of oxygen.

A disease that is caused by the ingestion of pathogens
conveyed by food.

Illness caused by the ingestion of food that contains
a toxic substance.

A proteolytic enzyme that lyses red blood cells.
Insertion of bacterial virus (bacteriophage) DNA into the
chromosomal DNA of its bacterial host thereby confer-
ring one or more new traits on the host.

Infections (and disease) that are acquired in clinical
settings (e.g., hospitals, outpatient clinics, emergency
rooms, physician offices).

Any pathogen that accidently acquires entrance to a host
and then only causes disease if one or more risk factors
are present in the host.

An epidemic of world-wide proportions.
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Pathogenesis

Pathogenic

Pathogenicity island

Plasmid

Point source
Quorum sensing

Sentinel

Sequences

Virulence

Waterborne disease
Z.00nosis

The production or development of a disease, specifically
the cellular reactions and other pathologic mechanisms
occurring in the progression of the disease.

The ability of a species to cause disease. However,
because pathogenesis is typically caused by one or
more than one virulence factors produced by one or
more genes, any given pathogenic species will often
display different degrees of pathogenesis.

A cluster of virulence genes (and sometimes cryptic
genes and other small genetic elements) flanked by
direct repeats, insertion sequences or tRNA genes such
that the clusters are easily transmitted to other bacteria
via a process called horizontal gene transfer.

A circular, double-stranded DNA molecule containing
specialty genes that, in general, are not essential for
survival of the host bacterium or genes that are cryptic
(unknown). Plasmids can replicate autonomously or
integrate into and replicate with the chromosome.
Plasmids are smaller than the chromosome, on average
5% the size of the chromosome.

A single, identifiable localized source of something.

A chemical mechanism used by bacteria to measure their
population density. When the chemical signals reach
a certain level, special genes are expressed.

An indicator whose presence is directly related to
a particular quality in its environment at a given
location.

The order of nucleotides in a specific length of DNA or
RNA.

The degree of pathogenicity. Virulence is a compilation
of toxins, hemolysins, proteases and lipases that may not
be possessed by all strains of a pathogenic species.

A disease that is transmitted by water.

An animal disease transmissible to humans under natural
conditions or a human disease transmissible to animals.

Definition of the Subject and Its Importance

Several bacteria that cause human disease can be found in the ocean. The actual
incidence of bacterial disease that results from seawater or seafood is not precisely
known but is thought to be relatively low in the USA, although some diseases are
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on the rise. Bacterial disease from the ocean is more prevalent worldwide, espe-
cially in developing countries and in countries that derive most of their protein
from seafood. Compared to the viruses, bacteria account for a much lower
incidence of disease emanating from the ocean, both in the USA and worldwide.
However, it is important to understand and mitigate bacterial disease from the
ocean, because of such environmental pressures as global warming, antibiotic
resistance, pollution, breakdowns in sanitation (e.g., Haiti after the earthquake)
and tourism.

Introduction

Mpyriad bacteria reside in the ocean and most (>99.9%) have not been isolated and
are known only by their unique molecular signatures (e.g., 16 S rRNA sequences)
[35, 59]. These bacteria belong to the domain Bacteria which exhibits extensive
biodiversity, only exceeded by the biodiversity within the domain Archaea and the
viruses. The vast majority of bacteria in the ocean do not cause disease and Archaea
are not known to cause any human disease [39]; however, a very small number
(percentage) of bacterial species found in the ocean cause pathogenesis in plants
and animals. Some of these pathogens are indigenous to the ocean and are defined
as autochthonous. Others (allochthonous bacteria) are of exogenous or terrestrial
origin and are introduced to the ocean via surface runoff, rivers and streams,
atmospheric fallout and ocean disposal of wastes (intentional or accidental); the
chapter on enteric viruses (See S.NO.12, J. Woods, Waterborne Diseases of the
Ocean, Enteric Viruses, this volume) has a nice discussion of allochthonous
sources. This chapter will focus on those allochthonous and autochthonous bacteria
that cause waterborne and foodborne disease in humans. Some also cause disease in
marine animals (and a few in marine plants) but nonhuman diseases will not be
addressed in this chapter.

Autochthonous human pathogens have evolved in the ocean and for largely
unknown reasons have the ability to infect and cause disease in humans. Almost all
of these diseases result from ingesting seawater, eating seafood, or broken skin
contact (swimming, wading, or working in seawater). The allochthonous human
pathogens are transients in the ocean with varying abilities to survive in seawater;
all of the allochthonous pathogens infect humans via the same routes as autochtho-
nous pathogens, i.e., contaminated seawater, seafood or broken skin contact. There
are a few bacteria that may fit both definitions, and there is no current scientific
consensus about the place of these bacteria. Examples of these ubiquitous bacteria
include the enterococci [159], Staphylococcus aureus (see Allochthonous
Pathogens in this chapter) and Pseudomonas aeruginosa [114].

In the following pages, allochthonous and autochthonous marine bacteria that
cause disease(s) in humans will be discussed in terms of their biology, ecology,
pathogenesis, and epidemiology. Disease treatment will also be discussed but not
in clinical detail.
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Autochthonous Pathogens

Autochthonous pathogens generally cause one or more diseases in marine animals
and if the disease(s) is transmissible to humans it is classified as a zoonosis. It some
cases, humans can transmit disease to marine animals.

Vibrio

Vibrios, and specifically Vibrio cholerae, were first observed by Pacini in 1854 and
later isolated in pure culture from cholera patients by Robert Koch in 1883 [8, 27].
Today, the Vibrios comprise a large genus (>80 species) and belong to the
Gammaproteobacteria [47]. They are gram-negative rods, often slightly curved
(e.g., V. cholerae) and most are motile in liquids by means of one or more polar
flagella; on solid surfaces they are motile by means of lateral flagella. Unlike most
bacteria, Vibrios possess two circular chromosomes (one large and one small)
which are of relevance to this chapter because of the distribution of virulence
genes on the two chromosomes. The large chromosome is usually referred to as
Chromosome 1 (Ch1) and it tends to contain housekeeping genes (DNA replication,
transcription, translation, flagellar synthesis, metabolic pathways). Chromosome
2 (Ch2) tends to contain accessory genes (pathogenicity, antibiotic resistance, host
defense avoidance, survival in adverse environments). Most of the Vibrios can
metabolize a large number of organic compounds, including sugars, amino acids,
fatty acids, carbohydrates, proteins, lipids, alcohols, and selected aliphatic and
aromatic hydrocarbons. Indeed, prior to the development of molecular biology
methods, the Vibrios were largely identified and classified by these diverse and
extensive metabolic traits [22].

In addition to metabolic diversity, the pathogenic Vibrios also possess an array
of exotoxins, proteases, transport proteins, attachment mechanisms, and lipases
that act as virulence factors. Since Vibrios are gram-negative, they also possess
endotoxin which differs in toxicity from strain to strain. Indeed, the Vibrios are
well equipped to cause disease in their hosts — accidental or otherwise. In
general, the Vibrios are opportunistic pathogens — for both humans and marine
animals — and they cause systemic infections, skin lesions and gastroenteritis. In
fish, the infections often lead to hemorrhagic skin lesions (known as vibriosis)
and pathology in the liver, spleen, and kidney. In humans, the diseases arise
from contamination of cuts and other skin lesions with seawater (and to a lesser
extent marine animals, e.g., stingray barbs and barnacles) and from ingestion of
raw, undercooked or cooked but re-contaminated seafood and seawater.
Depending on the species, skin infections can remain localized or become
systemic and ultimately fatal. Oral ingestion of seafood and seawater leads to
various degrees of gastroenteritis and, in some cases (e.g., V. vulnificus) life-
threatening systemic infections. Although 12 Vibrio spp. are considered to be
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Table 4.1 Number of Vibrio illnesses (excluding toxigenic V. cholerae) in the USA, 2008*

b

Species Patients Deaths Isolates Specimen

V. alginolyticus 99 1 99 Wound and other®
V. cholerae (nontoxic) 50 2 50 Stool and blood
V. fluvialis 29 3 29 Stool and wound
V. hollisae® 4 1 4 Stool and wound
V. metschnikovii 1 0 1 Blood

V. mimicus 32 0 32 Stool and other

V. parahaemolyticus 270 4 270 Stool and wound
V. vulnificus 85 24 94 Blood and wound
Species not identified 23 0 24 Stool and other
Multiple species 6 0 13 Wound and stool
Total 599 35 616 Stool most frequent

“Data reported to the Cholera and Other Vibrio Tllness Surveillance (COVIS) system maintained by
the CDC (see http://www.cdc.gov/nationalsurveillance/PDFs/Jackson_Vibrio CSTE2008_FINAL.
pdf)

"The predominant specimen types with the most predominant listed first. Additional specimens,
including actual numbers, can be seen in the COVIS report®

““Other” consists of ear, sputum urine, and other specimens

‘Reclassified to Grimontia hollisae in 2003 [137]

human pathogens, the predominant human pathogens are V. cholerae,
V. parahaemolyticus and V. vulnificus. Table 4.1 presents a recent compilation
of Vibrio diseases in the USA. In addition to the eight species listed in Table 4.1,
the other human pathogens include V. cincinnatiensis, Photobacterium
damselae (initially named V. damsela), V. furnissii, and V. harveyi; these four
Vibrios, along with G. hollisae and V. metschnikovii, will not be discussed in
this chapter, due to their low incidence of disease in humans.

All of the Vibrios require NaCl to grow properly, although this requirement is
minimal for some species, e.g., V. cholerae and V. mimicus. Most if not all Vibrios
use a sodium motive force to drive their polar flagella [94, 157] and at least a few
species appear to use a sodium motive force to make ATP [37, 138]. Lateral flagella
are produced by Vibrios when they grow on solid surfaces; these flagella are driven
by a proton motive force [94] and are responsible for swarming. In addition to
a requirement for sodium, most Vibrios are mesophiles and, therefore, do best in
warmer waters. Recently, it has been suggested that global warming might increase
the incidence of Vibrios worldwide [25, 28]. Interestingly, laboratory-confirmed
infections with Vibrio spp. began to exceed those from Salmonella, Shiga toxin-
producing Escherichia coli O157, Campylobacter and Listeria in late 2000 and this
US trend has increased through 2008 [17]. In 2009, the overall rate of foodborne
disease caused by Vibrios was 0.35 per 100,000 population [18]. The relative rates
of the other four pathogens have either remained level (Salmonella) or shown
a decrease (Shigella rates decreased 40% and STEC O157 decreased 25%) while
Vibrio rates have increased by 47% [17]. Some have suggested that because this
trend began just before the El Nifio years 2002-2003 and continued through the
El Nifio years 2006-2007, it was caused by global warming. Intriguing as it may
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Table 4.2 Temperature and salinity preferences for the pathogenic Vibrios®

Temperature Salinity
Vibrio species Optimum Range Optimum Range
V. cholerae 25°C 17-40°C [15, 31] 2-14 ppt <1-60 ppt [15]
[24, 26] [26, 31]
V. parahaemolyticus  38°C 8-45°C [16, 33] 17-23 ppt <1-96 ppt [33]
[27, 33] [19, 27, 44]
V. vulnificus 30°C [39] 9-40°C 5-10 ppt [25] 5-35 ppt
[21, 39, 40, 106] [25, 40, 106]

“Bracketed numbers are supporting citations found in the Primary Literature

be, this observation is circumstantial and cannot be confirmed. However, in
1991 there was an outbreak of cholera in Peru, a country that had not seen this
disease for over 100 years [136]. The source of the 1991 outbreak was never
determined and two more outbreaks occurred in 1993—-1995 and 1997-1998.
Gil et al. [56] very nicely demonstrated that the Peru outbreaks in summer 1998
correlated (linear regression, P < 0.001) with the sea surface temperature peak
associated with the strong El Nifio that year. Colwell et al. [25] and [28] have
made similar observations for the Bay of Bengal. In 2004, an outbreak involving
cultured raw oysters and V. parahaemolyticus occurred aboard a cruise ship in
Prince Edward Sound [96]. Mean water temperatures had been increasing in
Prince William Sound (0.21°C per year) since 1997, and in 2004, for the first
time, mean daily temperatures in the sound did not drop below 15°C [96].
Johnson et al. [74] reported that when temperatures drop below 15°C
V. parahaemolyticus and V. vulnificus are no longer culturable from water
and sediment in Mississippi Sound; similar observations have been reported
by others, suggesting that 15°C is a limiting temperature for many of the
Vibrios. Clearly, it is beginning to look like increasing ocean temperatures
are increasing the incidence of Vibrio disease and as more data become
available this Vibrio incidence-climate link may be substantiated. Temperature
and sodium preferences for the three principal pathogenic Vibrios are shown
in Table 4.2. Finally, in the past decade, scientists are using remotely-sensed
satellite data, including temperature and salinity, to predict human health risks
from pathogenic vibrios in water and oysters [90, 117].

Vibrio alginolyticus

This Vibrio is very common in estuarine and marine waters worldwide; in fact, it is
unusual not to isolate V. alginolyticus when culturing coastal and estuarine water
samples. It is known for its ability to swarm on isolation media [141] and it often
overgrows desired isolates. Recently, it was demonstrated that V. alginolyticus is
capable of quorum sensing and that QS is responsible for biofilm formation (swarming
is a prelude to this phenomenon) and development of virulence factors involved with
fish disease [64].
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The most common disease caused by V. alginolyticus in humans is wound
infection. Of the 99 infections reported to the CDC in 2008 (Table 4.1), 64 isolates
came from wound infections, 5 from blood, 3 from stools and 27 from other
specimens. Most infections are mild and self-limiting, although V. alginolyticus has
been demonstrated in a few cases of severe necrotizing fasciitis that involved patients
atrisk because of cirrhosis [66]. Cases of gastroenteritis caused by V. alginolyticus are
rare [140], as indicated in Table 4.1. This Vibrio has also caused eye infections [86].

Vibrio cholerae

During the early cholera pandemics of the 1800s, V. cholerae was responsible for
millions of deaths and was feared as the most dangerous waterborne human
pathogen known [27, 76]. It still causes several thousand deaths annually [153]
and a small number of cases occur in the USA each year (see COVIS report cited in
Table 4.1). The World Health Organization recently reported that in 2009 the
number of cases worldwide (45 countries reporting) was 221,226 with 4,946 deaths
(2.24% case fatality rate) [153]. The number of cases in the USA in 2008 was nine
and none of these patients died (see COVIS report, Table 4.1). Although molecular
detection is very effective and widely used [102] and the genomes of several strains
have been fully sequenced, for documentation and epidemiology purposes isolates
are still serogrouped by means of their O antigens. The predominant serogroups
causing human disease worldwide are O1 and O139; in the USA, the CDC tests for
serogroups O1, O75, 0139, and O141 (COVIS report cited in Table 4.1).

The classic disease caused by V. cholerae is a rapidly developing, profuse,
watery diarrhea that is usually accompanied by severe dehydration. The cholera
diarrhea is often called a “rice-water” stool because as the disease progresses
the frequent stools are little more than water containing flecks of mucous
abraded from the intestinal mucosa. When death occurs, it is because of the
severe dehydration (water loss) and acidic coma (loss of sodium bicarbonate to
the diarrhea). Historically, the death rate often exceeded 50% and death could
result in as few as 24-36 h after onset of symptoms. As noted above [153] the
death rate for cholera is now below 5% and most cases of cholera today are
little more than a transient diarrhea. In addition to classic cholera, V. cholerae
can also cause self-limiting gastroenteritis and wound infections; it has also
been implicated in fish disease (eels and ayu). An interesting and illustrative
human case occurred after Hurricanes Katrina and Rita and involved
a Louisiana couple who consumed properly cooked (boiled) shrimp that had
been placed on the ice used by them to transport the raw shrimp. The husband
developed a severe case of cholera that caused renal, pulmonary and cardiac
failure. He was given ciprofloxacin and aggressive rehydration therapy and he
did not die. Of interest is that the husband had a history of common Vibrio risk
factors — history of high blood pressure, alcoholism, diabetes, brain tumor,
and renal failure that required frequent dialysis. His wife had mild diarrhea and
was treated (ciprofloxacin and rehydration) as an outpatient. V. cholerae Ol,
serotype Inaba, biotype El Tor was isolated from both patients [15].
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The main virulence factor associated with cholera is an exotoxin known as the
cholera toxin (CTX). CTX is not produced by all strains of V. cholerae, and it is
a protein that is composed of two subunits — one A subunit and five B subunits. The ctx
genes that encode for these two subunits, ctxA and ctxB, are actually genes in a virus
(abacteriophage or phage) that infects V. cholerae and establishes a lysogenic relation-
ship with its host [148]. The CTX phage that infects V. cholerae is a lambdaphage; and
instead of producing more phage when it infects its host, this phage inserts its DNA into
the chromosome (Chl) of the host which then allows the host to produce CTX —
a process called lysogenic conversion.

V. cholerae produces other virulence factors, including the toxin-coregulated
pilus (TCP) produced by the fcpA gene, repeat-in-toxins (RTXs), and a heat-stable
enterotoxin (NAG-ST) that is related to the heat-stable enterotoxin produced
by E. coli [135]. The TCP is thought to be necessary for intestinal colonization
by V. cholerae and may also serve as an attachment site for CTX phage [148]. Type
2 secretion systems are present in V. cholerae, and these systems provide a physical
conduit for the bacteria to secrete toxins into their host cells (see secretion system
discussion in “Vibrio parahaemolyticus” section).

In closing, prevention and treatment of cholera deserves mention. Cholera
has a very low incidence in developed countries, primarily because of good
sanitation, but this is not the case in developing countries [68]. In both devel-
oped and developing countries, cholera is usually a self-limiting disease requir-
ing minimal treatment other than rehydration and electrolyte replacement;
antibiotics are not usually administered. In developing countries where safe
drinking water is not readily available, filtration of drinking water is very
effective in preventing cholera. A very simple but highly effective filtration
procedure was pioneered in Bangladesh [26]. The procedure involves using
folded sari cloth (eight layers of old sari) to filter the drinking water; this
procedure removes zooplankton to which the cholera bacilli are attached [26].

Cholera in Haiti

In January, 2010 Haiti was ravaged by a major earthquake that had an
epicenter approximately 25 km from the capital city of Port-au-Prince. On
October 21, 2010 cholera was confirmed in Haiti by the CDC; the causative
agent has been identified as V. cholerae O1 serotype Ogawa. As of October
14, 2011, the Hatian Public Health Ministry reported that over 473,649
people have been infected and 6,631 patients have died. The disease peaked
in early 2011 but cases and deaths continue. Interestingly, Haiti had not
reported a cholera case for over a century and the source of the outbreak
was, early on, not known. Clearly, the lack of hygiene, safe drinking water
and safe food that followed the earthquake and continues to exist has
contributed to the onset and continuation of cholera in Haiti. However, recent
molecular evidence reported in the CDC journal “Emerging Infectious
Diseases” demonstrated that a UN peacekeeping force from Nepal introduced
the cholera strain into the Meille River.
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Vibrio fluvialis

The incidence of disease caused by V. fluvialis is thought to be very low, both in the
USA (Table 4.1) and worldwide. This Vibrio primarily causes enteric disease but
can cause wound infections and, rarely, other extraintestinal infections.

Vibrio mimicus

This Vibrio is similar to V. cholerae in many ways and early on was thought to be an
atypical V. cholerae — hence the species name “mimicus.” The primary disease
caused by V. mimicus is gastroenteritis and some strains carry ctx genes as well as
other virulence factors found in V. cholerae and other Vibrios.

Vibrio parahaemolyticus

First isolated in Japan from a gastroenteritis outbreak traced to the consumption of
shirasu, a popular fish product (272 cases and 20 deaths; [54]), V. parahaemolyticus is
the most common cause of foodborne disease in countries that consume high
quantities of seafood [61]; in the USA, it is the most common cause of seafood-
borne disease (see Table 4.1). As is the case with all the Vibrios that cause human
disease, V. parahaemolyticus causes gastroenteritis and wound infections, and it is the
most common cause of Vibrio disease in the USA (Table 4.1). V. parahaemolyticus
can be isolated from most forms of seafood but is most commonly associated with
shellfish [12].

The first V. parahaemolyticus pandemic began in 1996, and it continues to
involve three major serotypes — 03:K6, 04:K68, and O1:K untypable [23].
Recent outbreaks are described in Table 4.3.

All V. parahaemolyticus strains possess the t/h (thermolabile hemolysin) gene,
and this gene is frequently used to rapidly detect and confirm identification of

Table 4.3 Recent outbreaks and cases of V. parahaemolyticus gastroenteritis

Date Location (ref.) Source Cases/deaths  Serotype El Nifio
1997 Pacific North West [12]  Oysters 209/1 01,04,05 Yes
1998 Gulf of Mexico, NE, Oysters 416/? 03:K6 Yes
Pacific NW [32]
1998 Chile [62] Shellfish ~ ~300/? 03:K6 Yes
1998 Japan [61] Seafood 12,318/? 03:K6 Yes
2004 and 2005  Chile [62] Seafood  ~5,100/? 03:K6 No
2004 Alaska [96] Oysters 62/0 06:K18 No
2006 New York, Oregon, Oysters 177/0 04:K12 Yes

Washington [16]
2006 Chile [62] Shellfish ~ 900/? 03:K59 Yes
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the species. However, #/h is not unique to V. parahaemolyticus; V. harveyi,
V. alginolyticus, and V. fischeri have also been shown to contain a t/h homologue
or a related hemolysin gene [72, 134, 149].

When first discovered, it was shown that V. parahaemolyticus had the ability to
hemolyze red blood cells in a special culture medium called Watsumaga agar; it
was later shown that this hemolysis, called the Kanagawa reaction, was mediated by
a hemolysin called thermostable direct hemolysin TDH [67]. Most pathogenic
V. parahaemolyticus strains possess the tdh gene and/or the trh (thermostable
related hemolysin) gene [73], although some pathogenic strains contain neither
tdh nor trh [98]. The tdh genes are located in a pathogenicity island on Ch2 [91]. In
general, environmental and food isolates do not contain tdh and trh ([73] and [74]).

Gram-negative bacteria possess a fascinating injection apparatus called secre-
tion systems. These allow bacteria to inject various substances into the cells of
Eukarya. As is the case for many bacterial virulence factors, especially those
associated autochthonous pathogens, such as the Vibrios; microbiologists under-
stand how these factors function in human pathogenesis but do not know the
function of these factors in the environment. To date, six secretion systems
(T1SS, T2SS, T3SS, T4SS, T5SS and T6SS) have been described. In 2003, the
sequenced genome of V. parahaemolyticus RIMD2210633 was shown to contain
two different T3SS genes — T3SS1 and T3SS2 [91]. T3SSI1 is located in
a pathogenicity island on Chl, T3SS2 is in a Ch2 pathogenicity island, and it is
now known that there are two different T3SS2 — T3SS2a and T3SS2[ [103].

Makino et al. [91] identified at least 50 other genes in V. parahaemolyticus
that may be involved with pathogenesis. Some of these additional virulence
factors include urease [112], attachment mechanisms [60, 130], ToxR [30], and
RTX toxin [91].

Vibrio vulnificus

One of the more recently discovered pathogenic Vibrios [46, 123], V. vulnificus,
causes serious diseases in humans and is thought by some Vibrio biologists to be the
most virulent bacterium now known (death rate >50% in patients at risk [104]; the
overall case fatality rate reported by CDC [97] for 1992-1997 was 39%).
V. vulnificus is thought to cause three human diseases: primary septicemia (caused
by the ingestion of raw or undercooked shellfish — especially oysters), gastroenteri-
tis (caused by the ingestion of raw or undercooked shellfish), and wound infections
(caused by contact with water, barnacles, fish barbs, and other marine objects). The
literature documenting simple gastroenteritis is scant and, accordingly, some
experts question this disease having a V. vulnificus etiology (J.D. Oliver, personal
communication). Primary septicemia is a rapidly developing disease that can result
in death in less than 48 h after consuming seafood containing the bacteria. The
bacteria move from the intestinal tract into the blood stream and, from there, set up
serious infections in tissues, especially the extremities. Wound infections also most
frequently involve extremities and will cause bullas (Fig. 4.1). When the infection
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Fig. 4.1 Wound infection of unknown etiology, caused by a minor scratch from a barnacle.
Within 36 h the scratch had developed into a bula (a). The bula was debrided (b) and did not
progress into necrotizing fasciitis (Grimes DJ, Ekenna O unpublished data)

progresses into deep tissue and begins to cause death of that tissue, the disease is
called necrotizing fasciitis. The infection shown in Fig. 4.1 did not develop into
necrotizing fasciitis but is a good example of what often happens when patients are
placed on aggressive antibiotic therapy to prevent progression of the infection. In
this case, the patient was given three different antibiotics (clindamycin,
levafloxacin, and doxycycline) prior to culture of the lesion, and these antibiotics
probably caused the etiological agent to become nonculturable, a phenomenon
observed and discussed by others [55, 126].

In general, V. vulnificus infections in healthy individuals are often not serious,
but this is not always the case. Serious and fatal infections can occur in all patients
and especially in those at risk; risk factors include: preexisting liver dysfunction or
disease, diabetes, alcoholism, poor circulation, and immunosuppressive drug ther-
apy. It is imperative that such individuals at risk are properly counseled about
contact with seafood and seawater, so that they do not become infected with any
Vibrio capable of causing disease in humans.

The virulence factors associated with V. vulnificus are not well understood. Known
factors include V. vulnificus hemolysin (VVH) and RT [104]. There are two genotypes
of V. vulnificus — clinical (C) and environmental (E) — and only C causes disease in
humans. All strains of V. vulnificus have powerful iron sequestration ability
(siderophores) which allows them to out-compete other species (including humans
and fish) for essential iron. Capsular polysaccharide (CPS) formation is important and
only encapsulated strains are virulent [104]. In addition, endotoxin (the lipoidal
moiety of LPS) is very important and may be the most important cause of shock
and death from V. vulnificus infections [104]. The complete genomic analysis of
V. vulnificus YJO16 revealed the presence of RTX genes and they along with
siderophore genes are located on Ch2 [21]. Type IV pilins, used as adherence
mechanisms by many Gammaproteobacteria including V. cholerae, are a consistent
feature of V. vulnificus and function in biofilm formation, attachment to epithelial
cells, and possibly in the colonization of oysters [109, 110]. Other putative virulence
factors have been described but their role in pathogenesis is unclear.
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Aeromonas

Members of the genus Aeromonas are primarily freshwater bacteria that cause
disease in both humans and aquatic animals. The most common isolates from
human clinical specimens are A. hydrophila, A. caviae, and A. sobria, with
A. hydrophila being the most common. Although Aeromonas spp. are frequently
isolated from estuaries and the coastal ocean, they may not be truly autochthonous,
and human disease from Aeromonas does not normally result from seawater or
seafood. In fact, there is controversy about the ability of Aeromonas, a well-known
pathogen of fish and amphibians, to cause disease in humans [48]. If one accepts the
literature in support of human disease, it is believed that most human disease occurs
in the form of gastroenteritis resulting from the ingestion of fish, shellfish, red
meats, and contaminated water [48]. Aeromonas gastroenteritis presents either as
a cholera-like disease with watery stools or a dysenteric-like illness that can include
bloody stools [48]. Wound infections can also result from contact with
contaminated water, either freshwater, seawater or brackish water [14, 75, 144].

Three recent reports of Aeromonas infections are illustrative of this seafood-
borne and waterborne pathogen. In the aftermath of the 2004 tsunami that
devastated eight countries and caused an estimated 225,000 deaths, the Thai
Ministry of Public Health quickly began meeting health care needs in Thailand.
From December 26, 2004 (the day of impact) to January 11, 2005, 1,237 cases of
acute diarrhea, 356 wound infections, 177 febrile illnesses, and 156 respiratory
illnesses were reported to the MOPH; only two deaths (both from aspiration
pneumonia) resulted [14]. The most common isolates from the wound infections
were Proteus spp., Klebsiella spp., Pseudomonas spp., Enterobacter spp. E. coli,
and A. hydrophila (two isolates); surprisingly, no Vibrios were isolated, as was the
case with Hurricanes Katrina and Rita.

Eighty-two strains of presumptive Aeromonas spp. were isolated from 250
frozen freshwater fish (Tilapia, Oreochromis niloticus niloticus) intended for
human consumption and purchased in local markets in Mexico City. The isolates
were identified with standard molecular techniques (16 S rRNA) and 88.3% were
placed in two species — A. salmonicida (67.5%) and A. bestiarum (20.9%). The
remaining isolates were identified as A. veronii (5.2%), A. encheleia (3.9%), and
A. hydrophila (2.6%). The authors noted that this was one of the first major
Aeromonas studies conducted in Mexico, and further noted that their results
demonstrated the need for concern over putative pathogens with antimicrobial
resistance and known virulence factors being present in food meant for human
consumption [9].

Finally, a study of the prevalence of A. hydrophila in marketed seafood (fish and
prawns) was conducted in land-locked city in South India by Vivekanandhana et al.
[145]. Random samples of seafood (536 fish and 278 prawns) were collected from
several vendors in a popular seafood market, and fish showing visible spoilage,
injury or disease were avoided. Overall, 180 fish samples (33.6%) and 49 prawn
samples (17.6%) contained A. hydrophila. The authors attributed the incidence to
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temperature abuse, fly contamination from a nearby sewage treatment plant, and the
ability of A. hydrophila to grow at refrigerator temperatures (4—7°C); and they
further noted that A. hydrophila is a pathogen of emerging importance [145].

Aeromonas Soft-Tissue Wound Infection

In late summer of 2010, a 7-year-old boy suffered a large and complex
laceration injury to the right calf while recreational boating on a coastal
river. He was brought within 2 h to the hospital, after initial first aid in the
field. The wound was thoroughly washed and cleansed at surgery and closed
with over 30 fine stitches. He was discharged the next day in stable condition
and on oral antibiotics.

He failed to take the prescribed antibiotics because of nausea and vomiting (no
diarrhea or fever). On readmission 6 days later, the wound was infected. Wound
culture showed a rapid growth of a gram-negative rod (GNR) that was beta-
hemolytic on blood agar, and also grew on MacConkey and chocolate agars. It was
oxidase positive, mucoid, catalase positive, and motile.

The organism was confirmed to be Aeromonas hydrophila. It was found to be
sensitive to second and third-generation cephalosoprins, quinolones, tetracycline,
trimethoprim/sulfamethoxazole, and aminoglycosides. He responded well to
intravenous ceftriaxone (a third-generation cephalosporin), local wound care,
and later to applied skin graft to the injured calf. He made a full recovery.

The infection was most likely caused by wound contamination from the
freshwater (river), and occurred because of a combination of factors: premature
surgical closure of wound, and inability of the patient to take prescribed oral
antibiotics to which the organism was sensitive.

Edwardsiella

There are three species of Edwardsiella, and the one that causes human disease is
the opportunistic pathogen E. tarda. E. tarda causes a Salmonellosis-type enteritis
in humans and typically derives from freshwater and freshwater animals (e.g., pet
turtles). Infections from marine sources are unknown. E. ictaluria is a serious fish
pathogen, often associated with septicemia in catfish (especially in aquaculture of
catfish), but it is not known to cause disease in humans or marine fishes.

Yersinia

Several Yersinia spp. cause diseases in humans (Bubonic plague or Black Death,
pseudotuberculosis, enteritis, extraintestinal complications) and in fish, including
marine fish (salmonids). However, none of the marine fish pathogens are known to
cause human disease and will therefore not be discussed here.
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Brucella

Long known to cause disease in terrestrial animals and humans, these zoonotic
bacteria are now known to exist in the ocean. The classic Brucella spp., B. abortus,
B. melitensis and B. suis, cause brucellosis or undulant fever in humans and
domestic animals. In domestic animals, the disease outcome is often abortion
because the bacteria prefer to metabolize mesoerythritol which is found in the
uterus and fetus of animals but not in humans. In humans, symptoms are general
and include fever, chills, malaise, with heavy sweating, and high fever at night.

The three classic Brucella species have not been reported in marine mammals.
Instead, it appears that marine mammals carry their own Brucella spp. [71], and
they have caused three naturally acquired cases of human disease. Two cases were
reported in Peru in 2003 (Sohn et al. 2003) and one in New Zealand [95]. The three
Brucella human isolates were characterized with several molecular methods, and
all three were found to share a common genotype with previously reported marine
mammal Brucella spp. [152]. Representing 173 animals and one human patient
were analyzed using a molecular method called multiple loci VNTR (variable
number of tandem repeats), and the authors targeted 16 genetic loci (MLVA-16)
that had been shown to be highly descriptive for Brucella spp. [93]. The study
included two new species isolated from marine mammals, B. cefi and
B. pinnipedialis, and concluded that these two species cluster into three distinct
clades. Interestingly, the three isolates described by Whatmore et al. [152] did
not cluster within the three clades but were, however, closely linked to the three
marine mammal groups [93].

Enterococcus

Members of the genus Enterococcus are largely commensal colonizing organisms
of the gastrointestinal tract of humans and warm-blooded animals and are com-
monly recovered in their feces [49]. These organisms are gram-positive facultative
anaerobes that do not form spores but are capable of survival and growth in a wide
variety of environmental conditions. These include tolerance of temperatures
ranging from 10°C to 45°C, pH from 4.5 to 9.0 and high sodium chloride
concentrations [63]. Although Enterococcus species have been found in many
different marine and freshwater environments [85, 92, 124, 143, 158] as well as
being associated with processed and fresh fish and seafood [31, 70, 99, 116, 154],
these organisms are not usual pathogens for fish or marine mammals. Enterococci
are known to be introduced into these environments by sewage contamination from
known point sources, such as sewage treatment plants, and are used as indicator
organisms for the probable presence of disease-producing pathogens in marine
waters [147]. It is unlikely that point sources are the sole contributor of these
organisms to an aquatic environment. Domestic and wild animals, water runoff
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from storms or agricultural sources, wind-driven sediment resuspension events, and
humans utilizing the waters have all been shown to contribute to the presence
of Enterococcus species in aquatic environments. ([1, 33, 42, 43, 107]; Rebarchik
DM, Grimes DJ unpublished data).

The principal pathogenic Enterococcus in humans, Enterococcus feacalis and
E faecium, are among the FEnterococcus species isolated from aquatic
environments; however, Enterococci found in marine settings have not been linked
directly to the onset of human enterococcal infections. In general, these organisms
are primarily associated with serious, often fatal, nosocomial infections, including
postsurgical wound infections, endocarditis, urinary tract infections, and sepsis; and
they are currently emerging common pathogens [49]. Enterococci lack significant
virulence factors associated with disease but are intrinsically resistant to many
antibiotics currently in use. These bacteria, especially E. fecium, are known to easily
acquire antibiotic resistance genes from other microorganisms encountered in their
environment. In addition to its importance as an indicator organism, the significance
of Enterococcus in a marine-water setting is the increased likelihood that the
organisms will be exposed to other microorganisms from which they might acquire
antibiotic resistance genes, thus adding to the difficulty of treating an already
challenging infection.

Streptococcus

Numerous species of fish are susceptible to infection by members of the genus
Streptococcus. Although these infections are not common, when they do occur, it is
often in an aquaculture setting and can be responsible for significant mortality
and large economic costs. One species that is responsible for such infections,
Streptococcus iniae, is a primary pathogen for fish that can also infect humans.
This organism was first isolated from infected freshwater dolphins in 1996 [113]
and has subsequently been associated with sporadic infections in multiple fish
species [41, 77, 80, 115]. It was recognized as a human pathogen in the mid-
1990s with several documented infections in North America [11, 150], and later in
Japan [84]. S. iniae infections in humans present as fever and cellulitis, often with
bacterimia, and can be treated with intravenous penicillin and gentamicin [84].

S. agalactiae (Lancefield group B) is a significant human pathogen especially in
newborn infants where it can cause sepsis, pneumonia, and meningitis; and in
pregnant women where it is associated with urinary tract infections. This organism
has been linked to disease outbreaks and some massive Kkills in several fish species
[121]. Investigations performed to type the bacteria isolated from infected fish and
environmental samples indicated that sewage contamination was a likely source for
the infections in fish [121, 125]. There is no evidence linking fish or a marine
environment with human disease.
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Listeria

The genus Listeria consists of six species including two that are recognized as
pathogens. L. monocytogenes is an important human pathogen, and L. ivanovii is an
animal pathogen that may very rarely infect humans but is not associated with
marine related infections. L. monocytogenes are short, motile, gram-positive rods
that may appear as coccobaccili. They are hardy organisms that grow as facultative
anaerobes in a wide range of temperatures (from 1°C to 45°C), pH (pH 4.3 to pH 9),
and they tolerate high salt concentrations. They are ubiquitous organisms that are
commonly found in soil and water, on vegetation, and decaying matter and excreted
in feces of humans and animals [89]. L. monocytogenes is the causative agent of
listeriosis, a serious but rare infection caused by eating food contaminated with the
bacteria. Multiple types of food have been associated with Listeria infections,
classically soft cheeses made from unpasteurized milk, meat and processed meat
products, and fish and shell fish [87]. Food may become contaminated before,
during, or after preparation; and the usual measures for prevention of growth of
contaminating organisms, low temperatures, extremes of pH, and high salt, are
ineffective against Listeria. Included among the marine sources implicated in food
contamination are crab meats and dips, lobster and shell fish, and many varieties of
fish, especially those smoked or processed [6, 36, 81-83]. In a recent report from
the CDC addressing the incidence of infection with pathogens that are commonly
transmitted via a food borne route, of the greater than that 17,000 culture-proven
infections, Listeria accounted for less than 1% of cases with an incidence of 0.34
per 100,000 [18].

Listeriosis occurs primarily in pregnant women, newborn infants, elderly
patients, and patients who are immunocompromised, and in all but the newborns;
the infections result in an initial mild influenza-like illness that may progress to
sepsis and meningitis. In pregnant women, there is an increased risk of miscarriage,
and in newborns the infection is associated with a high mortality, up to 40%, and
long-term side effects [7, 120]. Adults and children acquire the disease after
ingestion of contaminated foods, whereas newborns acquire infecting organisms
either transplacentally or via an ascending route during labor and delivery. Onset of
the disease varies with population and exposure routes, and it may be from days to
weeks. The mortality rates for infections in these populations are high, up to 25%.
Listeria are facultative intracellular pathogens, a characteristic that contributes
to the severity of listeriosis. After being phagocytosed, the bacterium utilizes
unique virulence factors to spread from cell to cell without an extracellular state,
thus evading the humoral immune response. Included among these factors are
internalins (inlA, inlB, inlC) that facilitate attachment to the cells. Once inside
the cell, listerolysin O and phospholipase C enzymes act to release the bacteria to
the cytosol where the bacteria utilizes a protein, ActA, to coordinate the assembly
of actin into a “tail” that propels the bacterium across one cell and into the next.
Listeria infections can be treated with common antibiotics, such as ampicillin,
ciprofloxacin, linezolid and azithromicin.
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Mycobacterium

The genus Mycobacterium consists of numerous aerobic, nonmotile, non-spore-
forming, acid-fast rods that occur widely in nature. These bacteria range from soil-
dwelling saprophytes to pathogens of humans and animals. Of the greater than 20
human pathogenic Mycobacterium species, few have been associated with
infections from or in a marine environment [155]. Mycobacterium marinum (Syno-
nym M balnei) is the primary aquatic pathogen and is a free living organism found
throughout the world in both fresh and marine water environments. It was first
discovered as a pathogen for fish, causing skin nodules and ulcers, in the mid-1920s
and has since been recognized as a natural pathogen for other ectotherms, such as
frogs. Since the early 1950s [88] it has been recognized as a cause of human
infections first described as causing superficial skin lesions, nodules referred to as
“swimming pool granulomas,” in children who swam in contaminated pools. Like
most other human pathogenic Mycobacteria, M marinum grows slowly, having
a typical incubation period of 24 weeks before cutaneous lesions appear, but
occasionally may progress rapidly. Unlike other human pathogenic Mycobacteria,
it optimally grows at lower temperatures, 30-33°C, and is usually inhibited at 37°C,
helping to explain the typical location of the lesions on the extremities and the usual
lack of systemic involvement.

Currently M marinum is the most common cause of atypical Mycobacterium
infection in humans with a reported incidence of 0.27 cases per 100,000 adults
[128] Infection with these organisms can occur at any age, but it usually occurs in
adults who handle fresh- or saltwater fish or fish tanks, and is now rarely
associated with swimming pools, as proper construction and chlorination has
eliminated this source [40]. Human exposure now primarily comes through
inoculation of existing skin abrasions while handling fish or their tanks, or directly
through fish bites or puncture wounds from fins. Local trauma is an important
factor in establishing M marinum infections and their sequelea. Infections
obtained after inoculation of an existing abrasion or a direct puncture manifests
as a localized nodule or granuloma at the site of bacterial entry that may develop
into an ulcer or progress to involve nearby lymph nodes, sporotrichotic
lymphangitis. In healthy individuals it rarely progresses to involve bones, joints,
or other systemic sites. Immunocompromised states increase the risk for becoming
infected and can be associated with more aggressive systemic disease [111, 151].
Diagnosis and treatment are often delayed because of a lack of suspicion for
mycobacterial involvement versus more common bacterial pathogens and are
contributed to by the long incubation period.

Treatment for M marinum is driven by the severity of the infection [122] and ranges
from oral monotherapy with minocycline, clarithromycin, doxycycline, ciprofloxacin,
and trimethoprim-sulfamethoxazole for superficial cutaneous infections with suscepti-
ble organisms to combination therapies for drug resistant strains. Severe infections,
including those with a sporotrichoid distribution pattern, generally require combination
therapy with rifampicin and ethambutol. Surgical debridement is not usually
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recommended, however, other alternative topical therapies, such as cryotherapy, X-ray
therapy, electrodesiccation, photodynamic therapy, and local hyperthermic therapy can
be effective.

Allochthonous Pathogens

Escherichia

The first species of this genus, Bacterium coli, was first isolated in the late 1800s
and it was proposed as an indicator of fecal contamination of water. The isolate was
renamed Escherichia coli in 1919 and today remains in use as the fecal indicator
recommended by the USEPA for freshwater [142]. Unfortunately, E.coli and the
enterococci do not correlate with indigenous pathogens such as the vibrios [29] and
enteric viruses (see s.no. 12, J. Woods, Waterborne Disease of the Ocean, Enteric
Viruses, this volume). In addition to its worldwide use as a fecal indicator, E. coli is
the most common cause of urinary tract disease in humans (ca. 90% of human
UTIs): certain strains cause gastroenteritis of various degrees of severity (e.g.,
STEC or the Shiga toxin-producing E. coli O157 usually derived from meats and
produce) and nonpathogenic strains such as E. coli K12 that laid the early founda-
tion for much of what is known about metabolism and enzymology.

Despite extensive documentation of E. coli causing human disease from the
consumption of contaminated raw and undercooked foods, oral-fecal transmis-
sion in public facilities such as nurseries and day care centers and
contaminated drinking water, transmission from seafood and seawater is rare
and does not occur in the USA with great frequency. The overall foodborne
STEC 0157 incidence in the USA for 2009 was 0.99 per 100,000 population,
and the STEC non-O157 incidence was 0.57 [18] for many years. This disease
agent will not be further discussed in this chapter, and readers interested in this
important pathogen are encouraged to peruse other literature.

Shigella

Shigella spp. cause a significant incidence of foodborne disease worldwide, but they
are not often acquired from the ocean. Some strains produce the powerful Shiga
toxin which, like CTX, is a lysogenic conversion product. In the USA, shigellosis
(bacillary dysentery) has a fairly high incidence (3.99 per 100,000) as a foodborne
agent of disease [18].
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Salmonella

The Salmonellae are important pathogens but are much like E. coli and
P. aeruginosa, with regard to their importance as marine pathogens. There are
two species of Salmonella, S. enterica and S. bongori, and these two species
are comprised of many serovars and subspecies. Both Salmonella enterica serotype
Typhi (formerly S. fyphi) and the other gastroenteritis-causing Salmonella
spp. are human pathogens that historically were frequently acquired from the
ingestion of contaminated seafood (especially filter-feeding bivalves, such as raw
or undercooked oysters) and seawater. With the advent of fecal indicator monitor-
ing of seafood and seawater, refrigeration of seafood, sanitary surveys (especially
surveys of molluscan shellfish beds), and sewage treatment in developed nations,
the origin of these diseases from the ocean declined significantly. Today, diseases
caused by Salmonellae are still frequent worldwide, most commonly caused by
S. enterica subspp. enterica, and they are almost always foodborne in both devel-
oped and developing countries (see http://www.who.int/mediacentre/factsheets/
fs139/en/; [97]). In the USA, CDC reported a Salmonella foodborne disease
incidence of 15.9 per 100,000 population; this is the highest incidence of any
foodborne disease, but there was no breakdown on food type, i.e., seafood incidence
was not given [18].

Non-typhoid salmonellosis in humans is most commonly gastroenteritis
although complications, such as septicemia, can occur; deaths are rare if the
patients are kept hydrated and placed on appropriate antibiotic treatment. Virulence
is largely determined by pathogenicity islands, and the non-typhoid Salmonellae
contain at least 12 of these genetically mobile elements [65]. Human salmonellosis
is usually acquired from food, although contaminated water can also serve as
a vehicle for transmission. The Food and Agriculture Organization (FAO) of the
United Nations recently published a report on the control of Salmonella in sustain-
able aquaculture, and it contains a very nice review of occurrence and survival in
the aquatic environment [44].

The incidence of salmonellosis deriving from seafood in the USA is low but is
probably far underreported. DePaola et al. [34] recently provided evidence that,
even though the reported incidence is low, the potential for acquisition in the USA
certainly exists. They conducted a 2-year study of market oysters collected twice
each month from retail establishments (restaurants and raw bars, seafood markets,
wholesale dealers) in nine states. In all, FDA collected 397 samples representing
258 establishments. Salmonella was detected in 8.6% of the market oysters, a rate
only exceeded by V. parahaemolyticus and V. vulnificus [34].

In the FAO report [44], it was noted that many studies have shown Salmonella
serotype Sneftenberg to be the major serotype in marine environments and raw
seafood worldwide. The report further noted that Salmonella spp. have been
isolated from many marine mammals.
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Morganella

Human disease from Morganella morganii is common (postoperative and other
nosocomial) but these infections rarely emanate from the ocean. However,
M. morganii is often associated with the decomposition of seafood; and if such
seafood is consumed, scombroid fish poisoning can result. Scombroid results from
histamine build up (and possibly buildup of other vasoactive amines) in the seafood
as a result of histidine decarboxylation during the seafood spoilage process.
This disease is a true food poisoning or intoxication, as opposed to a food infection,
e.g., Salmonellosis and Vibrio gastroenteritis. Scombroid is probably caused
by several enteric bacteria, including Proteus, spp. Klebsiella pneumoniae,
Hafnia alvei, Enterobacter spp., Serratia spp., and Citrobacter freundii; in addi-
tion, V. alginolyticus, Aeromonas spp., and Photobacterium spp. are also histamine
formers; and all have been isolated from spoiled fish [139]. The incidence of
scombroid in the USA is thought to be common (http://www.fda.gov/Food/
FoodSafety/Foodbornelllness/FoodbornelllnessFoodbornePathogens NaturalToxins/
BadBugBook/ucm070823.htm), and worldwide incidence is also common. However,
because scombroid is not a reportable disease, documented cases are very low, e.g.,
only 103 incidents involving 4 people were reported from 1968 to 1980 (see above
FDA URL). The most common fish involved with this intoxication are tuna, bonito,
mackerel, and mahi mahi, and once the amines are formed in the meat, neither
cooking, canning, or freezing lowers toxicity. Onset of this intoxication is rapid
(often 30 min) and symptoms include a tingling or burning sensation in the mouth,
rash on the upper body, and a drop in blood pressure; nausea, vomiting, and diarrhea
may also present, and hospitalization may be required.

Pseudomonas

The most common human pathogen in this genus is Pseudomonas aeruginosa, and,
like the Vibrios, this species is metabolically very diverse. P. aeruginosa is a very
common cause of death in third-degree burn patients, it is a common nosocomial agent
of disease, is frequently resistant to most clinically useful antibiotics, it is a cause
of urinary tract infections, and it is a common (and often lethal) complication of
cystic fibrosis. There have been numerous reports of human P. aeruginosa infections
occurring from various types of freshwater contact (e.g., swimming pools, whirlpools,
hot tubs, atomizers), but this literature is far too extensive to be summarized here.
Although P. aeruginosa is frequently isolated from the coastal ocean [58], the authors
are not aware of any literature documenting that disease caused by P. aeruginosa came
from the ocean. It is primarily a freshwater bacterium [114].
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Campylobacter

Campylobacter spp. are frequently isolated from healthy cattle, chickens, and birds
[48], and they are also associated with several foods (unpasteurized milk, poultry,
shellfish, fruits, and vegetables), freshwater ponds, and streams contaminated with
fecal material [69]; Campylobacters are not normally isolated from seawater. While
a few reports of seawater isolations exist [3, 58], most marine isolates come
from shellfish [69]. The association with shellfish is similar to that of Salmonella,
in that shellfish acquire Campylobacter spp., and usually C. jejuni, from filter-
feeding in water contaminated with fecal material [2]. The incidence of foodborne
Campylobacter disease in the USA is 13.02 per 100,000, second only to Salmonella
[18]. However, seafood-borne disease is rare [2, 69].

Staphylococcus

The genus Staphylococcus is made up of at least 40 species of gram-positive,
facultative anaerobic organisms that are found throughout the world. Most of
these organisms exist as commensal colonizing organisms of animals and humans,
but may also be found in soil, on surfaces and in untreated water. They are hardy
organisms that grow in the presence of bile salts and NaCl (up to 6.5%), and they
can survive on many types of surfaces for extended periods of time making them
a challenge to eliminate in public environments, such as gyms, prisons and
hospitals. Staphylococcal species are differentiated from other important gram-
positive organisms by the presence of the enzyme catalase, and they are
differentiated amongst themselves by the presence of the enzyme coagulase
which is present in the more clinically relevant organisms.

Among the organisms that make up this genus are a large variety of coagulase-
negative staphylococci (CoNS) that are the primary commensal colonizers of
humans. CoNS are pathogenic primarily for compromised populations only,
such as preterm infants or persons with implanted prosthetic devices. Staphylo-
coccus aureus is coagulase positive, and this species is the principle pathogen
associated with human infection. In humans, S. aureus strains are opportunistic
pathogens that may colonize, without infecting, up to 40% of the population [24,
79, 146], but may occasionally gain access to the host, evade the immune
response, and causes disease [52, 53]. In addition, these organisms have acquired
resistance to most of the antibiotics used against them making treatment of
infections challenging.

Most infections caused by S. aureus are limited to the cutaneous tissues and
are caused by a person’s own colonizing organisms. However, these bacteria are
also capable of causing serious, life threatening systemic disease. In fact,
S. aureus including the methicillin resistant S. aureus, MRSA, are among the
leading causes of nosocomial infections [10, 78]. Furthermore, MRSA have
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emerged as significant causes of community as well as hospital-associated
infections [38, 78].

The diseases caused by S. aureus in humans and animals are often produced
through the action of specific toxins or virulence factors that different bacterial
isolates can produce. Specific toxins are associated with particular syndromes,
such as toxic shock syndrome toxin and scalded skin syndrome. Many S. aureus
are also capable of producing and secreting toxins responsible for staphylococ-
cal food poisoning, termed enterotoxins, that only need to be ingested to cause
intoxication and do not require the continued presence of the bacteria for
disease. Consumption of seafood contaminated with S. aureus producing
enterotoxins leads to staphylococcal food poisoning. Contamination of the
food products often comes during processing as is seen in Listeriosis; however,
organisms in the water and associated with marine life as seen in Peter the Great
Bay, Japan, and Nha Trang Bay, South China, seas may also contribute to human
disease [5].

S. aureus including drug resistant MRSA and CoNS have been isolated at
recreational beaches, from marine ccc and temperate environments [5, 19, 50, 57,
133]. Adults and toddlers in diapers have been shown to shed S. aureus and the
indicator organism Enterococcus into recreational marine waters and sand [118].
Persons using these recreational beaches may transmit and receive these organisms
from the environment [42, 51, 131]. A retrospective epidemiological/
microbiological monitoring study performed in Hawaii in subtropical marine
waters and beaches found that persons were four times more likely to have
staphylococcal skin infections if they had a history of seawater contact [20].
Whether there is a correlation of the microbial load in these environments and
increased infections is yet to be verified; however, a recent study performed at
a South Florida recreational beach did show a correlation between the average
number of bathers in the water and the presence of S. aureus [119].

S. aureus and MRSA have also been isolated from marine mammals, including
bottlenose dolphins (Tursiops truncates), seals, and walruses (blowholes, gastric
fluids, fecal and anal cultures), both in captivity and in the wild, and have been
associated with both colonization and disease [45, 105, 129]. In marine mammals
in captivity, it is likely that the source of S. aureus and MRSA are colonized
human handlers. The source of these organisms for the non-captive animals is not
clear; however, colonized wild mammals were primarily identified in locations
associated with human recreational use in the estuarine waters of Charleston,
SC and Indian River Lagoon, FL [100, 129]. It has been suggested that some
of the marine mammals, such as bottlenose dolphins, might serve as sentinels
for transfer of resistant organisms from humans and animals into this environ-
ment, or simply indicate that the antibiotics are reaching this environment.
To date, there are no confirmed cases of human infection from colonized or
infected marine mammals.
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Staphylococcus aureus and MRSA at Recreational Beaches

Since the early 1990s, investigators in Hawaii have isolated S. aureus from
the waters used for recreation and suspected that exposure of bathers to the
organisms in this environment might put them at risk for staphylococcal
infections. Recent investigations have also isolated S. aureus and methicillin
resistant, MRSA, from recreational marine beaches at multiple locations,
including Hawaii, Puget Sound, California, and South Florida. The sources
of the bacteria in these environments are likely multiple and not yet
completely appreciated. S. aureus are not known to have a marine reservoir;
however, humans and other mammals that may be present at the beach are
known to be colonized with the bacteria and are potential sources. In fact,
humans have been shown to readily shed their colonizing methicillin sensi-
tive S. aureus (MSSA) and MRSA into marine waters and sand.

A recent study completed at a South Florida recreational beach collected
MSSA and MRSA from ambient water, water nearby bathers and sand and
evaluated the bacteria present in these environments for their potential to be
associated with infection by determining the virulence factors they could
produce. The study showed that 30-37% of water samples had S. aureus;
however, it was unable to show a correlation between exposure to S. aureus
and reported illness. The majority, greater than 97%, of S. aureus found at this
location were MSSA that carried few virulence factors known to be
associated with infection. However; the MRSA isolated from this location
were similar to the MRSA found in the community that are known to have the
potential to cause serious infections. The lack of association between expo-
sure to S. aureus and illness in this study, at this location, and the lack of an
adequate number of participants (sample size) to establish an association with
an organism that is present in only present 37% of samples overall is
explained in part by the low percentage of potentially virulent MRSA. The
populations and concentrations of MSSA and MRSA at other more crowded,
recreational beaches would likely be as different as the human populations
utilizing these beaches. Bathers exposed to greater numbers of more virulent
organisms could be at increased risk for infections. Further studies are
required to establish the true risk to bathers exposed to MSSA and especially
MRSA in these settings.

General Treatment Principles

Many of the marine or ocean-dwelling microorganisms important in human disease
are gram-negative bacteria. The diseases caused by these microorganisms run the
spectrum, from septicemia (e.g., V. vulnificus), to gastroenteritis, wound infections,
ear infections, and eye infections. It is not surprising that treatment is also varied
from syndrome to syndrome.
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Cholera (V. cholera) is the classic example of a cause of noninflammatory severe
gastroenteritis (rice water stools). In cholera, the diarrhea is toxin induced. The
pathogenesis of diarrhea in other organisms may be inflammatory (e.g., Salmonella,
Campylobacter or Shigella). The nature or mechanism of the diarrhea may affect
the primary choice of, or decision regarding, treatment.

As a general rule, severe diarrheal diseases require fluid replacement, given
either by mouth (oral rehydration) or by intravenous means as the primary mode of
treatment, while inflammatory diarrheas require, in addition to fluids, also antimi-
crobial therapy. The mode of fluid delivery will depend on how sick the patient is,
the availability of which treatment, and the capacity or resources available to
deliver the fluid replacement to the patient.

Sometimes, antimicrobial treatment may be detrimental in severe diarrhea.
A good example is the bloody diarrhea caused by E. coli 0157:H7, which may
lead to hemolytic-uremic syndrome, especially in children exposed to both the
toxin-producing E. coli, as well as antibiotic therapy [156]. In such cases, with-
drawal of antimicrobial therapy may sometimes help prevent further complications
of renal failure [108]. Treatment in this circumstance is entirely supportive.

For toxin-producing diarrheas, antibody binding in situ presents an attractive and
elegant option, but this type of therapy has not yet been developed (for all practical
purposes) for most diarrheal diseases seen in the clinical setting [101].

Septicemia (e.g., due to V. vulnificus) requires aggressive management in the
intensive care unit (ICU) setting, surgical debridement where necessary, as well as
antimicrobial therapy. Severe wound infections like necrotizing fasciitis require
primary surgical debridement, antimicrobial treatment, and sometimes hyperbaric
oxygen therapy.

Most patients with severe wound infections or septicemia do not typically die or
have other adverse outcomes due to or as a consequence of antimicrobial resistance,
but complications result because they present too late to the hospital, have devitalized
tissues that were not promptly debrided, or for other host factor reasons.

In our experience, most Vibrio organisms seen in clinical practice on the Gulf
Coast are sensitive to the third-generation cephalosporins (sometimes also to
second generation cephalosporins), quinolones, tetracyclines, and aminoglycosides.
The same goes for Aeromonas hydrophila, with similar susceptibilities as above,
in addition to usual sensitivity to trimethorprim/sulfamethoxazole.

Acute diarrheal illnesses require antimicrobial therapy usually only for a short
period (5 days is typically enough); while septicemia (e.g., typhoid fever and
Vibrio sepsis) would require longer therapy (2 weeks or longer), depending on
the complications.

Severe wound infections of the necrotizing fasciitis type often require multiple
surgical debridements, in addition to antimicrobial therapy and local wound care.
In addition, skin grafting or plastic surgery is often required to cover defective
skin or tissue.

The key to successful treatment of all of these disease entities is timeliness in
starting treatment. The earlier appropriate therapy is started, the better the clinical
outcome. The later treatment is started, the more complications one can expect.



88 D.J. Grimes et al.

Adjustments in antimicrobial therapy can and should be made after in vitro
antimicrobial susceptibility studies are available. However, prompt treatment
must be started very early, empirically (best guess or educated guess), before the
laboratory susceptibility reports are available.

The Vibrios have predictable antimicrobial susceptibilities, more so than
Salmonella, E. coli, or Shigella. Antimicrobial resistance to enteric pathogens
reflects the pattern of use of antibiotics in a given environment, as well as the
ease of antimicrobial drug availability and abuse in the area or locale where
the infection was acquired. Typically for Aeromonas, resistance to ampicillin-like
agents and first-generation cephalosporins is common; these agents should there-
fore not be used to treat infections due to Aeromonas.

In general, a gram-negative bacillus found in coastal or ocean water (outside and
far away from a sewage drainage site) is likely to be free-living and, therefore, is
more likely to be sensitive to multiple antimicrobial agents. Organisms causing
disease acquired through human-to-human or foodborne transmission (e.g.,
Salmonella), on the other hand, are more likely to have been previously exposed
to antibiotics (e.g., in animals or food products). Infections acquired through such
contacts may therefore be more resistant to antimicrobials than free-living ocean,
river, or brackish water bacteria [4].

The sensitivity of human-to-human or animal-to-human transmitted gram-negative
bacteria (E. coli, Salmonella, Shigella, Pseudomonas, etc.) will usually reflect the
pattern of local prevailing antimicrobial use in that community. The local hospital’s
antibiogram should provide the initial guide in the choice of empiric therapy, with
necessary adjustments made after in vitro susceptibility studies are available.

Antimicrobial therapy for Brucellosis is often prolonged (up to 6 weeks) in order
to prevent relapse. Often, combination therapy that includes a tetracycline plus
rifampin, or an aminoglycoside, is required and recommended for complete cure of
this debilitating disease [127, 132].

Acute gastroenteritis caused by food poisoning (e.g., staphylococcal preformed
heat-stable enterotoxin) is often rapid in onset (within 1-6 h of food ingestion) and
is also self-limited. The symptoms of severe nausea and vomiting occur usually
within 1-6 h, and are usually over in less than 24 h [13]. Antimicrobial therapy is
usually not required.

Treatment Considerations for Gram-Positive Organisms

Enterococci lack significant virulence factors associated with disease but are
intrinsically resistant to many antibiotics currently in use. These bacteria are
known to easily acquire antibiotic resistance genes from other microorganisms
encountered in their environment. Treatment is guided by the determined antibiotic
sensitivities of the infecting organisms and may be prolonged.

Streptococcus iniae infections usually present after exposure to fish with fever and
cellulitis, often with bacterimia, and can be treated with intravenous penicillin and
gentamicin [84]. S. agalactiae (Lancefield group B) remains sensitive to penicillin.
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Listeria infections can be treated with common antibiotics, such as ampicillin,
ciprofloxacin, linezolid and azithromicin. The delivery method of antibiotic is
determined by the severity of diease.

Treatment for Mycobacterium marinum is driven by the severity of the infection
[122] and ranges from oral monotherapy with minocycline, clarithromycin,
doxycycline, ciprofloxacin, and trimethoprim-sulfamethoxazole for superficial
cutaneous infections with susceptible organisms to combination therapies for
drug-resistant strains. Severe infections, including those with a sporotrichoid distri-
bution pattern, generally require combination therapy with rifampicin and etham-
butol. Surgical debridement is not usually recommended however other alternative
topical therapies such as cryotherapy, X-ray therapy, electrodesiccation, photody-
namic therapy, and local hyperthermic therapy can be effective.

The majority of infections by Staphylococcus aureus are cutaneous infections
limited to skin and soft tissues. Minor skin infections are usually treated with
topical antibiotics, such as a nonprescription triple-antibiotic mixture or mupirocin.
In some cases, oral antibiotics may be given for more severe skin infections.
If abscesses are present, surgical drainage may be required and for smaller
abscesses may be curative. More serious and life-threatening systemic infections
are treated with intravenous antibiotics. The choice of antibiotic depends on the
susceptibility of the particular staphylococcal strains, as determined by culture
results in the laboratory. MRSA from the community may be sensitive to several
antibiotics effective against MSSA; however, hospital-associated MRSA are usu-
ally resistant multiple antibiotics and may be challenging to treat. Vancomycin
remains the drug of choice for multidrug resistant MRSA.

Future Directions

Clearly, most of what is known about waterborne human pathogens is based on
laboratory and clinical observations, and this is especially true for autochothonous
bacteria. The diseases and metabolic capabilities of these pathogens can be described
in great detail, and in many cases the genomes of these bacteria have been completely
sequenced. However, until their role or niche in the ocean and in freshwater habitats is
fully investigated, it will not be possible to fully understand their ability to cause
disease in humans. Accordingly, scientists need to continue asking the question, “how
does this microorganism live in the ocean and yet invade humans to cause disease?”
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Chapter 5
Infectious Disease Modeling

Angela R. McLean

Glossary

Basic reproductive A summary parameter that encapsulates the infectiousness of

number an infectious agent circulating in a population of hosts.

Host An organism that acts as the environment within which an
infectious agent replicates.

Infectious agent A microorganism that replicates inside another organism.

Pathogen An infectious agent that damages its host.

Variant One of several types of an infectious agent, often closely
related to and sometimes evolved from other variants under
consideration.

Definition of the Subject

Infectious disease models are mathematical descriptions of the spread of infection.
The majority of infectious disease models consider the spread of infection from one
host to another and are sometimes grouped together as “mathematical epidemiol-
ogy.” A growing body of work considers the spread of infection within an
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individual, often with a particular focus on interactions between the infectious
agent and the host’s immune responses. Such models are sometimes grouped
together as “within-host models.” Most recently, new models have been developed
that consider host—pathogen interactions at two levels simultaneously: both within-
host dynamics and between-host transmissions. Infectious disease models vary
widely in their complexity, in their attempts to refer to data from real-life infections
and in their focus on problems of an applied or more fundamental nature. This entry
will focus on simpler models tightly tied to data and aimed at addressing well-
defined practical problems.

Introduction

Why is it that smallpox was eradicated in 1979 [1] but measles, once scheduled for
eradication by the year 2000, still kills over a hundred thousand children each year
[2]? Both diseases can be prevented with cheap, safe, and effective vaccines which
probably induce lifelong immunity, and neither virus has an environmental or
animal reservoir.

One way to address this question is to consider the comparative ease of spread of
the two infections. A useful parameter that summarizes this ease of spread is the
“basic reproductive number” always denoted as R,. The definition of the basic
reproductive number is the number of secondary infections caused during the entire
duration of one infection if all contacts are susceptible (i.e., can be infected). The
concept has widespread currency in the literature on infectious disease models with
varying degrees of affection [3]. There is no question that it has been a useful,
simple rule of thumb for characterizing how easily an infection can spread [4].
Furthermore, the simplest of calculations relate Ry to the degree of intervention
needed to bring an infection under control and, eventually, eradicate it. The
relationship between the basic reproductive number and disease control arises
from the simple fact that if each infectious person causes less than one secondary
case, then the number of infections must fall. If it is always true, even when there is
no infection circulating, that each new case causes less than one secondary case,
then the infection will die out. This simple observation leads to a straightforward
calculation for the proportion of a population that must be vaccinated in order to
achieve eradication, p:

1

pe=l-g (5.1)

This relationship arises from the fact that if (Ry — 1) out of the R, people a case
might have infected have been vaccinated, then each case, in a population vaccinated
to that degree, will cause less than one secondary case. For example, say R = 10, if
9/10 of the population are successfully immune following vaccination, then infection
cannot spread. Thus, in general, p. = (Rg — 1)/Ry, as stated in Eq. 5.1. If the fraction of
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Table 5.1 The basic reproductive number, R, and the critical vaccination proportion for eradi-
cation, p,, for measles and smallpox

Infection Place Time Ry pe (%)
Smallpox India 1970s 3 67
Measles India 1970s 15 93
Measles UK 1960s 15 93

the population that are successfully vaccinated is greater than p., then each case will
cause, on average, less than one case, and infection cannot spread.

Comparing estimated values for R, for measles and smallpox and inferred values
for the proportion that need to be vaccinated to ensure eradication (Table 5.1) leads
to a simple answer to the question why has smallpox been eradicated, but not
measles? Smallpox, with a basic reproductive number around three, was eradicated
with vaccination coverage of around 67%. The higher R, for measles, nearer to 15,
requires vaccination coverage close to 95% to ensure eradication. Many parts of the
world remain unable to achieve such high coverage; measles remains suppressed by
tremendous efforts at vaccination but is not yet eradicated.

These calculations are so straightforward that they can be made without recourse
to any formal modeling. However, embedding these ideas inside a formal modeling
framework has proven very useful. The next section describes the simplest applica-
ble model.

The SIR Model

The “plain vanilla” model of mathematical epidemiology is called the SIR model
because it splits the host population into three groups:

e The susceptible (S) can be infected if exposed
¢ The infectious (I) are both infected and infectious to others
» The recovered (R) are no longer infectious and are immune to further infection

The SIR model’s structure then consists of a set of assumptions about how
people flow into, out of, and between these three groups. Those assumptions can
be represented graphically as in Fig. 5.1.

The assumptions of the SIR model with vaccination are the following: People
are born at a constant rate B, and a proportion p of them are vaccinated at birth.
Vaccinated newborns are immune for life and so they join the recovered class.
Unvaccinated newborns enter the susceptible class. Susceptibles are infected at
a per capita rate proportional to I, the number of infectious people in the population.
This gives rise to a transfer from the susceptible to the infectious class at rate BIS.
Susceptibles are also subject to a per capita background death rate 1. Infectious
people recover into the recovered class I at per capita rate y or die at the per capita
background death rate p. Recovered individuals are immune for the rest of their
lives, so the only exit from the recovered class is at the per capita background
death rate p.
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Fig. 5.1 The SIR model in graphical form. The host population is divided into three groups, and
transitions of people between those groups are described. Those transitions represent the five
processes: birth, vaccination, death, infection, and recovery

These assumptions can be written in several different forms of equations, for
example, difference equations, ordinary differential equations, or stochastic differ-
ential equations. The difference equation form is as follows:

S(t+1) =S(t) + (1 — p) B — BI(t)S(t) — uS(t) (5.2)
I(t+ 1) = I(t) + PI(t)S(t) — yI(t) — pI(t) (5.3)
R(t+ 1) =R(t) + pB + yI(t) — uR(t) (5.4

This difference equation form is particularly easy to handle numerically and can
be straightforwardly solved in a spreadsheet. Fig. 5.2a shows the solutions to
Egs. 5.2-5.4 over 50 years with a 1-week timestep. Parameters are set so that an
infection with a basic reproductive number of 5 and a 1-week duration of infection
is spreading in a population of 100,000 individuals. The figure illustrates how this
model shows damped oscillations towards a stable state. The same is true for the
ODE version of this model.

This model is useful for understanding the impact of vaccination. In Fig. 5.2b, the
solutions to Egs. 5.2-5.4 are shown when vaccination at birth is introduced 10 years
into the model run. With a basic reproductive number of 5, Eq. 5.1 tells us that
vaccination of over 80% of newborns will lead to eradication. This is exemplified
in the pink line where 90% vaccination leads to no further cases. Vaccination
coverage below this threshold value reduces the numbers of cases and increases
the inter-epidemic period but does not lead to eradication. Notice the very long inter-
epidemic period at 70% vaccination. This phenomen occurs when vaccine coverage
levels are close to but do not achieve the critical coverage level. Under these
circumstances, it takes a very long time to accumulate enough susceptibles to trigger
the first epidemic after vaccination is introduced. It may therefore appear as though
eradication has been achieved even though vaccination coverage is below the critical
level. This phenomenon, named “the honeymoon period,” [5] was first described in
modeling studies and later identified in field data [6].
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Fig. 5.2 Numerical solutions to the SIR difference equation model. Infection circulates in
a population of 100,000 individuals, with an expectation of life at birth of 50 years. The infectious
period is 1 week, and the basic reproductive number is 5. This gives the following model
parameters: B = 38 per week, p = 0.00385 per person per week, y = 1 per person per week, and
B = 0.00005 per infected per susceptible per week. (a) shows damped oscillations in all
three classes after an initial perturbation of 20% of the susceptible class into the recovered class.
In (b), vaccination of 50%, 70%, or 90% of newborns is introduced at time 10 years. With Ry =5,
the critical vaccination proportion p. = 0.8. Vaccination coverage above this level (at 90%) leads to
eradication
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The ability to identify target vaccination levels predicted to lead to disease
eradication has been widely influential in policy circles [7]. Models with the
same fundamental structure as the SIR model are used to set targets for vaccination
coverage in many settings [8]. Similar models are also used to understand the likely
impact of different interventions of other sorts, for example, drug treatment [9]
or measures for social distancing [10]. However, models for informing policy need
to explore more of the wrinkles and complexities of the real world than are
acknowledged in the simple equations of the SIR model. The next section describes
some of the types of host heterogeneity that have been explored in making versions
of the SIR model that aim to be better representations of the real world.

Host Heterogeneity

There are many aspects of host heterogeneity that have bearing on the transmission
and impact of infections. Two of the most important are host age and spatial
distribution. In this section, the modeling of these two types of host heterogeneity
is introduced with reference to two specific infections: rubella and foot-and-mouth
disease.

Rubella is a directly transmitted viral infection that usually causes mild disease
when contracted during childhood. However, infection of a woman during early
pregnancy can lead to serious birth defects for her unborn child. The set of
consequent conditions is labeled “congenital rubella syndrome” or CRS. Because
vaccination acts to extend the time between epidemics (Fig. 5.1b), it also acts to
increase the average age at infection. This sets up a complex trade-off when
introducing rubella vaccination to a community. On the one hand, vaccinated
girls are protected from catching rubella at any age, but on the other hand, the
girls who remain unvaccinated are likely to catch rubella when they are older, more
likely to be in their childbearing years and so at greater risk of CRS. This means
that vaccination with low coverage can actually lead to more CRS, and only when
coverage levels get above a certain level do the benefits of vaccinating the commu-
nity outweigh the costs. Calculating where that level lies then becomes an important
public health question.

Because age is such an important component of the risks associated with rubella
infection, models of this system need to take account of host age. The relevant
versions of Eqgs. 5.2-5.4 are difference equations with two independent variables,
age (a) and time (t):

S(a+1,t+ 1) = S(a,t) — S(a, t)[ZyB(a,a")I(a, t)] — u(a)S(a,t) (5.5)

I(a+1,t+ 1) = I(a, t)+S(a, t)[Z4 B(a,a')I(a,t)]
—y(a)I(a, 1) — p(a)l(a, 1) (5.6)
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R(a+ 1,t+ 1) =R(a,t)+y(a)l(a,t) — u(a)R(a,t) (5.7

Notice how these equations, by taking account of age as well as time, allow
consideration of several different kinds of age dependence. Firstly, Eq. 5.6
calculates the number of cases of infection of a given age over time. Since the
main consideration in balancing up the pros and cons of rubella vaccination is the
number of cases in women of childbearing age, this is an essential model output.
Secondly, the per capita rate at which susceptibles become infected depends on
their age and on the age of all the infected people. This model is thus able to take
account of the complexities of family, school, and working life which drive people
of different ages to age-dependent patterns of mixing. Thirdly, the recovery rate
v(a) and, more importantly, the background death rate p(a) can both be made to
depend on age. Since a fixed per capita death rate is a particularly bad approxima-
tion of human survival, this is another important advance on models without age
structure.

Models with age structure akin to that presented in Eqs. 5.5-5.7 have been
essential components of the planning of rubella vaccination strategies around the
world [11, 12]. A model as simple as these equations would never be used for
formulating policy; furthermore, most age-structured models use the continuous
time and age versions and so have the structure of partial differential equations.
Nevertheless, Eqs. 5.5-5.7 illustrate the fundamentals of how to include age in an
epidemiological model.

The spatial distribution of hosts is another important aspect of their heterogene-
ity. If the units of infection are sessile (e.g., plants), the assumption that all hosts are
equally likely to contact each other becomes particularly egregious and models that
acknowledge the spatial location of hosts more important. One example of units of
infection that do not move is farms. If trade between farms has been halted because
of a disease outbreak, then disease transmission between farms is likely to be
strongly dependent upon their location. This was the case during the 2001 foot-
and-mouth disease epidemic in the UK, and spatial models of that epidemic are nice
examples of how to explicitly include the distance between hosts in a model
epidemic.

On February 19, 2001, a vet in Essex reported suspected cases of foot-and-mouth
disease (FMD) in pigs he had inspected at an abattoir. FMD is a highly infectious
viral disease of cloven-hoofed animals. Because of its economic and welfare
implications for livestock, FMD had been eradicated from Western Europe. The
FMD outbreak that unfolded in the UK over the ensuing months had a huge impact
with millions of farm animals killed and major economic impact in the countryside
as tourism was virtually shut down.

There was heated debate about the best way to control the spread of infection
from farm to farm. FMD virus is so very infectious that no attempt was made to
control its spread within a farm. Once infection of livestock on a farm was detected,
all susceptible animals were slaughtered. Mathematical models of the spread of this
epidemic thus treat each farm as a unit of infection, and, as before, farms can be
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categorized as susceptible, infectious, etc. The best of these models [13] keeps track
of every single farm in the United Kingdom, characterizing farms by their location
and the number of sheep and cattle they hold. The model classifies farms into four
groups: susceptible, incubating, infectious, or slaughtered. As in all epidemic
models, the heart of the model is the per capita rate at which susceptible farms
become infected — the so-called force of infection. Because this FMD model is an
individual-based, stochastic simulation, it is not possible to write out its equations
in a simple form as before, but the probability of infection for a single farm can
easily be written.

Suppose all farms in the UK are listed and indexed with i. Then p;, the
probability that an individual farm i becomes infected during one unit of time, is:

bi = ﬁizall infectious farmszjK(dij) (5.8)

where p; is the susceptibility of farm i, determined by the number of sheep and cows
it holds; 7; is the infectiousness of farm j, also determined by the number of sheep
and cows it holds; and K (dj;) is a function of the distance between the pair of farms
i and j which determines how quickly infectiousness falls off with increasing distance.
K is known as the “infection kernel.” In the FMD example, the infection kernel was
estimated from contact tracing data on farms that were sources of infection and their
secondary cases. This observed relationship shows a very sharp falling off of infec-
tiousness, with a farm just 2 km distant being less than tenfold as infectious to
a susceptible farm than one that is adjacent.

This section describes just two of the possible heterogeneities that are often
included when making models of the spread of epidemics. There is almost no end to
how complex an epidemiological model can become. However, it is very easy for
complex models to outstrip the data available to calculate their parameters. In some
cases, this can mean that models become black boxes concealing ill-informed
guesswork, rather than prisms unveiling the implications of well-sourced and
well-understood data.

Within-Host Dynamics

Mathematical models can also be used to investigate the dynamics of events that
unfold within infected hosts. In these models, the units of study are often infected
cells and immune cells responding to infection. As with epidemiological models,
there is a wide range of modeling styles: Some models detail many different
interacting components; others make a virtue of parsimony in their description of
within-host interactions. In this section, a simple model of the within-host evolution
of HIV is used to illustrate how pared-down, within-host models of infection can
address important practical questions.
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Several trials of prophylactic HIV vaccines have shown little or no effect
[14-16], and understanding why these vaccines failed is a major research priority
[17]. A quantitative description of the interaction between HIV and host immune
cells would be an asset to such understanding. For one component of host immunity —
the cytotoxic T cell (CTL) response — such a description can be derived. The question
is how effective are host CTL responses at killing HIV-infected cells? Not how many
CTLs are present, nor which cytokines they secrete, but how fast do they kill
HIV-infected cells?

During the course of a single infection, HIV evolves to escape from the selection
pressure imposed by host CTLs [18]. In this process, new HIV variants emerge that
are not recognized by the host CTLs. These variants are called “CTL escape
mutants.” These CTL escape mutants can be seen to grow out in hosts who
mount relevant CTL responses (Fig. 5.3) and to revert in hosts who do not. The
rate of reversion in hosts without relevant CTL responses reflects the underlying
fitness cost of the mutation. The rate of outgrowth in hosts who do mount relevant
CTL responses is a balance between the efficacy of those responses and the fitness
cost of the mutations. These costs and benefits need to be examined in the context of
the underlying rate of turnover of HIV-infected cells. All this can be represented in
a two-line mathematical model [19].

Let x be the number of host cells infected with “wild-type” virus — that is, virus
that can be recognized by the relevant host CTL responses. Let y be the number of
host cells infected with escape mutant virus. The model then consists of a pair of
ordinary differential equations describing the growth rate of each population of
infected cells. The wild-type population grows at rate a, is killed by the CTL
response in question at rate c, and is killed by all other processes at rate b. The
escape mutant population grows at rate a (4 < a, reflecting the underlying fitness cost
of the mutation) and is killed by all other processes at rate b. Escape-mutant-infected
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cells are not killed by the CTL response in question because of the presence of the
escape mutation in the viral genome. These assumptions give rise to the following
pair of linear ordinary differential equations:

x' = ax — bx — cx (5.9
y = ay — by (5.10)

The observed quantity, call it p, is the fraction of virus that is of the escape
mutant type; p = y/(x +y). Simple application of the quotient rule for differentiation
yields the single differential equation

p'=(c—(a—4a))p(l —p) (5.11)

with solution:

p=(kexp(—(c—(a—a)t)+1)" (5.12)
where for py, the fraction escaped at time 0:

k= L=Po) (5.13)

Po

It is straightforward to fit the analytic expression (12) to data on the
outgrowth of escape mutants to obtain estimates of the quantity ¢ — (a — a).
Figure 5.3 shows fitted curves with estimates of ¢ — (a — a) of 0.048, 0.012, and
0.006. The quantity of interest is the parameter ¢ — the rate at which CTL kills
cells infected with wild-type virus. Fortunately, independent estimates of the
fitness cost of the escape mutation (a — 2) are available. The median of several
such observations yields (a — a) = 0.005 [19]. Taken together and combined with
further data, the inference is that on average, a single CTL response kills
infected cells at rate 0.02 per day.

The half-life of an HIV-infected cell is about 1 day. This figure was itself
derived from the application of elegantly simple models to data on the post-
treatment dynamics of HIV [20, 21]. If a single CTL response kills infected cells
at rate 0.02 per day and their overall death rate is one, then just 2% of the death of
infected cells can be attributed to killing by one CTL response. Patients will
typically mount many responses — but probably not more than a dozen. This
analysis shows that even though CTL responses are effective enough to drive
viral evolution, they are, in quantitative terms, very weak. A vaccine to protect
against HIV infection would have to elicit immune responses that are manyfold
stronger than the natural responses detected in ongoing infection. This simple,
model-based observation greatly helps understand why the vaccines trialed so far
have failed.
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Multilevel Models

The models discussed so far deal either with events inside individuals or with
transmission amongst individuals (people or farms) in a population. Some questions
require simultaneous consideration of events at both levels of organization. This is
particularly true for questions about the evolution of infectious agents as their
evolution proceeds within individual hosts, but they are also transmitted between
hosts. Models that capture events at both the within-host and between-host levels
are fairly recent additions to the literature on infectious disease modeling. Here,
they are illustrated with two examples, a set of models that consider the emergence
of a zoonotic infection in humans and a model of the within-host evolution and
between-host transmission of HIV.

Emerging infections are a continuing threat to human well-being. The pandemics
of SARS in 2003 and HINI swine flu in 2009 illustrated how quickly a new
infectious agent spreads around the world. Neither of these was as devastating as
some predicted, but the continuing pandemic of HIV is ample proof that emerging
infectious diseases can have devastating consequences for human communities.
Many novel emerging infections arise as zoonoses — that is, infections that cross
from animals into humans [22]. To become a successful emerging infection of
humans — that is, one that spreads widely amongst people — is a multi-step process
[23]. First, the pathogen must cross the species barrier into people, then it must
transmit between people, and finally, it must transmit efficiently enough that
epidemics arise. This latter step amounts to having a basic reproductive number,
Ry, that is greater than 1. The emerging infections mentioned already, SARS, swine
flu, and HIV, have transited all these steps. But there are other zoonoses that transmit
to humans without emerging as epidemics or pandemics. For example, simian foamy
virus, a retrovirus that is endemic in most old-world primates [24], can be detected in
people who work with primates [25] or hunt them [26]. There is no record of any
human-to-human transmission, implying that this zoonosis only completes the first
step in becoming an emerging infection. Other infections, whilst spreading from
person to person, still do not cause epidemics because that spread is insufficiently
efficient. An example of such an infection is the newly discovered arenavirus from
Southern Africa called “Lujo virus” [27]. This virus caused a small outbreak in the
autumn of 2008. Very dramatically, four out of the five known cases died, but with
five cases and just four transmission events, the basic reproductive number stayed
below one, and there was no epidemic.

Acquiring Rg > 1 is thus an important threshold that zoonoses must breach
before they can become emerging infections. Antia and colleagues [28] developed
an elegant model of the within-host evolution and between-host transmission of
a zoonotic infection that initially has Ry < 1, but through within-host adaptation in
humans can evolve to become efficient enough at transmitting from one human to
another that R increases above 1 and epidemics become possible. They developed
a multi-type branching process model of the transmission and evolution of
a zoonosis. They found that the probability of emergence depends very strongly
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on the basic reproductive number of the pathogen as it crosses into humans. This
is because, even when Ry < 1, short chains of transmission are still possible
(as exemplified with Lujo virus described above). During ongoing infections in
humans, the zoonosis has opportunities to evolve towards higher transmissibility.
The higher its initial Ry, the more opportunities there are for such ongoing evolution
and hence for emergence.

This model of the emergence of a novel infection has been extended by other
authors to address questions about the interpretation of surveillance data [29] and
the role of host heterogeneity in the process of emergence [30]. These extensions
confirm the original finding that the transmission efficiency (Ry) of the introduced
variant (and any intermediate variants) is a very important driver of the probability
of emergence. Kubiak and colleagues explored the emergence of a novel infection
in populations split into several communities, with commuters acting to join those
communities together. They found that most communities are sufficiently
interconnected to show no effect of spatial distribution on the emergence process,
even a small number of commuters being sufficient to successfully transmit any
novel pathogen between settlements. Thus, although many zoonotic events happen
in isolated parts of the world, unless they are really cut off from urban centers, that
isolation offers little barrier to the transmission of newly emerged infections.

HIV emerged as a human infection sometime during the end of the 1800s and the
early 1900s [31]. It was only recognized as a new human infection in the 1980s
when cases of immunodeficiency in young Americans were unusual enough to
warrant investigation [32]. As discussed above, during the course of a single
infection, HIV is able to adapt to escape from the selection pressures imposed by
its host’s immune response. HIV variants that cannot be recognized by current host
CTLs are termed “CTL escape mutants.” These mutants yield important informa-
tion about the strength of the immune responses that they evade. However, since
they were shown to transmit from one host to another, their status has been raised to
potential drivers of evolutionary change across the global HIV pandemic [33, 34].

Different hosts respond to different parts of HIV’s proteins (known as epitopes).
For CTL responses, it is the host class 1 human leukocyte antigen (HLA) type that
determines which epitopes are recognized. When CTL escape mutants are trans-
mitted into a host who does not make immune response to that epitope, the
mutations are no longer advantageous, and the virus can revert to the wild type
[35]. Global change in the prevalence of CTL escape mutants is therefore driven by
three parallel processes: the selection of escape mutants in some hosts, transmission
between hosts, and reversion of escape mutants in other hosts. Once again, this is
a process that takes place across multiple levels of organization, evolution and
reversion of escape mutations within infected hosts, and transmission between
hosts.

Fryer and colleagues [36] developed a multilevel model of the three processes of
within-host evolution, within-host reversion, and between-host transmission. The
model is a version of the so-called SI model which is a simplified version of the SIR
model presented above which does not allow recovery. The model allows hetero-
geneity in hosts and in the infecting virus so that there are hosts who do and do not
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Fig. 5.4 A model of the within-host evolution and between-host transmission of HIV escape
mutants [36]. Hosts are divided into two types: immune responders (superscript IR) and nonim-
mune responders (superscript NIR). There are also two variants of virus, wild type (subscript WT)
and escape mutant (subscript E). Hosts are either susceptible, S, or infectious, I, and the type of
virus with which they are infected is denoted by the subscript. Rates of infection are determined by
the number of people infectious with each virus type. Immune responding hosts infected with the
wild-type virus drive immune escape at per capita rate ¢, whilst nonimmune responding hosts
infected with escape mutant virus drive reversion at per capita rate \y. All hosts are prone to per
capita death rate p, and infected hosts have an additional death rate o

mount immune responses to a given epitope and there are viruses that do and do not
have escape mutations in that epitope. This model is represented in Fig. 5.4. As in
the SIR model described in section “The SIR Model,” the rate at which susceptibles
become infected is determined by the number of infectious people present. How-
ever, in this model, because it represents the spread of a sexually transmitted
disease, it is the proportion of hosts who are infectious that drives new infections.
Furthermore, there are now two virus types circulating — wild type and escape
mutant. Within-host adaptation allows hosts who do mount immune responses to
the epitope to drive the evolution of escape mutants, and conversely, hosts who do
not mount such responses can drive the reversion of escape mutant viruses back to
the wild type.

This model’s behavior is easy to understand. The total numbers of susceptible
and infectious people simply follow the well-characterized SI model. Figure 5.5a
shows total cases through time. The total epidemic goes through three phases: an
initial exponential growth, a saturation phase, and then settling to a long-term
equilibrium. Figure 5.5b shows the proportion of all cases that are escape mutants
through time. Not surprisingly, faster escape rates and slower reversion rates lead to
higher prevalence of escape mutants. Less intuitive are the following characteristics
of Fig. 5.5b. Whilst the epidemic is in its exponential growth phase, so long as
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Fig. 5.5 Predictions of a model of within-host evolution and between-host transmission of HIV.
(a) shows total numbers of susceptible (blue) and infectious (red) people through time. (b) shows
the proportion of infections that are with escape mutant virus for a range of escape and reversion
rates. The mean times to escape and reversion for each curve are as follows: red — escape 1 month,
reversion never; brown — escape 5 years, reversion never; yellow — escape 5 years, reversion
50 years; pink — escape 1 year, reversion 10 years; green — escape 5 years, reversion 10 years;
mauve — escape 1 year, reversion 1 year

reversion rates are reasonably fast (say once in 10 years or faster), the prevalence of
escape is expected to stabilize quite quickly. However, this is not a long-term
equilibrium, and as the total epidemic turns over, the escape prevalence shifts
again. For an epitope that escapes fast but reverts at an intermediate rate, this
leads to a substantial drop in the prevalence of escape. Secondly, fixation of escape
variants only occurs if they never revert, and even then fixation takes a very long
time — much longer than it takes for the underlying epidemic to equilibrate. Thirdly,
the predicted dynamics and equilibrium are very sensitive to the reversion rate
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when that is slow. Notice the big difference, in the long term, between no reversion
(brown line) and average time to reversion of 50 years (yellow line).

As well as predicting the future spread of escape mutations for different rates of
escape and reversion, this model can be used to infer escape and reversion rates
from data on their current prevalence. This exercise reveals a surprisingly slow
average rate of escape. Across 26 different epitopes, the median time to escape was
over 8 years. There is close agreement between rates of escape inferred using this
model and those estimated from a longitudinal cohort study. These slow rates are in
marked contrast to the general impression given by a large number of case reports
in which escape is described as occurring during the first year of infection. How-
ever, a collection of case reports is a poor basis upon which to estimate an average
rate of escape.

These are just two examples from the new family of infectious disease models
that encapsulate processes at multiple levels of organization. As data on pathogen
evolution continues to accrue, this approach will doubtlessly continue to yield
new insights.

Future Directions

It seems likely that infectious diseases will continue to trouble both individuals and
communities. Whilst technological advances in new drugs, new vaccines, and
better methods for surveillance will undoubtedly assist with the control of infection,
several trends in society pull in the opposite direction. Chief amongst these is
a growing population, and second is increasing population density as more
and more people live in towns and cities. What can infectious disease modeling
do to help?

Models can help in two different ways. The first is to assist the understanding
of systems that are intrinsically complicated. Many different interacting
populations, events that occur on multiple timescales, and systems with multiple
levels of organization can all be better understood when appropriate models are
used as an organizing principle and a tool for formal analysis. Sometimes, the
problem is that there is not enough data. A systematic description can be very
revealing in searching for which new data are most needed. There are also
situations where the problem is a deluge of data. In these circumstances, well-
constructed models provide a useful organizing scheme with which to interrogate
those data.

The second use of models is as representations of well-understood systems used
as tools for comparing different intervention strategies. The model of the farm-to-
farm spread of FMD described at section “Host Heterogeneity” is a fine example of
this use of modeling. It includes enough detail to be a useful tool for comparing
different interventions, but is still firmly rooted in available data so does not rest on
large numbers of untested assumptions.
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Chapter 6

Infectious Diseases, Climate Change Effects on

Matthew Baylis and Claire Risley

Glossary

Climate

El Nifio Southern

Oscillation (ENSO)

Emerging disease

Endemic stability

Infection

The weather averaged over a long time or, succinctly,
climate is what you expect, weather is what you get!

A climate phenomenon whereby, following reversal of trade
winds approximately every 4—7 years, a vast body of warm
water moves slowly west to east across the Pacific, resulting
in “an El Nifno” event in the Americas and leading to
a detectable change to climate (mostly disruption of normal
rainfall patterns) across 70% of the earth’s surface.

An infection or disease that has recently increased in inci-
dence (the number of cases), severity (how bad the disease
is), or distribution (where it occurs).

The counter-intuitive situation where the amount of disease
rises as the amount of infection falls, such that controlling
infection can exacerbate the problem.

The body of a host having been invaded by microorganisms
(mostly viruses, bacteria, fungi, protozoa, and parasites).
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Infectious disease A pathology or disease that results from infection. Note that
many diseases are not infectious and not all infections result
in disease.

Intermediate host A host in which a parasite undergoes an essential part of its

lifecycle before passing to a second host, and where this
passing is passive, that is, not by direct introduction into the
next host (see vector).

Vector Usually, an arthropod that spreads an infectious pathogen by
directly introducing it into a host. For diseases of humans
and animals, the most important vectors are flies (like
mosquitoes, midges, sandflies, tsetse flies), fleas, lice, and
ticks. Aphids are important vectors of diseases in plants. In
some instances, other means of carriage of pathogens, such
as human hands, car wheels, etc., are referred to as vectors.

Vector competence  The proportion of an arthropod vector population that can be
infected with a pathogen.

Z,00nosis An infection of animals that can spread to, and cause disease
in, humans (plural, zoonoses).

Definition of the Subject and Its Importance

Infectious diseases of humans continue to present a significant burden to our health,
disproportionately so in the developing world. Infectious diseases of livestock affect
their health and welfare, are themselves important causes of human disease and,
exceptionally, can threaten our food security. Wildlife infections again present a
zoonotic risk to humans, but additionally, such diseases may threaten vulnerable
populations and be a cause of extinction and biodiversity loss. Wild populations are
inherently more susceptible to environmental change, largely lacking any human
protective influence that domesticated species and human populations may benefit from.

Many infectious diseases of humans and farmed or wild animals are influenced
by weather or climate, affecting where or when disease occurs, or how severe
outbreaks are, and it is therefore likely that future climate change, whether human
caused or natural, will have an impact on future disease burdens. Understanding the
processes involved may enable prediction of how disease burdens will change in the
future and, therefore, allow mitigative or adaptive measures to be put in place.

While climate change will likely be an important cause of change in some
infectious diseases in the future, there are other disease drivers which will also
change over similar time scales and which may exacerbate or counteract any effects
of climate change. Assessment of the future importance of climate change as an
influence over future disease burdens must therefore be considered alongside other
causes of change.
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Introduction

The impact of infectious diseases of humans and animals seems as great now as it
was a century ago. While many disease threats have disappeared or dwindled, at
least in the developed world, others have arisen to take their place. Important
infectious diseases of humans that have emerged in the last 30 years, for a range
of reasons, include Acquired immune deficiency syndrome (AIDS), variant
Creutzfeldt-Jakob disease (vCJD), multidrug resistant tuberculosis, severe
acute respiratory syndrome (SARS), E. coli O157, avian influenza, swine flu,
West Nile fever, and Chikungunya [1, 2]. The same applies to diseases of
animals: Indeed, all but one of the aforementioned human diseases have animal
origins — they are zoonoses — and hence the two subjects of human and animal
disease, usually studied separately by medical or veterinary scientists, are
intimately entwined.

What will be the global impact of infectious diseases at the end of the twenty-
first century? Any single disease is likely to be affected by many factors that cannot
be predicted with confidence, including changes to human demography and behav-
ior, new scientific or technological advances including cures and vaccines, patho-
gen evolution, livestock management practices and developments in animal
genetics, and changes to the physical environment. A further, arguably more
predictable, influence is climate change.

Owing to anthropogenic activities, there is widespread scientific agreement that
the world’s climate is warming at a faster rate than ever before [3], with concomi-
tant changes in precipitation, flooding, winds, and the frequency of extreme events
such as El Nifio. Innumerable studies have demonstrated links between infectious
diseases and climate, and it is unthinkable that a significant change in climate
during this century will not impact on at least some of them.

How should one react to predicted changes in diseases ascribed to climate
change? The answer depends on the animal populations and human communities
affected, whether the disease changes in severity, incidence, or spatiotemporal
distribution and, of course, on the direction of change: Some diseases may spread
but others may retreat in distribution. It also depends on the relative importance of
the disease. If climate change is predicted to affect mostly diseases of relatively
minor impact on human society or global biodiversity/ecosystem function, while
the more important diseases are refractory to climate change’s influence, then our
concerns should be tempered.

To understand climate change’s effects on infectious diseases in the future it is
necessary to first understand how climate affects diseases today. This entry begins
by first presenting examples of climate’s effects on diseases of humans and
livestock today and, from the understanding gained, then describes the processes
by which climate change might affect such diseases in the future. Diseases of
wildlife are important, to some extent, for different reasons to those of humans
and livestock, and are therefore considered separately. The relative importance of
climate change as a disease driver, compared to other forces, is considered,
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with examples provided of where climate change both is, and is not, the major
force. Finally, the future prospects and the uncertainties surrounding them are
considered.

Weather, Climate, and Disease

Many diseases are affected directly or indirectly by weather and climate. Remark-
ably, no systematic surveys of links between diseases and weather/climate seem to
exist and, therefore, it is not possible to indicate whether these diseases represent
a minority or majority.

The associations between diseases and weather/climate fall broadly into three
categories. The associations may be spatial, with climate affecting the distribu-
tion of a disease; temporal with weather or climate affecting the timing of
outbreaks; or they may relate to the infensity of an outbreak. Temporal
associations can be further broken into at least two subcategories: seasonal,
with weather or climate affecting the seasonal occurrence of a disease, and
interannual, with weather or climate affecting the timing, or frequency of years
in which outbreaks occur. Here a selection of these associations is presented,
which is by no means exhaustive but is, rather, intended to demonstrate the
diversity of effects. Furthermore, the assignment of diseases into the different
categories should not be considered hard-and-fast as many diseases could come
under more than one heading.

Spatial

» Schistosomosis is an important cause of human mortality and morbidity in
Africa and, to a lesser extent, in Asia. The disease is caused by species of
Schistosoma trematode parasite, for which water-living snails are intermediate
hosts. The distribution of suitable water bodies is therefore important for its
distribution. However, there must also be suitable temperature: In China,
Oncomelania hupensis snail intermediate hosts cannot live north of the January
0°C isotherm (the “freezing line”) while Schistosoma japonicum only develops
within the snail at temperatures above 15.4°C. Shistosomosis risk in China is
therefore restricted to the warmer southeastern part of the country [4].

» Diseases transmitted by tsetse flies (sleeping sickness, animal trypanosomosis)
and ticks (such as anaplasmosis, babesiosis, East Coast fever, heartwater)
impose a tremendous burden on African people and their livestock. Many
aspects of the vectors’ life cycles are sensitive to climate, to the extent that
their spatial distributions can be predicted accurately using satellite-derived
proxies for climate variables [5].

¢ Mosquitoes (principally Culex and Aedes) transmit several viruses of birds
that can also cause mortality in humans and horses. Examples are West Nile
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fever (WNF) and the viral encephalitides such as Venezuelan, western,
and eastern equine encephalitis (VEE, WEE, and EEE, respectively) [6].
The spatial distributions of the mosquito vectors are highly sensitive to
climate variables.

Temporal-Seasonal

All of the previous examples of spatial associations between diseases and climate
can also be classified as temporal-seasonal, as the effects of climate on the seasonal
cycle of the intermediate hosts (snails, tsetse flies, and mosquitoes, respectively)
also determines in part the seasonal cycle of disease. There are other diseases where
the associations can be described as seasonal-temporal.

Salmonellosis is a serious food-borne disease caused by Salmonella bacteria,
most often obtained from eggs, poultry, and pork. Salmonellosis notification rates
in several European countries have been shown to increase by about 5-10% for
each 1°C increase in ambient temperature [7]. Salmonellosis notification is
particularly associated with high temperatures during the week prior to consump-
tion of infected produce, implicating a mechanistic effect via poor food handling.
Foot-and-mouth disease (FMD) is a highly contagious, viral infection of
cloven-footed animals, including cattle, sheep, and pigs. Most transmission is
by contact between infected and susceptible animals, or by contact with
contaminated animal products. However, FMD can also spread on the wind.
The survival of the virus is low at relative humidity (RH) below 60% [8], and
wind-borne spread is favored by the humid, cold weather common to temperate
regions. In warmer drier regions, such as Africa, wind-borne spread of FMD is
considered unimportant [9].

Peste des petits ruminants (PPR) is an acute, contagious, viral disease of small
ruminants, especially goats, which is of great economic importance in parts of
Africa and the Near East. It is transmitted mostly by aerosol droplets between
animals in close contact. However, the appearance of clinical PPR is often
associated with the onset of the rainy season or dry cold periods [10], a pattern
that may be related to viral survival. The closely related rinderpest virus survives
best at low or high relative humidity, and least at 50-60% [11].

Several directly transmitted human respiratory infections, including those
caused by rhinoviruses (common colds) and seasonal influenza viruses (flu)
have, in temperate countries, seasonal patterns linked to the annual temperature
cycle. There may be direct influences of climate, such as the effect of humidity
on survival of the virus in aerosol [12], or indirect influences via, for example,
seasonal changes in the strength of the human immune system or more indoor
crowding during cold weather [13].
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Temporal-Interannual

The previous examples of spatial associations between diseases and climate, which
were further categorized as temporal-seasonal, can also be classified as temporal-
interannual, as the effects of climate on the intermediate hosts (snails, tsetse flies, and
mosquitoes, respectively) will determine in part the risk or scale of a disease
outbreak in a given year. There are other diseases where the associations can be
described as seasonal-interannual.

Anthrax is an acute infectious disease of most warm-blooded animals, including
humans, with worldwide distribution. The causative bacterium, Bacillus
anthracis forms spores able to remain infective for 10-20 years in pasture.
Temperature, relative humidity, and soil moisture all affect the successful
germination of anthrax spores, while heavy rainfall may stir up dormant spores.
Outbreaks are often associated with alternating heavy rainfall and drought, and
high temperatures [14].

Cholera, a diarrheal disease which has killed tens of millions of people world-
wide, is caused by the bacterium Vibrio cholerae, which lives amongst sea
plankton [15]. High temperatures causing an increase in algal populations
often precede cholera outbreaks. Disruption to normal rainfall helps cholera to
spread further, either by flooding, leading to the contamination of water sources,
such as wells, or drought which can make the use of such water sources
unavoidable. Contaminated water sources then become an important source of
infection in people.

Plague is a flea-borne disease caused by the bacterium Yersinia pestis; the fleas’
rodent hosts bring them into proximity with humans. In Central Asia, large scale
fluctuations in climate synchronize the rodent population dynamics over large
areas [16], allowing population density to rise over the critical threshold required
for plague outbreaks to commence [17].

African horse sickness (AHS), a lethal infectious disease of horses, is caused by
a virus transmitted by Culicoides biting midges. Large outbreaks of AHS in
the Republic of South Africa over the last 200 years are associated with the
combination of drought and heavy rainfall brought by the warm phase of the El
Nino Southern Oscillation (ENSO) [18].

Rift Valley Fever (RVF), an important zoonotic viral disease of sheep and cattle,
is transmitted by Aedes and Culex mosquitoes. Epizootics of RVF are associated
with periods of heavy rainfall and flooding [19-21] or, in East Africa, with the
combination of heavy rainfall following drought associated with ENSO [20, 22].
ENSO-related floods in 1998, following drought in 1997, led to an epidemic of
RVF (and some other diseases) in the Kenya/Somalia border area and the deaths
of more than 2000 people and two-thirds of all small ruminant livestock [23].
Outbreaks of several other human infections, including malaria and dengue fever
have, in some parts of the world, been linked to ENSO events.
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Intensity

In addition to associations between climate and the spatial and temporal
distributions of disease outbreaks, there are some examples of associations between
climate and the intensity or severity of the disease that results from infection. It is
theoretically possible, for example, that climate-induced immunosuppression of
hosts may favor the multiplication of some microparasites (viruses, bacteria,
rickettsia, fungi, protozoa), thereby increasing disease severity or, alternatively,
reduce the disease-associated immune response to infection, thereby reducing
disease severity.

However, the clearest examples pertain to macroparasites (helminth worms)
which, with the notable exception of Strongyloides spp., do not multiply within
the host. Disease severity is therefore directly correlated with the number of
parasites acquired at the point of infection or subsequently, and in turn this is
frequently associated with climate, which affects both parasite survival and sea-
sonal occurrence.

» Fasciolosis, caused by the Fasciola trematode fluke, is of economic importance to
livestock producers in many parts of the world and also causes disease in humans.
In sheep, severe pathology, including sudden death, results from acute fasciolosis
which occurs after ingestion of more than 2,000 metacercariae (larval flukes) of
Fasciola hepatica at pasture, while milder pathology associated with subacute
and chronic fasciolosis occurs after ingestion of 200—1,000 metacercariae [24].
Acute fasciolosis is therefore most common in places or in years when rainfall
and temperature favor the survival of large numbers of metacercariae.

* Nematodirus battus is a nematode parasite of the intestine of lambs. Eggs
deposited in the feces of one season’s lambs do not hatch straightaway; instead,
they build up on the pasture during summer and remain as eggs over winter, not
hatching until temperatures the following spring exceed 10°C [25]. Once the
mean daily temperature exceeds this threshold the eggs hatch rapidly, leading to
a sharp peak in the number of infective larvae on the pasture. If this coincides
with the new season’s lambs grazing on the pasture, there is likely to be a large
uptake of larvae and severe disease, called nematodiriasis. If, however, there is
a warm spell early in the year, the peak in larvae on pasture may occur while
lambs are still suckling rather than grazing, such that fewer larvae are ingested
and the severity of nematodiriasis is reduced.

Climate Change and Disease

There is a substantial scientific literature on the effects of climate change on health
and disease, but with strong focus on human health and vector-borne disease
[5, 26—42]. By contrast, the effects of climate change on diseases spread by other
means, or animal diseases in general, have received comparatively little attention
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[43-48]. Given the global burden of diseases that are not vector-borne, and the
contribution made by animal diseases to poverty in the developing world [49],
attention to these areas is overdue.

The previous section demonstrates the range of climate influences upon infectious
disease. Such influences are not the sole preserve of vector-borne diseases:
Food-borne, water-borne, and aerosol-transmitted diseases are also affected.
A common feature of non-vector-borne diseases affected by climate is that the
pathogen or parasite spends a period of time outside of the host, subject to environ-
mental influence. Examples include the infective spores of anthrax; FMD viruses in
temperate regions; the Salmonella bacteria that contaminate food products; the
cholera-causing vibrio bacteria in water; and the moisture- and temperature-
dependent survival of the parasites causing schistosomosis and fasciolosis.

By contrast, most diseases transmitted directly between humans (for example,
human childhood viruses, sexually transmitted diseases (STDs), tuberculosis) have
few or no reported associations with climate. This is also the case for animal
infections such as avian influenza, bovine tuberculosis, brucellosis, Newcastle’s
disease of poultry, and rabies. Clear exceptions are the viruses that cause colds and
seasonal flu in humans, and PPR in small ruminants; these viruses are spread by
aerosol between individuals in close contact but are nevertheless sensitive to the
effects of ambient humidity and possibly temperature.

The influence of climate on diseases that are not vector-borne appears to be most
frequently associated with the timing (intra- or interannual) of their occurrence
rather than their spatial distribution. There are examples of such diseases that occur
only in certain parts of the world (for example, PPR) but most occur worldwide. By
contrast, the associations of vector-borne diseases with climate are equally apparent
in time and space, with very few vector-borne diseases being considered a risk
worldwide. This is a reflection of the strong influence of climate on both the spatial
and temporal distributions of intermediate vectors. If there are exceptions to this
rule, the vectors are likely to be lice or fleas, with lives so intimately associated with
humans or animals that they are relatively protected from climate’s influences.

In the scientific literature, many processes have been proposed by which climate
change might affect infectious diseases. These processes range from the clear and
quantifiable to the imprecise and hypothetical. They may affect pathogens directly
or indirectly, the hosts, the vectors (if there is an intermediate host), epidemiologi-
cal dynamics, or the natural environment. A framework for how climate change can
affect the transmission of pathogens between hosts is shown in Fig. 6.1. Only some
of the processes can be expected to apply to any single infectious disease.

Effects on Pathogens

Higher temperatures resulting from climate change may increase the rate of devel-
opment of certain pathogens or parasites that have one or more lifecycle stages
outside their human or animal host. This may shorten generation times and,
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Fig. 6.1 A schematic framework of the effects of climate change on the transmission of diseases
of humans and animals. Climate change can act directly on pathogens in a range of external
substrates, or their vectors and intermediate hosts, thereby affecting the processes of survival,
growth, seasonality, and dispersal. It can also directly affect hosts themselves or the contact rates
between infected and susceptible individuals. Climate change can have indirect effects on disease
transmission via its effects on the natural or anthropogenic environment, and via the genetics of
exposed populations. Environmental, demographic, social, and technical change will also happen
independently of climate change and have as great, or much greater, influence on disease
transmission than climate change itself. The significance of climate change as a driver of disease
will depend on the scale of arrow I, and on the relative scales of arrows 2 and 3

possibly, increase the total number of generations per year, leading to higher
pathogen population sizes [48]. Conversely, some pathogens are sensitive to high
temperature and their survival may decrease with climate warming.

Phenological evidence indicates that spring is arriving earlier in temperate
regions [50]. Lengthening of the warm season may increase or decrease the number
of cycles of infection possible within 1 year for warm or cold-associated diseases
respectively. Arthropod vectors tend to require warm weather so the infection
season of arthropod-borne diseases may extend. Some pathogens and many vectors
experience significant mortality during cold winter conditions; warmer winters may
increase the likelihood of successful overwintering [41, 48].

Pathogens that are sensitive to moist or dry conditions may be affected by
changes to precipitation, soil moisture, and the frequency of floods. Changes to
winds could affect the spread of certain pathogens and vectors.
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Effects on Hosts

A proposed explanation for the tendency for human influenza to occur in winter is
that the human immune system is less competent during that time; attributable to the
effects of reduced exposure to light on melatonin [51] or vitamin D production [52].
The seasonal light/dark cycle will not change with climate change, but one might
hypothesize that changing levels of cloud cover could affect exposure in future.
A second explanation, the tendency for people to congregate indoors during
wintertime, leads to a more credible role for a future influence of climate change.

Mammalian cellular immunity can be suppressed following heightened exposure
to ultraviolet B (UV-B) radiation — an expected outcome of stratospheric ozone
depletion [53, 54]. In particular, there is depression of the number of T helper 1
lymphocytes, cells which stimulate macrophages to attack pathogen-infected cells
and, therefore, the immune response to intracellular pathogens may be particularly
affected. Examples of such intracellular pathogens include many viruses, rickettsia
(such as Cowdria and Anaplasma, the causative agents of heartwater and anaplas-
mosis), Brucella, Listeria monocytogenes and Mycobacterium tuberculosis, the
bacterial agents of brucellosis, listeriosis, and tuberculosis, respectively, and the
protozoan parasites Toxoplasma gondii and Leishmania which cause toxoplasmosis
and visceral leishmanosis (kala-azar), respectively, in humans [55].

A third host-related effect worthy of consideration is genetic resistance to
disease. Some human populations and many animal species have evolved a level
of genetic resistance to some of the diseases to which they are commonly exposed.
Malaria presents a classic example for humans, with a degree of resistance to
infection in African populations obtained from heterozygosity for the sickle-cell
genetic trait. Considering animals, wild mammals in Africa may be infected with
trypanosomes, but rarely show signs of disease; local Zebu cattle breeds, which
have been in the continent for millennia, show some degree of trypanotolerance
(resistance to disease caused by trypanosome infection); by contrast, recently
introduced European cattle breeds are highly susceptible to trypanosomosis.
In stark contrast, African mammals proved highly susceptible to rinderpest which
swept through the continent in the late nineteenth century, and which they had not
previously encountered. It seems unlikely that climate change will directly affect
genetic or immunologic resistance to disease in humans or animals. However,
significant shifts in disease distributions driven by climate change pose a greater
threat than simply the exposure of new populations. Naive populations may, in
some cases, be particularly susceptible to the new diseases facing them.

Certain diseases show a phenomenon called endemic stability. This occurs when
the severity of disease is less in younger than older individuals, when the infection is
common or endemic and when there is life-long immunity after infection. Under
these conditions most infected individuals are young, and experience relatively mild
disease. Counter-intuitively, as endemically stable infections become rarer, a higher
proportion of cases are in older individuals (it takes longer, on average, to acquire
infection) and the number of cases of severe disease rises. Certain tick-borne
diseases of livestock in Africa, such as anaplasmosis, babesiosis, and cowdriosis,
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show a degree of endemic stability [56], and it has been proposed to occur for some
human diseases like malaria [S7]. If climate change drives such diseases to new
areas, nonimmune individuals of all ages in these regions will be newly exposed, and
outbreaks of severe disease could follow.

Effects on Vectors

Much has already been written about the effects of climate change on invertebrate
disease vectors. Indeed, this issue, especially the effects on mosquito vectors, has
dominated the debate so far. It is interesting to bear in mind, however, that
mosquitoes are less significant as vectors of animal disease than they are of human
disease (Table 6.1). Mosquitoes primarily, and secondarily lice, fleas, and ticks,
transmit between them a significant proportion of important human infections. By
contrast, biting midges, brachyceran flies (e.g., tabanids, muscids, myiasis flies,
hippoboscids), ticks, and mosquitoes (and, in Africa, tsetse) all dominate as vectors
of livestock disease. Therefore, a balanced debate on the effects of climate change on
human and animal disease must consider a broad range of vectors.

There are several processes by which climate change might affect disease vectors.
First, temperature and moisture frequently impose limits on their distribution. Often,
low temperatures are limiting because of high winter mortality, or high temperatures
because they involve excessive moisture loss. Therefore, cooler regions which were
previously too cold for certain vectors may begin to allow them to flourish with
climate change. Warmer regions could become even warmer and yet remain
permissive for vectors if there is also increased precipitation or humidity. Con-
versely, these regions may become less conducive to vectors if moisture levels
remain unchanged or decrease, with concomitant increase in moisture stress.

For any specific vector, however, the true outcome of climate change will be
significantly more complex than that outlined above. Even with a decrease in future
moisture levels, some vectors, such as certain species of mosquito, could become more
abundant, at least in the vicinity of people and livestock, if the response to warming
is more water storage and, thereby, the creation of new breeding sites. One of the
most important vectors of the emerging Chikungunya virus (and to a lesser extent
dengue virus) is the Asian tiger mosquito (Aedes albopictus) which is a container
breeder and therefore thrives where humans store water. Equally, some vectors may
be relatively insensitive to direct effects of climate change, such as muscids which
breed in organic matter or debris, and myiasis flies which breed in hosts’ skin.

Changes to temperature and moisture will also lead to increases or decreases in
the abundance of many disease vectors. This may also result from a change in the
frequency of extreme weather events such as ENSO. Outbreaks of several biting
midge and mosquito-borne diseases, for example, have been linked to the
occurrence of ENSO [18, 22, 59-62] and mediated, at least in part, by increase
in the vector population size in response to heavy rainfall, or rainfall
succeeding drought, that ENSO sometimes brings [18, 22]. Greater intra- or
interannual variation in rainfall, linked or unlinked to ENSO, may lead to
an increase in the frequency or scale of outbreaks of such diseases.
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Table 6.1 The major diseases transmitted by arthropod vectors to humans and livestock (Adapted

from [58])

Vector

Diseases of humans

Diseases of livestock

Phthiraptera (Lice)

Reduvidae (Assassin bugs)
Siphonaptera (Fleas)

Psychodidae (Sand flies)

Culicidae (Mosquitoes)

Simulidae (Black flies)
Ceratopogonidae

(Biting midges)

Glossinidae (Tsetse flies)
Tabanidae (Horse flies)

Muscidae (Muscid flies)

Muscoidae, Oestroidae
(Myiasis-causing flies)

Hippoboscoidae (Louse
flies, keds)
Acari (Mites)

Ixodidae (Hard ticks)
Argasidae (Soft ticks)

Epidemic typhus

Trench fever

Louse-borne relapsing fever

Chagas’ disease

Plague

Murine typhus

Q fever

Tularaemia

Leishmanosis

Sand fly fever

Malaria

Dengue

Yellow fever

West Nile

Filiariasis

Encephalitides (WEE, EEE,
VEE, Japanese encephalitis,
Saint Louis encephalitis)

Rift Valley fever

Onchocercosis

Trypanosomosis
Loiasis

Shigella
E. coli

Bot flies

Chiggers

Scrub typhus
(tsutsugamushi)

Scabies

Human babesiosis

Tick-borne encephalitis

Tick fevers

Ehrlichiosis

Q fever

Lyme disease

Myxomatosis

Canine leishmanosis
Vesicular stomatitis
West Nile fever
Encephalitides

Rift Valley fever

Equine infectious anemia

Leucocytozoon (birds)
Vesicular stomatitis
Bluetongue

African horse sickness
Akabane

Bovine ephemeral fever
Trypanosomosis

Surra

Equine infectious anemia
Trypanosoma vivax
Mastitis

Summer mastitis
Pink-eye (IBK)
Screwworm

Blow fly strike

Fleece rot

Numerous protozoa

Mange
Scab
Scrapie?

Babesiosis

East coast fever (Theileriosis)
Louping ill

African Swine Fever
Ehrlichiosis

Q fever

(continued)
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Table 6.1 (continued)

Vector Diseases of humans Diseases of livestock
Tick-borne relapsing fever Heartwater
Tularaemia Anaplasmosis
Borreliosis
Tularaemia

The ability of some insect vectors to become or remain infected with pathogens
(their vector competence) varies with temperature [63, 64]. In addition to this effect
on vector competence, an increase in temperature may alter the balance between the
lifespan of an infected vector, its frequency of feeding, and the time necessary for
the maturation of the pathogen within it. This balance is critical, as a key compo-
nent of the risk of transmission of a vector-borne disease is the number of blood
meals taken by a vector between the time it becomes infectious and its death [65].
Accordingly, rising ambient temperature can increase the risk of pathogen trans-
mission by shortening the time until infectiousness in the vector and increasing its
feeding frequency at a faster rate than it shortens the vector’s lifespan, such that the
number of feeds taken by an infectious vector increases. However, at even higher
temperatures this can reverse [66] such that the number of infectious feeds then
decreases relative to that possible at lower temperatures. This point is extremely
important, as it means that the risk of transmission of vector-borne pathogens does
not uniformly increase with rising temperature, but that it can become too hot and
transmission rates decrease. This effect will be most important for short-lived
vectors such as biting midges and mosquitoes [30].

Lastly, there may be important effects of climate change on vector dispersal,
particularly if there is a change in wind patterns. Wind movements have been
associated with the spread of epidemics of many Culicoides- and mosquito-borne
diseases [67-72].

Effects on Epidemiological Dynamics

Climate change may alter transmission rates between hosts by affecting the survival
of the pathogen or the intermediate vector, but also by other, indirect, forces that
may be hard to predict with accuracy. Climate change may influence human
demography, housing, or movement or be one of the forces that leads to changes
in future patterns of international trade, local animal transportation, and farm size.
All of these can alter the chances of an infected human or animal coming into
contact with a susceptible one. For example, a series of droughts in East Africa
between 1993 and 1997 resulted in pastoral communities moving their cattle to
graze in areas normally reserved for wildlife. This resulted in cattle infected with
a mild lineage of rinderpest transmitting disease both to other cattle and to suscep-
tible wildlife, causing severe disease, for example, in buffalo, lesser kudu, and
impala, and devastating certain populations [73].
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Indirect Effects

No disease or vector distribution can be fully understood in terms of climate only. The
supply of suitable hosts, the effects of co-infection or immunological cross-protection,
the presence of other insects competing for the same food sources or breeding sites as
vectors [74], and parasites and predators of vectors themselves, could have important
effects [48]. Climate change may affect the abundance or distribution of hosts or the
competitors/predators/parasites of vectors and influence patterns of disease in ways
that cannot be predicted from the direct effects of climate change alone.

Equally, it has been argued that climate change-related disturbances of ecologi-
cal relationships, driven perhaps by agricultural changes, deforestation, the con-
struction of dams, and losses of biodiversity, could give rise to new mixtures of
different species, thereby exposing hosts to novel pathogens and vectors and
causing the emergence of new diseases [40]. A possible “example in progress” is
the reemergence in the UK of bovine tuberculosis, for which the badger (Meles
meles) is believed to be a carrier of the causative agent, Mycobacterium bovis. Farm
landscape, such as the density of linear features like hedgerows, is a risk factor for
the disease, affecting the rate of contact between cattle and badger [75]. Climate
change will be a force for modifying future landscapes and habitats, with indirect and
largely unpredictable effects on diseases.

Other Drivers of Disease

The future disease burden of humans and animals will depend not only on climate
change and its direct and indirect effects on disease, but also on how other drivers of
disease change over time. Even for diseases with established climate links, it may
be the case that in most instances these other drivers will prove to be more
important than climate. A survey of 335 events of human disease emergence
between 1940 and 2004 classified the underlying causes into 12 categories [2].
One of these, “climate and weather,” was only listed as the cause of ten emergence
events. Six of these were non-cholera Vibrio bacteria which cause poisoning via
shellfish or exposure to contaminated seawater; the remaining four were a fungal
infection and three mosquito-borne viruses. The other 11 categories included, how-
ever, “land use changes” and “agricultural industry changes,” with 36 and 31 disease
emergence events, respectively, and both may be affected by climate change. The
causes of the remaining 77% of disease emergence events — “antimicrobial agent
use,” “international travel and commerce,” “human demography and behavior,”
“human susceptibility to infection,” “medical industry change,” “war and famine,”
“food industry changes,” “breakdown of public health,” and “bushmeat” — would be
expected to be either less or not influenced by climate change. Hence, climate
change’s indirect effects on human or animal disease may exceed its direct effects,
while drivers unsusceptible to climate change may be more important still at deter-
mining our disease future.

EEINT3
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Climate Change and Disease in Wildlife

Wildlife disease is important for different reasons to those which make disease in
humans and domestic animals important. It has the potential for endangerment of
wildlife and can be a source of zoonoses and livestock disease.

Wildlife Disease as a Cause of Endangerment

Disease in wild populations may limit or cause extreme fluctuations in population
size [76] and reduce the chances of survival of endangered or threatened species
[77]. Indeed, disease can be the primary cause of extinction in animals or be
a significant contributory factor toward it. For example:

¢ The Christmas Island rat, Rattus macleari, is believed to have been extinct by
1904. There is molecular evidence that this was caused by introduction of
murine trypanosomes apparently brought to the island by black rats introduced
shortly before 1904 [78].

e Similarly, the last known Po’o-uli bird (Melamprosops phaeosoma) in Hawaii
died from avian malaria brought by introduced mosquitoes [79].

¢ Canine Distemper in the Ethiopian Wolf (Canis simensis) has brought about its
decline [80].

e Devil facial tumor disease, an aggressive nonviral transmissible parasitic
cancer, continues to threaten Tasmanian Devil (Sarcophilus harrisii)
populations [81].

¢ The white nose fungus Geomyces destructans is decimating bat populations in
Northeastern US states and is currently spreading in Europe [82]. This is
perhaps the most recent emergence of a disease of concern to wildlife
endangerment.

Although disease can cause endangerment and extinction, its importance rela-
tive to other causes is uncertain. A review of the causes of endangerment and
extinction in the International Union for Conservation of Nature (IUCN) red list of
plant and animal species found that disease was implicated in a total of 254 cases,
some 7% of the total examined [83]. Although the other factors may be more
important overall, disease remains an important cause of endangerment and extinc-
tion for certain animal groups. A contender for the single issue of greatest current
conservation concern is the epidemic of the chytrid fungus Batrachochytrium
dendrobatidis in amphibians. With a broad host range and high mortality, this
pathogen is likely to be wholly or partly responsible for all recent amphibian
extinction events, which, remarkably, comprise 29% of all extinctions attributable
to disease since the year 1500 [77].
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Wildlife Disease as a Source of Infections for Humans
and Livestock

Many diseases of wildlife frequently cross the species barrier to infect humans or
domestic animals [84, 85]. Closely related organisms often share diseases.
A particular risk to humans is presented by diseases of primates: The human
immunodeficiency viruses (HIV) that cause AIDS originated as simian immunode-
ficiency viruses in African monkeys and apes. Humans acquire or have acquired
many other pathogens from mammals other than primates, especially those that
humans choose to live close to (livestock, dogs, cats), or that choose to live close to
us (rodents, bats) [86]. In addition, there are examples of human infections shared
with birds (e.g., avian influenza), and reptiles and fishes (e.g., Salmonella spp.).
Insects are frequent carriers of pathogens between vertebrate hosts, and there may
even be a pathogen transmissible from plants to humans [87].

Wildlife populations are the primary source of emerging infectious diseases in
humans. A search of the scientific literature published between 1940 and 2004
attempted to quantify the causes of disease introductions into human populations
and found that about 72% were introduced from wildlife [2].

How Climate Change Can Influence Wildlife Disease

The effects of climate change on wildlife disease are important when the changes
produced lead to increased risk of endangerment or extinction of the wildlife, or
increased transmission risk to humans or domestic animals.

Climate change can increase the threat of endangerment or extinction, via
reduction in population size of the wildlife host (by altering habitats, for example),
or increase in pathogen range or virulence, such that the persistence of a host
population is at risk, and climate change can increase the risk of disease emergence
and spread to humans or livestock via change to the distribution of wildlife hosts,
such that encroachment on human or livestock populations is favored.

Changes in species’ distribution may arise directly under climate change as
aresult of an organism’s requirement for particular climatic conditions or indirectly
via ecological interactions with other species which are themselves affected.
Climate change can cause the appearance of new assemblages of species and the
disappearance of old communities [88], which can create new disease transmission
opportunities or end existing ones.

Climatic factors potentially affecting wildlife disease transmission more directly
include the growth rate of the pathogen in the environment or in a cold-blooded
(ectothermic) wildlife host (e.g., fish, amphibian, reptile). Therefore, effects which
are more marked in wildlife disease in comparison to human or livestock disease
include the occurrence of ectothermic hosts, and also the vast range of potential
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vectors that may transmit disease. It is therefore more difficult to generalize about
the effects of climate change on wildlife.

In colder climates, the parasite that causes the most severe form of human
malaria, Plasmodium falciparum does not develop rapidly enough in its mosquito
vectors for there to be sufficient transmission to maintain the parasite. Avian
malaria (Plasmodium relictum) exhibits an elevational gradient due mainly to
temperature and is subject to similar constraints [89].

An example of a wildlife pathogen constrained due to its dependence on
environmental transmission is anthrax. Infective spores of anthrax bacilli can lie
dormant in soils for decades, becoming dangerous when climatic conditions,
particularly precipitation, favor it. It is well established that when a host population
size is reduced, the pool of susceptible individuals may be too small for pathogen
survival. This effect is particularly acute for host-specific diseases, such as the
transmissible cancer of Tasmanian devils, Sarcophilus harrisii, DFTD or Devil
facial tumor disease (discussed in [81]); at low host population sizes, DFTD may
become extinct. By contrast, diseases with a broad host range may threaten individ-
ual species down to the last individual. As anthrax has both a broad host range and
can lie dormant in the environment, it is a particular threat for species with very low
numbers, and is currently a conservation consideration for many species. For
example the Javan rhinoceros population is down to fewer than 60 individuals
and identified as a priority for conservation (an “EDGE” species) because of its
uniqueness and scarcity [90].

Climate change may have particular impact on marine animals, because of the
preponderance of ectothermic animals in the sea, the multiple ways in which climate
change is predicted to affect the marine environment, and the multiple stresses that
marine organisms and ecosystems are already experiencing due to anthropogenic
influence. Disease is an important part of this impact. For example, warming of the
Pacific in the range of the oyster Crassostrea virginica caused range expansion of
the protozoan parasite Perkinsus marinus probably due to a combination of
increased overwinter survival, greater summer proliferation, and increased host
density [91]. Coral reefs are also sensitive to at least 12 potential factors associated
with climate change: [92] CO, concentration, sea surface temperature, sea level,
storm intensity, storm frequency, storm track, wave climate, run off, seasonality,
overland rainfall, and ocean and air circulation [92]. Although these factors might
not all increase levels of disease, the synergism between disease, climate, and other
stressors might lead to accelerating degradation of the coral reef habitat.

From a geographic perspective, there is evidence that the greatest change in
ecosystems attributable to climate change is likely to be in the tropics; the second
being the arctic [88]. The impacts of this change on wildlife disease and its
consequences may be particularly great in these two regions, and there is evidence
that it is already occurring. The tropics have the most species in imminent danger of
extinction [93] while tropical coral reefs comprise much of the biodiversity of the
oceans. In addition to extinction risks, tropical forests may also pose a zoonosis
risk. An increase in animal-human interaction is likely in tropical forests, which
have a diverse fauna subject to increasing human encroachment.
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With regard to the Arctic, a model of the effect of global warming on
a protostrongylid lung-dwelling nematode Umingmakstrongylus pallikuukensis, in
Canadian Arctic muskoxen Ovibos moschatus, found that warming was likely to
significantly influence infection, making the muskoxen more susceptible to preda-
tion [94]. Muskoxen were also subject to climate-influenced outbreaks of fatal
pneumonia [95]. Indeed, the combination of climate change’s effects on pathogen
survival and transmission, and the stress to host species from changing environ-
mental conditions, may have serious impact on arctic populations of fish,
muskoxen, sheep, and others [96].

Dependency of Disease on Climate: The Example
of Chytridiomycosis in Amphibians

In wildlife epidemiology, the host may be of equal importance to the pathogen and
vector when considering the impact of climate, as wildlife may be impacted by
climate in more diverse ways than humans or domestic animals, and are subject to
much reduced human mitigation of those impacts. The importance of climate in
Batrachochytrium dendrobatidis epidemiology, the cause of chytridiomycosis, and
numerous amphibian extinctions is fiercely debated. Although the pathogen B.
dendrobatidis is neither vector-borne nor has a prolonged environmental phase, it
is affected by temperature because the environment of its ectothermic hosts is not
kept constant when external temperature varies. It belongs to a basal group within
the fungi and has a brief motile zoospore stage for dispersal, followed by the
penetration of the outer layers of amphibian skin and asexual intracellular
multiplication [97]. Its growth is limited by warmer temperatures, perhaps because
amphibians shed their outer layers of skin more frequently in warmer temperatures
[97]. Pounds et al. [98] were the first to make a connection between climate and B.
dendrobatidis-mediated amphibian extinctions, reporting spatiotemporal
associations between warming and last year of detection of frog species. The
development rate of the B. dendrobatidis fungus depends on summer temperature
[99], and its survival is dependent on winter freezing [100]. The fungus appears to
cause more mortality in mountainous regions [101], yet may be limited at the upper
extremes of altitude. Climate may also affect the impact of the disease due to host
factors. The habitat of the golden toad Bufo periglenes in 1987, the last year of its
existence, was much reduced due to an especially dry summer. This may have
caused crowded conditions in the remaining ponds, facilitating the spread of
chytridiomycosis [102].

In addition, climate may affect mortality associated with the disease. The
mortality of frogs exposed to B. dendrobatidis spores as adults has been shown to
be dependent on the condition of the frogs [103]. In a changing climate where
amphibians are shifting their ranges into suboptimal areas, hosts are likely to be
more susceptible to the damaging effects of B. dendrobatidis infection.
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On the other hand, it has been argued that climate is not important in B.
dendrobatidis outbreaks [104]. The authors contrast the climate-linked epidemic
hypothesis with the hypothesis that disease outbreaks occur largely due to intro-
duction into unexposed, naive populations, and describe spatiotemporal “waves” of
declines across Central America as evidence that it is disease introduction (and not
climatic variables) causing declines.

Evidence of Climate Change’s Impact on Disease

Climate warming has already occurred in recent decades. If diseases are sensitive to
such warming, then one might expect a number of diseases to have responded by
changing their distribution, frequency, or intensity. A major difficulty, however, is
the attribution of any observed changes in disease occurrence to climate change
because, as shown above, other disease drivers also change over time. It has been
argued that the minimum standard for attribution to climate change is that there
must be known biological sensitivity of a disease or vector to climate, and that the
change in disease or vector (change in seasonal cycle, latitudinal or altitudinal
shifts) should be statistically associated with observed change in climate [28]. This
has been rephrased as the need for there to be change in both disease/vector and
climate at the same time, in the same place, and in the “right” direction [105]. Given
these criteria, few diseases make the standard: Indeed, only a decade ago one group
concluded that the literature lacks strong evidence for an impact of climate change
on even a single vector-borne disease, let alone other diseases.

This situation has changed. One disease in particular, bluetongue, has emerged
dramatically in Europe over the last decade and this emergence can be attributed to
recent climate change in the region. It satisfies the right time, right place, right
direction criterion [64], but in fact reaches a far higher standard: A model for the
disease, with variability in time driven only by variation in climate, produces
quantitative estimates of risk which fit closely with the disease’s recent emergence
in both space and time.

Bluetongue

Bluetongue is a viral disease of sheep and cattle. It originated in Africa, where wild
ruminants act as natural hosts for the virus, and where a species of biting midge,
Culicoides imicola, is the major vector [106]. During the twentieth century blue-
tongue spread out of Africa into other, warm parts of the world, becoming endemic
in the Americas, southern Asia, and Australasia; in most of these places, indigenous
Culicoides became the vectors. Bluetongue also occurred very infrequently in the
far extremes of southern Europe: once in the southwest (southern Spain and
Portugal, 1955-1960), and every 20-30 years in the southeast (Cyprus, 1924,
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1943-46); Cyprus and Greek islands close to Turkey (1977—-1978); the presence of
C. imicola was confirmed in both areas and this species was believed to be the
responsible vector. Twenty years after this last 1977-1978 outbreak, in 1998
bluetongue once again reappeared in southeastern Europe [107]. Subsequent
events, however, are unprecedented.

Between 1998 and 2008 bluetongue accounted for the deaths of more than one
million sheep in Europe — by far the longest and largest outbreak on record.
Bluetongue has occurred in many countries or regions that have never previously
reported this disease or its close relatives. There have been at least two key
developments. First, C. imicola has spread dramatically, now occurring over
much of southern Europe and even mainland France. Second, indigenous European
Culicoides species have transmitted the virus. This was first detected in the Balkans
where bluetongue occurred but no C. imicola could be found [108]. In 2006,
however, bluetongue was detected in northern Europe (The Netherlands) from
where it spread to neighboring countries, the UK and even Scandinavia. The scale
of this outbreak has been huge, yet the affected countries are far to the north of any
known C. imicola territory [109].

Recently, the outputs of new, observation based, high spatial resolution (25 km)
European climate data, from 1960 to 2006 have been integrated within a model for
the risk of bluetongue transmission, defined by the basic reproduction ratio Ry
[110]. In this model, temporal variation in transmission risk is derived from the
influence of climate (mainly temperature and rainfall) on the abundance of
the vector species, and from the influence of temperature alone on the ability of
the vectors to transmit the causative virus. As described earlier, this arises from the
balance between vector longevity, vector feeding frequency, and the time required
for the vector to become infectious. Spatial variation in transmission risk is derived
from these same climate-driven influences and, additionally, differing densities of
sheep and cattle. This integrated model successfully reproduces many aspects of
bluetongue’s distribution and occurrence, both past and present, in Western Europe,
including its emergence in northwest Europe in 2006. The model gives this specific
year the highest positive anomaly (relative to the long-term average) for the risk of
bluetongue transmission since at least 1960, but suggests that other years were also
at much higher-than-average risk. The model suggests that the risk of bluetongue
transmission increased rapidly in southern Europe in the 1980s and in northern
Europe in the 1990s and 2000s.

These results indicate that climate variability in space and time are sufficient to
explain many aspects of bluetongue’s recent past in Europe and provide the
strongest evidence to date that this disease’s emergence is, indeed, attributable to
changes in climate. What then of the future? The same model was driven forward to
2050 using simulated climate data from regional climate models. The risk of
bluetongue transmission in northwestern Europe is projected to continue increasing
up to at least 2050 (Fig. 6.2). Given the continued presence of susceptible ruminant
host populations, the models suggest that by 2050, transmission risk will have
increased by 30% in northwest Europe relative to the 1961-1999 mean. The risk
is also projected to increase in southwest Europe, but in this case only by 10%
relative to the 1961-1999 mean.
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Fig. 6.2 Projections of the effect of climate change on the future risk of transmission of
bluetongue in northern Europe. The y-axis shows relative anomalies (%) with respect to the
1961-1999 time period for the risk of bluetongue transmission, during August-October in north-
west Europe, as defined by the basic reproductive ratio, Ry. Ry was estimated from climate
observations (OBS — thick black line), and an ensemble of 11 future climate projections
(SimA1B), for which the dashed line presents the mean and the grey envelope the spread
(Adapted from [110])

The matching of observed change in bluetongue with quantitative predictions of
a climate-driven disease model provides evidence for the influence of climate
change far stronger than the “same place, same time, right direction™ criterion
described earlier. Indeed, it probably makes bluetongue the most convincing example
of a disease that is responding to climate change. In this respect, bluetongue differs
remarkably from another vector-borne disease, malaria.

Malaria

Some 3.2 billion people live with the risk of malaria transmission, between 350 and
500 million clinical episodes of malaria occur each year and the disease kills at least
one million people annually [111]. Of these, each year about 12 million cases and
155,000-310,000 deaths are in epidemic areas [112]. Interannual climate variability
primarily drives the timing of these epidemics.

Malaria is caused by Plasmodium spp. parasites. Part of the parasite’s life cycle
takes place within anopheline mosquitoes while the remainder of the life cycle
occurs within the human host. The parasite and mosquito life cycles are affected by
weather and climate (mainly rain, temperature, and humidity), allowing models of
the risk of malaria transmission to be driven by seasonal forecasts from ensemble
prediction systems [113], thereby permitting forecasts of potential malaria
outbreaks with lead times of up to 4—6 months [114, 115].

Among scientists there are contrasting views about the overall importance of
climate on the transmission of malaria, and therefore on the importance of future
climate change. Some argue that climate variability or change is the primary actor
in any changing transmission pattern of malaria, while others suggest that any
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changing patterns today or in the foreseeable future are due to non-climate factors
[35, 116, 117].

A key insight is that while global temperatures have risen, there has been a net
reduction in malaria in the tropics over the last 100 years and temperature or rainfall
change observed so far cannot explain this reduction [118]. Malaria has moved
from being climate sensitive (an increasing relationship between ambient tempera-
ture and the extent of malaria transmission) in the days before disease interventions
were widely available to a situation today where regions with malaria transmission
are warmer than those without, but within the malaria-affected region, warmer
temperatures no longer mean more disease transmission. Instead, other variables
affecting malaria, such as good housing, the running of malaria control schemes, or
ready access to affordable prophylaxis, now play a greater role than temperature in
determining whether there are higher or lower amounts of transmission. This would
suggest that the importance of climate change in discussions of future patterns of
malaria transmission is likely to have been significantly overplayed.

What is clearly recognized, by all sides in the malaria and climate debate, is that
mosquitoes need water to lay their eggs in, and for larval development, and that adult
mosquitoes need to live long enough in an environment with high humidity and with
sufficiently high temperature for transmission to be possible to the human host.
Hence, while the spatial distribution of higher versus lower degrees of malaria
transmission appears to have become, in a sense, divorced from ambient temperature,
it seems likely that the weather plays as important a role as ever in determining when
seasonal transmission will start and end. Climate change may therefore still have
a role to play in malaria: not so much affecting where it occurs but, via changing
rainfall patterns and mosquito numbers, when or for how long people are most at risk.

Malaria has only recently become confined to the developing world and tropics.
It is less than 40 years since malaria was eradicated in Europe and the United States;
and the 15°C July isotherm was the northern limit until the mid nineteenth century
[119]. Changes in land use and increased living standards, in particular, acted to
reduce exposure to the mosquito vector in these temperate zones, leading ultimately
to the final removal of the disease. In the UK, a proportion of the reduction has been
attributed to increasing cattle numbers and the removal of marshland [120]. In
Finland, changes in family size, improvements in housing, changes in farming
practices, and the movement of farmsteads out of villages lead to the disappearance
of malaria [121], where it had formerly been transmitted indoors in winter. While
future increases in temperature may, theoretically, lead to an increased risk of
malaria transmission in colder climes than at present [120, 122], the much-altered
physical and natural environment may preclude this risk increasing to a level that
merits concern. Once again, a more important future driver of malaria risk, in the
UK at least, may be the pressure to return some of our landscape to its former state,
such as the reflooding of previously drained marshland.
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Future Directions

Climate change is widely considered to be a major threat to human and animal
health, and the viability of certain endangered species, via its effects on infectious
diseases. How realistic is this threat? Will most diseases respond to climate change,
or just a few? Will there be a net increase in disease burden or might as many
diseases decline in impact as increase?

The answers to these questions are important, as they could provide
opportunities to mitigate against new disease threats, or may provide the knowl-
edge-base required for policy makers to take necessary action to combat climate
change itself. However, both the methodology to accurately predict climate
change’s effects on diseases and, in most cases, the data to apply the methodology
to a sufficiently wide-range of pathogens is currently lacking.

The majority of pathogens, particularly those not reliant on intermediate hosts or
arthropod vectors for transmission, either do occur, or have the potential to occur, in
most parts of the world already. Climate change has the capacity to affect the
frequency or scale of outbreaks of these diseases: Good examples would be the
frequency of food poisoning events from the consumption of meat (such as salmo-
nellosis) or shellfish (caused by Vibrio bacteria).

Vector-borne diseases are usually constrained in space by the climatic needs of
their vectors, and such diseases are therefore the prime examples of where climate
change might be expected to cause distributional shifts. Warmer temperatures
usually favor the spread of vectors to previously colder environments, thereby
exposing possibly naive populations to new diseases.

However, altered rainfall distributions have an important role to play. Many
pathogens or parasites, such as those of anthrax, haemonchosis, and numerous
vector-borne diseases, may in some regions be subject to opposing forces of higher
temperatures promoting pathogen or vector development, and increased summer
dryness leading to more pathogen or vector mortality. Theoretically, increased
dryness could lead to a declining risk of certain diseases. A good example is
fasciolosis, where the lymnaeid snail hosts of the Fasciola trematode are particu-
larly dependent on moisture. Less summer rainfall and reduced soil moisture may
reduce the permissiveness of some parts of the UK for this disease. The snail and
the free-living fluke stages are, nevertheless, also favored by warmer temperatures
and, in practice, current evidence is that fasciolosis is spreading in the UK [123].

One way to predict the future for disease in a specific country is to learn from
countries that, today, are projected to have that country’s future climate [37, 39].
At least some of the complexity behind the multivariate nature of disease
distributions should have precipitated out into the panel of diseases that these
countries currently face.

For example, in broad terms, the UK’s climate is predicted to get warmer, with
drier summers and wetter winters, becoming therefore increasingly “mediterranean.”
It would seem reasonable, therefore, to predict that the UK of the future might
experience diseases currently present in, or that occur periodically in, southern
Europe. For humans, the best example would be leishmanosis (cutaneous and
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visceral) [124], while for animals, examples include West Nile fever [125],
Culicoides imicola—transmitted bluetongue and African horse sickness [41], and
canine leishmanosis [126]. The phlebotomid sandfly vectors of the latter do not
currently occur in the UK, but they are found widely in southern continental Europe,
including France, with recent reports of their detection in Belgium [127]. The spread
of the Asian tiger mosquito into Europe and the recent transmission in Europe of both
dengue fever [128] and Chikungunya [129] by this vector are further cause for alarm.

However, the contrasting examples of bluetongue and malaria — one spreading
because of climate change and one retreating despite it — show that considerations
which focus entirely on climate may well turn out to be false. Why are these two
diseases, both vector-borne and subject to the similar epidemiological processes and
temperature dependencies, so different with respect to climate change? The answer
lies in the relative importance of other disease drivers. For bluetongue, it is difficult to
envisage epidemiologically relevant drivers of disease transmission, other than
climate, that have changed significantly over the time period of the disease’s emer-
gence [64]. Life on the farm for the midges that spread bluetongue is probably not
dramatically different today from the life they enjoyed 30 years ago. Admittedly,
changes in the trade of animals or other goods may have been important drivers of the
increased risk of introduction of the causative viruses into Europe, but after introduc-
tion, climate change may be the most important driver of increased risk of spread.

For malaria, change in drivers other than climate, such as land use and housing,
the availability of prophylaxis, insecticides and, nowadays, insecticide-treated bed
nets, have played far more dominant roles in reducing malaria occurrence than
climate change may have played in increasing it. Two key reasons, then, for the
difference between the two diseases are, first, that life for the human hosts of
malaria has changed more rapidly than that of the ruminant hosts of bluetongue,
and second, the human cost of malaria was so great that interventions were
developed; while the (previously small) economic burden of bluetongue did not
warrant such effort and our ability to combat the disease 5 years ago was not very
different from that of 50 years before. The very recent advent of novel inactivated
vaccines for bluetongue may now be changing this situation.

This entry began by asking whether climate change will affect most diseases or
just a few. The examples of malaria and bluetongue demonstrate that a better
question may be as follows: Of those diseases that are sensitive to climate change,
how many are relatively free from the effects of other disease drivers such that the
pressures brought by a changing climate can be turned into outcomes?
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Chapter 7

Infectious Diseases, Vibrational Spectroscopic
Approaches to Rapid Diagnostics

Jeremy D. Driskell and Ralph A. Tripp

Glossary

Chemometrics

Fourier-transform infrared
spectroscopy (FTIR)

Infrared spectroscopy

Polymerase chain
reaction (PCR)
Raman spectroscopy

Surface-enhanced Raman
spectroscopy (SERS)
Vibrational (molecular)
spectroscopy

A term to describe the use of multivariate statistics
used to extract chemical information.

A specific technique for acquiring IR absorption spec-
tra in which all wavelengths are simultaneously
measured.

An absorption-based vibrational spectroscopic tech-
nique which primarily probes non-polar bonds.

An enzymatic method for amplifying a specific
nucleic acid sequence.

A scattering vibrational spectroscopic technique
which primarily probes polar bonds.

A technique used to amplify Raman scattered signal
via adsorption to a nanometer-scale metallic surface.
A general term for the use of light to probe vibrations
in a sample as a means of determining chemical
composition and structure.
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Definition of the Subject and Its Importance

Importance of Rapid Diagnosis of Infectious Diseases

Infectious diseases are a major burden on human health with the World Health
Organization (WHO) reporting that infectious diseases are responsible for one in
ten deaths in the world’s richest nations. The impact of infectious diseases is even
greater in poorer regions of the world where six of every ten deaths are caused by
a spectrum of infectious diseases that include bacteria, viruses, parasites and fungi.
These infectious agents can further be described as classical pathogens, e.g.,
tuberculosis and malaria, seasonal epidemics, e.g., influenza and rhinoviruses,
emerging infectious disease, e.g., highly pathogenic avian influenza and
hemorrhagic fevers, or global pandemics such as the most recent outbreak of
novel HINT influenza virus. Central to the management of each of these diseases
are diagnostics. Early and rapid detection of an infectious agent is not only
imperative to prevent the spread of disease, but it is also an essential first step to
identify appropriate therapeutics that target the disease, as well as to overcome
inappropriate administration of ineffective drugs that may drastically lead to drug-
resistant pathogens such as methicillin-resistant Staphylococcus aureus (MRSA).
This is just a succinct example which highlights the importance of diagnostic
testing; however, the sections that follow discuss the current status of diagnostics
and introduce an emerging approach to diagnostics based on vibrational spectros-
copy which has tremendous potential to significantly advance the field.

Introduction

Classical Culture-Based Diagnostics

Despite the importance of diagnostic tests for infectious diseases, relatively few
technological advances have supplanted classical microbiological approaches, e.g.,
in vitro culture, as a diagnostic standard. Clinical laboratories routinely rely on
selective and chromogenic growth media to identify bacterial agents. For example,
an o —chromogenic medium, which includes two substrates, has been developed to
selectively isolate Salmonella spp. with 100% sensitivity and 90.5% specificity [1].
More recently chromogenic media have been developed to identify Staphylococcus
aureus and distinguish methicillin-resistant strains (MRSA) [2, 3]. Culture-based
diagnostics provide a method for definitive identification of many bacteria, and the
tests are relatively inexpensive; however, the identification process has generally
low throughput and substantial time is required for diagnostics. Typically, culture
requires 24—72 h to allow the bacteria to grow while slow-growing organisms such
as mycobacteria require substantially longer (6-12 week) incubation times.
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Obviously, this is not ideal as the time frame can delay patient treatment. It should
also be noted that not all pathogens can be cultured in a laboratory environment,
thus the technique cannot be universally applied. There are several additional
drawbacks of culture-based diagnostic methods including the requirement for
species specific reagents, appropriate culture and storage environments, and labor
intensive procedures.

Antibody-Based Diagnostics

Antigen detection and serology are common approaches used in clinical
laboratories as alternative or complementary tools to culture-based detection.
Common to both of these methods is the use of antibodies either to directly label
and detect the antigen or to capture the host response, e.g., antibody responses to
infection. Typically, an enzyme-linked immunosorbent assay (ELISA) is employed
for antigen detection in diagnostic laboratories. As a first step, ELISA requires an
unknown amount of antigen in a sample to be specifically, via a capture antibody in
a sandwich assay format, or nonspecifically, via adsorption, immobilized to a solid
phase such as a microtiter plate. After removing excess antigen, a known amount of
detection antibody specific to the pathogen is then introduced to bind any
immobilized antigen. The detection antibody is either directly labeled with an
enzyme, or in an additional step, detected with an enzyme-labeled secondary
antibody. After removal of excess reagent, a substrate is introduced to react with
the enzyme producing a quantifiable color change. A slight modification of this
approach replaces the enzyme with a fluorophor for fluorescence-based readout,
eliminating the final substrate incubation step. A similar approach is taken for
ELISA-based serological assays in which a known amount of purified antigen is
immobilized onto the solid phase and incubated with serum to detect the presence of
antibodies. While the procedure requires multitudinous steps, reagents, and substan-
tial labor, ELISA is considered rapid relative to culture-based diagnostics as in many
cases the assay can be completed within several hours. ELISA-based assays continue
to be an integral part of laboratory diagnostics, but in their original form they are
limited to the laboratory.

Lateral flow immunoassays, also called dipstick assays, immunochroma-
tography, sol particle immunoassays, or rapid diagnostic tests, have been developed
to overcome many limitations of ELISAs by eliminating the complex multi-step
procedure, reducing labor, and allowing field or point-of-care testing. Lateral flow
assays, like ELISAs, utilize pathogen-specific antibodies for the direct detection of
antigen or detection of antibody response. However, for the case of lateral-flow
assays the labeled detection antibody, capture antibody, and control reagents are
dried on a prefabricated carrier strip. By design, these assays overcome diffusion-
limited kinetics to exploit the rapid kinetics of antibody-antigen recognition [4, 5] to
yield results in 10-20 min. Thus, because of the “reagentless” nature and rapid
results, these assays are well suited for field use and resource-poor regions where
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reagent storage and test sites are severely limited. It should be noted, however, that
these benefits are at the loss of quantitative information and often a lower threshold of
detection.

Numerous lateral flow immunoassays have been developed commercially for
clinical diagnostics. Several competing manufacturers offer rapid diagnostic tests
for influenza virus in which a conserved antigen is detected in a lateral flow assay
format. Some detect influenza A and influenza B without distinction of the
subtypes, e.g., QuickVue Influenza Test (Quidel), others detect and differentiate
A and B strains, e.g., QuickVue Influenza A + B Test (Quidel) and 3 M™ Rapid
Detection Flu A + B Test, and some only identify A or B strains, e.g., SAS Influenza
A Test, (SA Scientific). Similarly, commercial rapid diagnostic tests are available
for detection of a conserved protein for rotavirus A, e.g., IVD Rotavirus A Testing
Kit. Not all lateral flow assays are designed for antigen detection; a rapid diagnostic
test developed for leptospirosis diagnosis target anti-Leptospira IgM antibodies [6].

Despite continued advancements in antibody-based diagnostics these platforms
will always be limited by the need for species-specific reagents, i.e., antibodies
where the assays can only perform with the sensitivity and specificity inherent to
the antibody. For example, commercial lateral flow assays for influenza only
provide 50-70% sensitivity and 90-95% specificity with respect to culture-based
diagnosis [7]. While the lateral flow assays may be performed rapidly, their low
sensitivity may preclude early diagnosis due to low levels or unsustained levels of
antigen through disease available for detection. Moreover, serological-based assays
developed to detect agent-specific antibodies require that the infection elicit
a detectable sustained immune response before the assay can be performed,
a feature which substantially delays diagnosis.

Molecular Diagnostics

Nucleic acid and sequence-based methods for diagnostics offer significant
advantages over conventional culture- and antibody-based diagnostics with regard
to sensitivity, specificity, speed, cost, and portability. Central to molecular
diagnostics is the use of a complementary nucleic acid probe that hybridizes to
a unique species-specific region of the infectious agents RNA or DNA. While
several molecular platforms have been developed for infectious diseases
diagnostics, e.g., fluorescence in situ hybridization (FISH), polymerase chain
reaction (PCR) is the most commonly employed molecular method for diagnostics.
PCR is a method of amplifying targeted segments of nucleic acid by several orders
of magnitude to facilitate detection. In principal, complementary primer sequences
are used to hybridize to a target nucleic acid sequence. A thermostable DNA
polymerase, e.g., Taq polymerase, is then employed to extend the primer sequence.
Thermal control facilitates extension, melting, and annealing, and via temperature-
controlled cycling, the number of target sequences increases exponentially with
each cycle. Amplification of the target sequence can be read out in an ethidium
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bromide-stained agarose gel or in real-time via cleavage of a fluorescent tag from
the primer during the extension step. Appropriate selection of the primers provides
extremely specific detection, while the amplification of the target nucleic acid
provides excellent sensitivity.

PCR has been demonstrated to be sensitive to single-copy numbers of DNA/RNA
targets. In these most sensitive PCR assays, primers are chosen to fully complement
a region of the target sequence. Perfect complement probes are also ideal for
maximizing the assay specificity to a particular infectious agent. However, in
practice, genetic mutations, particularly prevalent in RNA viruses such as influenza,
can render a primer/probe set ineffective for diagnosis. Thus, degenerate probes are
sometimes chosen to encompass some genetic diversity at the expense of sensitivity.

Multiplexed PCR utilizes multiple primer/probe sets that target different
pathogens. Multiplexed assays are implemented when the sample size is limited,
preventing multiple individual singleplex PCR analyses, and the clinician is unable
to determine the most likely causative agent based on early clinical presentation.
Multiplexed PCR assays are not quantitative due to target competition for reagents,
are typically less sensitive than singleplex assays, and because of increased
reagents, are more expensive to perform than singleplex assays. Moreover, multiple
PCR products cannot be simultaneously read out by fluorescence, thus microarray
analysis or electrophoresis to identify PCR products of different lengths is required
to detect multiple PCR products. However, breakthroughs in multiplexed detection
and quantitation are forthcoming [8—10].

Thus, for detection and diagnosis of many diseases such as viruses, PCR offers
many advantages over classical methods of diagnostics, and its role will continue to
expand in clinical diagnostic laboratories. However, there are challenges associated
with PCR. For pathogens in which culture and microscopy can be used, molecular
diagnostics are not the most cost effective. For example, the cost of a commercial
PCR assay for tuberculosis ranges from $40 to $80, whereas microscopy and
culture can be implemented for $1 and $5, respectively. Another consideration is
how to interpret PCR results. Due to the sensitivity afforded by PCR, extremely low
levels of infectious agent can be detected which may be below clinically relevant
thresholds for disease presentation. Thus, quantitative PCR rather than qualitative
PCR is typically more informative when correlating to clinical diagnosis. PCR
assays developed in the laboratory are not always translational to analysis of
clinical samples. In general, PCR cannot be performed directly on biological fluids
such as blood because compounds such as hemoglobin, lactoferrin, heme, and IgG
inhibit amplification [11-13]. Therefore, DNA and RNA are extracted as a first
step, prior to PCR, but inefficiency of extraction kits often lead to a decrease in
analytical performance compared to laboratory cultures [14, 15]. Moreover, isola-
tion of nucleic acids is time consuming and technically challenging unless
automated, which requires expensive equipment and reagents. A final consideration
is the need for temperature-sensitive reagents, thermocyclers, skilled workers, and
a clean laboratory environment to prevent contamination leading to false-negative
results. While tremendous efforts are focused on PCR automation, incorporation of
microfluidics [16, 17], and isothermal amplification [18-21], e.g., loop-mediated
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isothermal amplification (LAMP), to overcome these challenges, the current status
of PCR precludes widespread use of PCR diagnostics in point-of-care settings and
developing nations.

Limitations of Classical and Conventional Diagnostics

As discussed above, diagnostics are essential to healthcare and disease manage-
ment. While there is merit in further advancing current diagnostic methods, there
are shortcomings for each approach. As noted above, culture is sensitive, but the
length of time prevents rapid and early diagnosis. Antibody-based techniques are
often limited in sensitivity, and like molecular diagnostics, are expensive, and
require species-specific detection reagents. It is likely that any improvements in
these methods to address these challenges will be incremental; however there are
several next generation diagnostics that offer potential paradigm shifting
approaches to detection and diagnoses that are currently being investigated. One
important area is the use of molecular or vibrational spectroscopy for “whole-
organism” fingerprinting. This innovative approach to diagnostics promises to be
rapid, specific, and truly reagentless.

Spectroscopy-Based Diagnostics

Vibrational spectroscopy includes a number of nondestructive analytical techniques
which provide molecular information about the chemical makeup, e.g., functional
groups, of a sample. Subtle changes in the frequency of a particular functional group
vibration, e.g., group frequency, provides additional details of chemical structure,
local environment surrounding the bond, bond angle, length, geometry, and confor-
mation. These attributes of vibrational spectroscopy have led to the development of
vibrational spectroscopic approaches to generate whole-organisms fingerprints to
serve as unique biochemical signatures for pathogen identification. Unique to this
approach of infectious agent identification is rapid readout, and perhaps most
importantly, there is no need for species-specific reagents or other reagents of any
kind. Three of the most developed vibrational spectroscopic techniques include
infrared absorption spectroscopy, Raman scattering spectroscopy, and surface-
enhanced Raman spectroscopy (SERS). These three methods, as well as their
development for diagnosing infectious diseases are described in detail below.

Infrared Spectroscopy

Infrared spectroscopy is an absorption technique in which the sample is irradiated
most commonly with mid-infrared light with wavelengths in the range of
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2.5-50 pm. Photons of appropriate energy to bring about a transition from one
vibrational state to an excited vibrational state are absorbed by the analyte. Selec-
tion rules govern which vibrations are allowed to absorb IR photons, providing
chemical and structural information. These rules require a net change in the dipole
moment of the molecule as a result of the vibration. Thus, IR absorption spectra are
dominated by asymmetrical vibrations. With consideration to these selection rules,
proteins and nucleic acids (building blocks of bacteria, viruses, etc.) are excellent
absorbers of IR radiation making IR spectroscopy an ideal tool for characterization
of infectious agents.

The chemical complexity and sheer size of bacteria and viruses tend to produce
complex spectra with broad and overlapping bands. Yet subtle changes in band
shape, slight shifts in band peak positions, and variation in relative band intensities
provide significant insight into chemical structure. Thus, careful evaluation of the
full spectral fingerprint of whole-organisms, rather than analysis of single peaks
common to small molecule studies, can lead to identification and classification of
microorganisms.

IR spectroscopy as a technique for whole-organism fingerprinting dates back to
1952 [22]. In this early study, Stevenson and Boulduan showed that the IR spectra
for Escherichia coli, Pseudomonas aeruginosa, Bacillus subtilis, and six other
species of cultured bacteria are unique to each species. In addition to species
identification, six strains of Bacterium tularense were spectroscopically
differentiated. This initial work did not immediately translate to the diagnostic
applications of IR spectroscopy. Two major breakthroughs that did not occur for
several decades after the original findings were essential to further increase the
utility of IR for whole-organism fingerprinting. First, prior to the 1980s when
Fourier transform infrared spectroscopy (FTIR) was introduced, dispersive
instruments were typically used. Dispersive instruments do not provide the speed
or analytical performance required for IR-based diagnostics. FTIR instruments
provide much better signal-to-noise spectra with improved spectral resolution,
and are acquired in less time. These advantages provided by FTIR were essential
to accurately analyze these complex biological spectra by distinguishing subtle
changes in spectral band shape and to rapidly collect data. Additional developments
in the methods of data analysis were also essential to move IR whole-organism
fingerprinting forward. The large number of variables, i.e., wavelengths, each
containing relevant information, inherent to IR spectra and rather subtle changes
in intensity prevented traditional single-peak analysis for bacterial identification.
Moreover, visual inspection of the spectra by the analyst is too labor intensive,
prone to operator error, and unrealistic for large numbers of spectra and/or
organisms from which to identify. The introduction of chemometrics,
i.e., multivariate statistics applied to spectroscopy, led to the continued interest
and advancement of IR-based diagnostics. These methods, including principal
component analysis [23, 24], discriminant analysis, multiple regression analysis
[25], and artificial neural networks [26, 27], function to simplify the high
dimensional dataset by identifying the most significant variables with the ultimate
goal of sample identification or quantification.
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FTIR has received the greatest attention with respect to vibrational spectroscopic
techniques over the last 2 decades and has been developed to the point that it can be
considered an established method for the identification of both bacterial species and
strains [28-33]. Researchers continue to investigate laboratory cultures of bacteria
in an effort to standardize sampling protocols so that spectral databases can be
shared among laboratories and to standardize the methods of analysis including
spectral preprocessing, feature selection, and classification algorithms. As the
method has matured, and while it continues to be tweaked and standardized,
FTIR is now being applied to the analysis of clinical specimens. For example,
FTIR has been successfully used to analyze clinical sputum samples collected from
cystic fibrosis patients [26]. This FTIR capability is important as historically, lung
infection caused by Pseudomonas aeruginosa, Staphylococcus aureus, and
Haemophilus influenzae were the major causes of morbidity and mortality in cystic
fibrosis patients; however, the number of emerging nonfermenting species is on the
rise [34], and many of these species are closely related and not appropriately
identified using typical clinical diagnostics and microbiological approaches [35].
Using a FTIR spectral library and an artificial neural network built for pathogen
identification, the results from the FTIR method were compared to conventional
microbiology detection methods. A two-tiered ANN classification scheme was built
in which the top-level network identified P. aeruginosa, S. maltophilia,
Achromobacter xylosoxidans, Acinetobacter spp., R. pickettii, and Burkholderia
cepacia complex (BCC) bacteria. The second-level network differentiated among
four species of BCC, B. cepacia, B. multivorans, B. cenocepacia, and B. stabilis.
Ultimately, this method resulted in identification success rates of 98.1% and 93.8%
for the two ANN levels, respectively. However, before this optimized method was
established, the research highlighted three important considerations. First, not all
bacterial isolates produce poly-B-hydroxybutyric acid (PHB) which contributes to
the IR spectra and confounds classification. To overcome this, each isolate was
cultured on TSA medium and harvested after 5 h of growth, prior to the expression
of PHB. This step enriches the bacteria for analysis and eliminates interference
from PHB. Second, flagella or pilus fibers were determined to contribute to spectral
heterogeneity. Vigorous vortexing and subsequent centrifugation removes the
fibers to significantly improve spectral reproducibility and classification results
(Fig. 7.1). Third, the classification algorithm significantly affects the classification
results. The authors show that hierarchical clustering algorithms (HCA) discrimi-
nate between reference and clinical strains rather than based on bacterial identity.
Advanced methods, such as ANN, that determine spectral variables that vary only
as a result of the bacteria was necessary to correctly classify according to strain.
This example work demonstrates the power of IR-based diagnostics, but suggests
that these methods may require problem-specific standardization of experimental
protocols and data analysis.

These groundbreaking efforts to develop IR for bacterial analysis have led to the
realization that spectroscopic methods have advantages for exploring detection of
other pathogens. For example, FTIR has been employed for the distinction of yeast
and fungi with success [36, 37]. More recently IR has been investigated as a method
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to detect viral infections, although current experiments are limited to viral infection
of cells in culture [38—41]. While mock-infected and herpes simplex virus type
1-infected Vero cells are readily distinguished via IR, infection-induced spectral
changes are inconsistent [39, 40]. Thus, substantially more research effort is
necessary to standardize protocols and correlate the spectral response to the bio-
chemical response upon infection.

Reports continue to support the utility of FTIR-based diagnostics in the clinical
laboratory, but there are certain limitations to consider. First, water is a particularly
strong absorber of IR light. Thus, care must be taken to completely dehydrate the
sample prior to data acquisition. This obviously does not prevent IR-based
diagnostics, it is merely an inconvenience. Second, IR absorption spectroscopy is
not an inherently sensitive method and trace levels of a pathogen are not readily
apparent. Hence, clinical samples will likely require a culture step to generate
sufficient biomass for IR analysis. As noted above, this sample enrichment can be
as short as 5 h, and with IR data acquisition on the order of minutes, the total
analysis time is still more rapid, less labor intensive, and more informative in many
cases than conventional diagnostic methods and does not require species-specific
reagents.

Raman Spectroscopy

Raman spectroscopy is a scattering technique, in which the sample is irradiated
with a monochromatic light source, almost always a laser. The majority of the
scattered photons are elastically scattered and maintain the same frequency as the
excitation source; however, a small fraction of the photons are shifted in frequency
relative to the excitation source. The difference in the energy between the excitation
and inelastically, i.e., Raman, scattered photons correspond to the energy necessary
to bring about a transition from one vibrational state to an excited vibrational state.
Thus, much like IR spectroscopy, Raman spectra provide insight into the chemical
structure, local environment, geometry, and conformation of the sample and can
serve as a whole-organism fingerprinting method. Selection rules also govern which
vibrations are Raman active. These rules require a change in the polarizability
during the vibration to be Raman active. Thus, Raman spectra are dominated by
symmetrical vibrations and the technique is often seen as a complementary rather
than competing technique with IR spectroscopy. However, for application to the
analysis of biological materials and whole-organism fingerprinting methods,
Raman offers many inherent advantages over IR spectroscopy.

Because of the selection rules, the main chain and aromatic side chains of
peptides rather than aliphatic side chains are probed via Raman scattering in
contrast to IR. Raman bands of nucleic acids are limited to heterocyclic bases or
phosphodiester groups making up the backbone. Raman bands are narrower and
less likely to overlap, thus the spectra are much less complicated compared to IR
spectra because of the many more nonsymmetric vibrations that are possible.
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Another major advantage of Raman is that water does not interfere since its
vibrations do not fit the selection rules criteria. This is an extremely important
consideration when analyzing biological samples which are endemic to aqueous
environments. Other advantages of Raman include the flexibility to analyze
samples in any state, e.g., gas, liquid, or solid, and the ability to analyze small
sample volumes and masses because of the tight focus of incident laser light (square
microns) compared to the incident IR beams (square centimeters).

Viruses were the first infectious agent analyzed by Raman spectroscopy,
although not in a diagnostic capacity [42]. In this first work, Raman spectroscopy
was used to probe the RNA and protein structure upon viral packaging. In the
1970s, Raman spectroscopy suffered from poor sensitivity due to instrument
limitations. The first evaluation of Raman spectroscopy for pathogen detection
was not until 1987 when spectra were collected for five species of bacteria includ-
ing E. coli, P. fluorescens, S. epidermidis, B. subtilis, and E. cloacae [43]. To
overcome the limited sensitivity of the instruments at the time, an ultraviolet laser
was used for excitation to enhance spectral features of RNA, DNA, tyrosine, and
tryptophan via resonance Raman. Unique spectra were observed for each bacte-
rium, although analysis relied on visual interpretation since chemometrics had not
been implemented for spectral analysis yet. UV Raman instruments, while produc-
ing the requisite sensitivity for pathogen analysis, is quite expensive and non-
resonant vibrations are not observed which results in a significant loss in informa-
tion that is valuable for differentiation.

Despite the recognized benefits of Raman-based diagnostics, particularly when
compared to conventional and IR-based diagnostics, instrumentation has limited
the maturation of Raman-based diagnostics. After development of UV Raman for
pathogen detection [43—46], Fourier transform Raman (FT-Raman) instruments
were introduced for microbiological studies which increased instrument sensitivity
[47, 48]. Raman instruments have now evolved to include NIR lasers to reduce
fluorescence from biological and NIR-sensitive CCD detectors. These modern
instruments have only been developed in this decade to fully explore the potential
of Raman as a diagnostic technique [49-55]. Thus Raman-based whole-organism
fingerprinting is less developed than IR-based methods and examples are generally
limited to the analysis of laboratory cultures.

In an early study, Maquelin et al. [54] utilized Raman spectroscopy to directly
analyze five bacterial strains, including three strains of Staphylococcus spp., E. coli,
and E. faecium, on solid culture medium. The flexibility in sample type afforded by
Raman spectroscopy allowed direct measurement on the culture plate that would
not be possible using IR spectroscopy. The background Raman spectrum resulting
from the culture medium was subtracted from those spectra collected from the
bacterial microcolonies. Hierarchical cluster analysis yielded two major groupings,
one consisting of the three Staphylococcus strains and one consisting of the E. coli
and E. faecium. The E. coli and E. faecium spectra clearly grouped according to
species within the latter subcluster while spectra in the Staphylococcus subcluster
grouped according to strain. While chemometric analysis of these spectra collected
from same-day cultures yielded a successful classification rate of 100% for external
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validation samples, combined data collected from 3 days dropped the accuracy to 83%
for classification of two S. aureus strains (ATCC 29213 and UHR 28624). However,
these two strains are extremely similar and in general the results demonstrate the utility
of Raman-based diagnostics.

The most rigorous evaluation of Raman spectroscopy for reagentless detection
and identification of pathogens was performed in collaboration with a US govern-
ment laboratory. In this work, a comprehensive library of Raman spectra has been
established for over 1,000 species, including 281 CDC category A and B biothreats,
146 chemical threats, 310 environmental interferents, and numerous others [52].
Spectral signatures were collected using Raman chemical imaging spectroscopy
(RCIS) [56]. RCIS technology combines digital imaging and Raman spectroscopy.
Digital imaging automatically discriminates against background particulates and
identifies regions of interest on a sample platform that are then targeted for Raman
analysis. Sample analysis is faster and completely automated using this approach.
Two commercially available instruments were tested, one in the laboratory
(ChemlImage Corp., Falcon) and the other in the field (ChemImage Corp., Eagle).
To test the robustness of the Raman spectral library and classification scheme,
blinded samples containing one of four Bacillus strains were analyzed and
identified. The predictive performance ranged from 89.4% to 93.1% for these
closely related bacteria. It was concluded that key to the success of this diagnostic
approach is the extensiveness of the spectral library. There are many more bacterial
phenotypes than genotypes, and it has been found that Raman fingerprints correlate
with cell phenotype, thus an all-inclusive library must contain spectra for each
bacterial strain grown under different conditions and at different stages of develop-
ment. In a subsequent study untrained personnel at the Armed Forces Institute of
Pathology evaluated 14 bacteria to generate a spectral library and sent 20 blinded
samples to ChemImage for external validation in which all 20 samples were
correctly identified. This comprehensive study is the first to establish the true utility
of automated Raman-based diagnostics carried out off-site by untrained personnel.
However, these samples were prepared in water, cell culture media, or spiked nasal
swabs, none of which are truly clinical samples.

An early study to evaluate clinical samples for Acinetobacter by Raman
spectroscopy and compare the results with an established diagnostic method
were among the first showing the power and speed of Raman-based detection
[55]. In this study, 25 Acinetobacter isolates from five hospitals in three countries
were analyzed using selective amplification of restriction fragments (AFLP), an
established molecular technique for typing bacteria strains. Dendograms
resulting from the hierarchical cluster analysis of Raman and AFLP fingerprints
for the isolates were generated and compared (Fig. 7.2). Both dendograms
resulted in five clusters that separate the strains according to the five outbreaks,
with the exception of one Basildon isolate RUH 3242 which clustered with
isolates from Venlo in the Raman-based dendogram. Overall results from
Raman fingerprinting of these clinical isolates were very similar to those
obtained for established methods, but with the advantage of faster analysis and
less complicated procedures.
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Despite the advancement of Raman spectroscopy instrumentation and methods
for pathogen fingerprinting, Raman is still often limited by poor sensitivity. Only
~1 in 10°~10® photons are inelastically scattered as the vast majority are elastically
scattered. This means that high quality spectra with the requisite signal-to-noise can
take minutes to acquire. While this may not be a limitation in laboratory
experiments, or developmental stages in research, it prohibits its usefulness in
clinical diagnostic laboratories which analyze hundreds to thousands of samples
per day. Thus, there is great interest in enhancing the Raman signal. One such
method is to excite the sample with a frequency that resonates with an electronic
transition, so called resonance Raman spectroscopy. For biological samples, this
requires UV lasers for excitation, and as noted above, is cost prohibitive to
widespread adoption of this method. Moreover, chemical information is lost
when performing resonance Raman which would likely reduce classification accu-
racy of closely related pathogens. An alternative method to amplify Raman scatter-
ing is surface-enhanced Raman spectroscopy (SERS). SERS has received a great
deal of attention, particularly with respect to whole-organism fingerprinting and is
the subject of the next section.

SERS

Surface-enhanced Raman spectroscopy is a technique in which the Raman signal of
a sample is significantly amplified via adsorption onto a metallic nanostructured
surface. A laser excitation frequency is selected such that it is in resonance with the
collective oscillation of the conduction electrons in the nanostructures, i.e., surface
plasmon resonance. When resonance conditions are met, the local electromagnetic
field experienced by molecules in close proximity to the surface is significantly
increased to yield rather large enhancements in the Raman scattering. While the
signal enhancement is substrate and sample dependent, typical enhancements are
on the order of 10*~10'* with respect to normal Raman intensities, with several
studies reporting the detection of single molecules using this technique [57, 58].
SERS offers the benefits of normal Raman compared to IR spectroscopy while
providing a markedly improved sensitivity. Recent advances in nanofabrication
methods and SERS theory has led to significant improvements in SERS substrates
in the last several years and has driven increased efforts to develop SERS for whole-
organism fingerprinting [59-78].

The major focus of whole-organism fingerprinting via SERS has been on
bacteria identification [51, 64—74, 77, 78]. Most of these studies report differentia-
tion among bacteria species, with many demonstrating discrimination of different
strains of the same species. However, there are several inconsistencies that have
been noted by researchers, particularly in the earlier studies. For example, Grow
et al. found SERS spectra for strains that belong to the same species were some-
times less similar than spectra collected from different species [65], and Jarvis and
Goodacre observed similar spectra for the same bacteria using different
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preparations of silver nanoparticles, but noted subtle changes in signal intensities
among nanoparticle batches [68]. These discrepancies evident in these early studies
highlight the primary challenge of SERS-based diagnostics, i.e., the enhancing
substrate. The SERS signal is highly dependent on the enhancing substrate, thus
a reliable means of fabricating nanostructured materials is vital to the success of
SERS-based diagnostics.

Several research laboratories have analyzed and published SERS spectra for
both Bacillus subtilis and E. coli; however, each reported incongruent spectral
fingerprints [67, 68, 71, 72]. The experimental protocols, however, varied among
each study. For example, in two different reports Jarvis et al. used two different
chemical synthesis preparations to generate colloidal silver, citrate reduction [67]
and borohydride reduction [51], to serve as the SERS substrate. The SERS spectra
were drastically different in each study. It is well known that spectra are dependent
on the enhancing nanostructure, e.g., material, size, shape, interparticle spacing,
etc., but given the same final nanostructure similar spectra were expected. The
authors attributed the differences to the effect of diverse chemistries used to prepare
each silver colloid [79]. However, it should be noted that different excitation
sources, 7 nm and 785 nm, were employed in the two studies. For normal Raman,
the Raman shifts should be independent of the excitation source, thus spectral
fingerprinting should not be affected by the choice of the laser. SERS spectra,
however, can be influenced by the excitation source because of the requisite pairing
of the excitation frequency and plasmon resonance of the substrate. Therefore, it is
perhaps more probable that spectral differences observed by Jarvis et al. are due to
greater signal enhancement for the 7 nm excitation source rather than due to
differences in chemical preparation of the colloidal silver. This interpretation is
supported by a study in which a third variation in experimental parameters was
implemented utilizing citrate-reduced silver colloid but acquired spectra with
a 647 nm laser [71]. Results from this study closely resembled the results for B.
subtilis obtained by Jarvis et al. employing borohydride reduced silver
nanoparticles and 7 nm excitation. Collectively, these studies also demonstrate
the need for procedural consistency.

In a pivotal study, scientists at a US Army research laboratory evaluated the
SERS signatures for many bacteria using a standardized sampling protocol and
instrumentation. To date, three SERS substrates were directly compared using the
standardized protocol: silver nanoparticles, silver film over nanospheres (FONS),
and commercially available Klarite. Interaction between substrate and bacteria vary
significantly as visualized with electron microscopy which likely results in different
spectral fingerprints. Moreover the signal intensities varied significantly among the
substrates reflecting differences in enhancing quality. Details of these experiments
are approved for public release as a technical report (ARL-TR-4957).

In another key study, SERS and Raman fingerprints were directly compared to
assess the advantages of SERS analysis [72]. Raman and SERS spectra were
collected for several bacteria, including four strains of Bacillus, S. typhimurium,
and E. coli. As noted above, the substrate is a critical factor in SERS analysis, and in
this study aggregated gold nanoparticle films were grown in-house and established
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as a reliable means of substrate preparation for acquisition of repeatable spectra. As
anticipated, SERS yielded much greater signal-to-noise spectra compared to normal
Raman. The study also identified two unexpected benefits of SERS. Normal Raman
signal for Bacillus species was overwhelmed by native fluorescence of the sample;
however, in the SERS analysis, the metal substrate functioned to quench the
fluorescence component in addition to enhancing the Raman signal. It was also
observed that normal Raman spectra are more complex than SERS spectra. This is
explained by the fact that bulk Raman interrogates all components throughout the
entire bacterium equally, while the distance-dependence of SERS enhancement
preferentially probes the region of the bacterium closest to the metal substrate and
bands for the internal components are not detected. Fortunately, most chemical
variation among bacterial strains and species are expressed on the cell surface, thus
greater spectral differences are observed among SERS spectra of different samples
than compared to bulk Raman spectra. This added advantage is exemplified by
greater discrimination of bacteria when utilizing SERS spectra as compared to
Raman spectra [72].

A number of novel nanofabrication methods have recently emerged for produc-
ing SERS substrates with the potential for addressing the issues noted above due to
substrate heterogeneity. These include electron beam lithography [80, 81],
nanosphere lithography [82—-84], a template method [85-88], oblique angle vapor
deposition (OAD) [89-91], and a proprietary wet-etching technology used to
produce commercially available Klarite (D3 technologies). It should be noted,
however, that with the exception of OAD and Klarite, these fabrication methods
are not adaptable to large-scale production due to the complexity of the fabrication
procedure. Not only is it likely that these substrates will lead to significant advances
in SERS-diagnostics of bacteria, the use of OAD and Klarite substrates has already
lead to successful application to virus identification [59, 60, 62, 63, 75, 76].

In the most recent investigation of SERS-based viral fingerprinting, eight strains
of rotavirus were analyzed [63]. These isolates were recovered from clinical fecal
samples and propagated in MA104 cells and represent the 5 G and 3 P genotypes
responsible for the most severe infections. Unique SERS fingerprints were acquired
for each strain when adsorbed onto OAD-fabricated silver nanorods. Representative
spectra for each strain and negative control, as well as the difference spectra which
subtract out the background cell lysate signal are displayed in Fig. 7.3. Classifica-
tion algorithms based on partial least squares discriminant analysis were
constructed to identify the samples according to (1) rotavirus positive or negative,
(2) P4, P6, or P8 genotype, (3) G1, G2, G3, G4, or G9 genotype, or (4) strain.
Respectively, these four classification models resulted in 100%, 98-100%,
96-100%, and 100% sensitivity and 100%, 100%, 99—100%, and 99-100%
specificity.

Compilation and critical analysis of reports to date demonstrate the potential of
Raman-based diagnostics and its advantages over IR, normal Raman spectroscopy,
and convention diagnostic methods, but also highlight the need for standardization.
The challenge in the future is standardization of substrates and sampling protocols
since background can “quench” signal from the analyte. For example, blood
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Fig. 7.3 (a) Average SERS spectra for eight strains of rotavirus and the negative control (MA104
cell lysate). Spectra were baseline corrected, normalized to the band at 633 em ™', and offset for
visualization. (b) Difference SERS spectra for eight strains after subtraction of MA104 spectrum
(From [63])

analysis requires sample processing to remove some competing elements [92], yet
SERS spectra highly dependent on the sample pretreatment procedure as remaining
chemical species will also contribute signal and degrade the performance of
matching in spectral library databases. The outlook of SERS is not a question of
spectral quality and reproducibility in a controlled environment, the question is how
to control the environment across laboratories.

Future Directions

The future of spectroscopic-based diagnostics is bright as demonstrated by the
many studies cited and discussed above. In addition to the success found in these
studies, areas of improvement have also been identified. An important area of
potential development is the methods used for statistical analysis. Well-established
algorithms such as PCA, HCA, and discriminant analysis continue to provide high
predictive accuracy, but recent examples have shown that more creative and novel
approaches such as artificial neural networks, “bar-coding” [70], or innovative uses
of PLS [59] can further improve the predictive value. A revolution in instrumenta-
tion is also occurring. Vibrational spectroscopy has recently filled niches in quality
control of pharmaceuticals and raw materials as well as identification of chemical
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threats. The nature of these applications and explosion in interest have driven the
instrumentation industry to invest in the development and production of high-
quality yet affordable handheld instruments for mobile, on-site analysis. This
market-driven commercialization, in effect, is paving the way for point-of-care,
mobile, and cost-effective spectroscopy-based diagnostics. The most important
factor for widespread realization of spectroscopic diagnosis will be the emergence
of a universal protocol for sampling, and for the case of SERS, a standard substrate.
The accepted protocol must then be used to build a spectral database covering
a variety of phenotypes and developmental stages as illustrated above.
Implementing a standard practice is crucial for the success of the technique, but
once developed this technology has the potential to become the first and immediate
response to clinical cases in which infection is suspected.
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Chapter 8

Malaria Vaccines

Christopher V. Plowe

Glossary

Adjuvant

Blood stage

Challenge trial

Immunogenicity

Pre-erythrocytic

A substance added to a vaccine to stimulate a stronger
or more effective immune response.

The stage of the malaria parasite life cycle responsible
for clinical symptoms. Vaccines that target the blood
stage are intended to prevent disease and death, but
they do not prevent infection and may not affect
malaria transmission.

Small experimental Phase 1/2 clinical trial in which
healthy volunteers receive a malaria vaccine and are
exposed to the bites of malaria-infected mosquitoes or
injected with malaria parasites under carefully con-
trolled conditions.

The ability of a vaccine to produce specific immune
responses (usually antibodies) that recognize the vac-
cine antigen.

Stages of the malaria parasite that are injected by
a mosquito and develop in the liver before emerging
into the blood where they can cause symptoms.
Vaccines targeting pre-erythrocytic stages are intended
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to prevent infection altogether and, if highly effective,
would also prevent disease and block transmission.

Sexual stage The male and female forms of malaria parasites that
are responsible for transmission through mosquitoes.
Vaccines directed against sexual stages are intended to
prevent malaria transmission.

Subunit vaccine A vaccine based on a small portion of the organism,
usually a peptide or protein.
Vaccine resistance The ability of malaria parasites to escape strain-

specific immune responses by exploiting genetic diver-
sity to increase the frequencies of non-vaccine-type
variants in a population or to evolve new diverse forms.

Whole-organism vaccine A vaccine based on an attenuated or killed whole
parasite.

Definition of the Subject

Vaccines are the most powerful public health tools mankind has created, and
research toward malaria vaccines began not long after the parasite responsible for
this global killer was discovered and its life cycle described more than 100 years ago.
But parasites are bigger, more complicated, and wilier than the viruses and bacteria
that have been conquered or controlled with vaccines, and a malaria vaccine has
remained elusive. High levels of protective efficacy were achieved in crude early
experiments in animals and humans using weakened whole parasites, but the results
of more sophisticated modern approaches using molecular techniques have ranged
from modest success to abject failure. A subunit recombinant protein vaccine that
affords in the neighborhood of 25-50% protective efficacy against malaria is in the
late stages of clinical evaluation in Africa. Incremental improvements on this
successful vaccine are possible and worth pursuing, but the best hope for a malaria
vaccine that would improve prospects for malaria eradication may lie with the use of
attenuated whole parasites and powerful immune-boosting adjuvants.

Introduction

The malaria parasite is thought to have killed more human beings throughout
history than any other single cause [1]. Today, along with AIDS and tuberculosis,
malaria remains one of the “big three” infectious diseases, every year exacting
a heavy toll on human life and health in parts of Central and South America, large
regions of Asia, and throughout most of sub-Saharan Africa, where up to 90% of
malaria deaths occur [2].
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In the middle of the twentieth century, the availability of the long-acting
insecticide dichlorodiphenyltrichloroethane (DDT) and the safe and effective anti-
malarial drug chloroquine provided the basis for optimism that global eradication
was possible. Although malaria was eliminated in several countries around the
margins of the malaria map, factors including the emergence of DDT-resistant
mosquitoes and chloroquine-resistant parasites, as well as waning economic and
political support, led the campaign to stall by the late 1960s, resulting in the rapid
resurgence to previous disease levels in many locations [3].

For the next 30 years, the spread of drug-resistant malaria and donor fatigue
contributed to an overall lack of progress against the disease. But starting in the late
1990s, new tools, including long-lasting insecticide-impregnated nets and highly
efficacious combination drug therapies, led to a wave of successes, including
dramatic reductions in disease burden in some areas and complete elimination of
malaria in others [4]. These success stories have stimulated a renewed sense of
optimism about prospects for global eradication [5].

If it is to succeed, this nascent drive toward country-by-country elimination and
possible eventual worldwide eradication of malaria will require powerful new tools,
importantly including malaria vaccines that produce protective immune responses
that surpass those acquired through natural exposure to malaria [6]. Successful
global or regional campaigns to eradicate smallpox, polio, and measles have all
relied on vaccines. Those for yellow fever, hookworm, and yaws — and for malaria —
which have relied on non-vaccine measures such as vector control or drug treatment
have all failed [7]. While the odds of successful global malaria eradication would be
very long even with an ideal malaria vaccine, they are virtually nil without one. In
the meantime, even a modestly effective vaccine could substantially reduce the
continuing heavy burden of malaria-attributable disease (247 million annual cases)
and death (881,000 annual deaths) [2].

After nearly a century of malaria vaccine research, today, one modestly effective
vaccine based on a parasite surface protein is being tested in a large Phase 3 trial in
hopes of licensure within a few years [8]. Many other vaccine candidates have
fallen short and been abandoned before reaching this stage, although several are in
early stages of clinical development. The chief reasons that it has taken this long to
get this far are that malaria parasites replicate and propagate through an extremely
complex life cycle involving vertebrate hosts and an insect vector, and that they
have evolved a repertoire of mechanisms for evading both natural and vaccine-
induced immunity.

This review focuses on key themes that have emerged over 75 years of malaria
vaccine research and development and on a few key examples of malaria vaccines
that have reached the stage of testing for efficacy in clinical trials in humans.
Several recent review articles listed after the primary bibliography explore malaria
immunology and preclinical vaccine development in more detail.
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The Malaria Life Cycle

Malaria is a potentially fatal parasitic disease transmitted to humans and other
vertebrate animals by mosquitoes. Four species of Plasmodium cause malaria
disease primarily in humans: P. falciparum, P. vivax, P. ovale and P. malariae.
A fifth, P. knowlesi, infects mainly nonhuman primates but was recently found also
to infect and sicken humans [9], and hundreds of other malaria species infect other
mammals, reptiles, and birds. Because it is responsible for most severe malaria and
deaths, P. falciparum has been the target of most vaccine development efforts and is
the main focus of this review. However, in many parts of the world, P. vivax is the
predominant species, and it causes more severe malaria than has sometimes been
appreciated [10]. A vivax malaria vaccine would be highly beneficial, especially if
it interrupted transmission.

The malaria life cycle begins when the female Anopheles mosquito injects
sporozoites from her salivary gland into the skin as she takes a blood meal
(Fig. 8.1). The worm-like sporozoites — about 7 p in length, or as long as an
erythrocyte is wide — invade liver hepatocytes, each sporozoite multiplying over
several days into tens of thousands of tiny (about 1 p in diameter) merozoites
packed into a single infected hepatocyte. These pre-erythrocytic stages cause no
clinical signs or symptoms. A highly efficacious pre-erythrocytic vaccine would
thus completely block infection, preventing parasites from reaching the blood and
causing disease, and also preventing transmission.

Rupturing hepatocytes release showers of merozoites into the circulation,
initiating the blood stage of malaria infection that is responsible for disease.
Merozoites quickly invade erythrocytes and undergo asexual multiplication, divid-
ing, growing, bursting from the erythrocyte, and re-invading in a periodic pattern
with each cycle lasting 2 days (3 days in the case of P. malariae), until interrupted
by host immunity, drug treatment, or death. Malaria vaccines that target the blood
stage are thought of as anti-disease vaccines and would be expected to prevent or
reduce clinical illness but would not prevent infection.

Some blood-stage parasites develop into male and female gametocytes. These
sexual forms are taken up by the mosquito vector during a blood meal, mate to form
a brief diploid stage, and then develop through further haploid stages and migrate
from the gut to the salivary glands (Fig. 8.1). Each mating pair of gametocytes yields
up to 1,000 infectious sporozoites, which are injected into the host to complete the
transmission cycle. Vaccines targeting the sexual stages would prevent neither
infection nor disease in the vaccinated individual and are thought of as transmission-
blocking vaccines. Highly efficacious pre-erythrocytic or blood-stage vaccines that
prevent sexual reproduction would also block transmission, so the term “transmission-
blocking” need not refer exclusively to vaccines against sexual or mosquito stages of
the parasite. The term “vaccines that interrupt transmission” (VIMT) encompasses
all vaccines that interrupt transmission, whatever stage they target [11].
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Fig. 8.1 Life cycle of malaria and stages targeted by vaccines. (Source: PATH — Malaria Vaccine
Initiative). 1. Malaria infection begins when an infected female Anopheles mosquito bites a person,
injecting Plasmodium parasites, in the form of sporozoites, into the bloodstream. 2. The sporozoites
pass quickly into the human liver. 3. The sporozoites multiply asexually in the liver cells over the next
7-10 days, causing no symptoms. 4. The parasites, in the form of merozoites, burst from the liver
cells. 5. In the bloodstream, the merozoites invade red blood cells (erythrocytes) and multiply again
until the cells burst. Then, they invade more erythrocytes. This cycle is repeated, causing fever each
time parasites break free and invade blood cells. 6. Some of the infected blood cells leave the cycle of
asexual multiplication. Instead of replicating, the merozoites in these cells develop into sexual forms
of the parasite, called gametocytes, that circulate in the bloodstream. 7. When a mosquito bites an
infected human, it ingests the gametocytes, which develop further into mature sex cells called
gametes. 8. The gametes develop into actively moving ookinetes that burrow into the mosquito’s
midgut wall and form oocysts. 9. Inside the oocyst, thousands of active sporozoites develop.
The oocyst eventually bursts, releasing sporozoites that travel to the mosquito salivary glands.
10. The cycle of human infection begins again when the mosquito bites another person
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Pathogenesis and Disease

While semi-immune individuals can be chronically infected with malaria and
experience no symptoms of illness, malaria infection of a nonimmune person
usually causes an acute illness characterized by fever, chills, aches, and other
flu-like symptoms. In a minority of cases, for reasons that are not well understood,
more severe illness can develop. The clinical syndrome of falciparum malaria
originates with changes in the infected erythrocytes. After they invade, blood-
stage P. falciparum parasites effectively hijack the host cell and its machinery,
expressing their own proteins on the surface of the host erythrocyte. Highly variant
protein receptors called P. falciparum erythrocyte membrane proteins (PfEMP1)
are encoded by a large, diverse family of up to 60 var genes in each parasite genome
[12, 13]. PFEMP1 are expressed on the surface of infected red blood cells in clumps
known as knobs, which are responsible for adherence of parasitized erythrocytes to
the vascular endothelium, resulting in sequestration in tissue blood vessels [14].

The ability of falciparum malaria to sequester plays a critical role in disease
severity — the other human malarias do not appear to sequester and, therefore, are
not associated with most of the severe manifestations seen with falciparum malaria
[15]. Infected red blood cells cytoadhere and sequester in the microcirculatory
compartments of organs, most notably in the brain and placenta, leading to disease,
and most abundantly in the spleen, causing splenomegaly. Sequestered infected red
blood cells not only interfere with microcirculatory blood flow but also hide outside
the reach of host defense mechanisms. Infected red blood cells lose their
deformability and compromise blood flow in small capillaries and venules [16].

The presence of variant surface antigens leads to immune responses that appear both
to harm the human host as well as to lead to the eventual development of protective
immunity. Immunity to severe malaria develops rapidly, after only a few infections [17],
possibly due to antibody responses that protect against a relatively conserved subset of
PfEMP1 variants that are associated with severe malaria. In contrast, the slow acquisi-
tion of immune protection against uncomplicated malaria over years of repeated
exposure to malaria is thought to represent the accumulation of protective immune
responses to a repertoire of diverse antigens, probably including both PEEMP1 and the
surface proteins that are the targets of most vaccine candidates [18].

Epidemiology

The epidemiology of malaria is determined primarily by the patterns and intensity
of malaria transmission, which in turn drives the prevalence of malaria infection
and the incidence of different forms of malaria disease. In low-transmission settings
with unstable malaria, there is a potential for epidemic disease when transmission
recurs or increases as a result of reintroduction to a population not recently exposed
to malaria or to changing climactic or environmental conditions that favor contact
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between humans and malaria-transmitting Anopheles mosquitoes. Outbreaks can
occur when malaria-naive populations such as transmigrants, miners, or soldiers are
exposed to malaria, causing high rates of disease [19].

Depending largely on the degree of host immunity, the manifestations of
malaria infection can range from completely asymptomatic parasitemia, to mild
disease that can be treated on an outpatient basis with oral drugs, to acute cata-
strophic life-threatening illness requiring intensive care. Very young infants are
thought to be protected from malaria disease by maternal antibodies and persistent
hemoglobin F. While they may be infected congenitally or by mosquito bites in the
first days or weeks of life, infants do not experience clinical disease until they are
a few months old. Following this brief period of relative insusceptibility in early
infancy, protective immunity against malaria disease is acquired through repeated
exposure and is therefore related to transmission intensity.

Where malaria transmission is moderate (average of one or more infected
mosquito bites per month) or high (two or more infected mosquito bites per
week; up to more than one per day in some areas), the risk period for death from
malaria is highest in infants and young children who are in the process of develop-
ing acquired immunity. In a typical moderate- or high-transmission setting in sub-
Saharan Africa, most severe malaria is experienced by children aged less than 5
years; children aged up to 10—12 years experience frequent episodes of uncompli-
cated malaria; and older teenagers and adults, while still often infected, rarely
experience symptoms of malaria illness. Severe anemia is more frequent in the
youngest infants, while cerebral malaria tends to peak in children aged 3—4 years
who have experienced previous malaria episodes, suggesting that an overly exu-
berant immune response contributes to the pathogenesis of cerebral malaria.

In contrast, in low-transmission settings, persons of all ages have a similar risk
of infection and uncomplicated malaria, most who are infected become sick, and
the risk for severe malaria persists throughout life. Semi-immune adults, although
they remain susceptible to asymptomatic parasitemia, are protected against clini-
cal malaria disease, rarely becoming ill even when persistently infected. This
protective immunity is lost after a few years in the absence of exposure. Acquired
immunity is also diminished in pregnancy, in that women pregnant with their first
child are susceptible to severe P. falciparum disease from placental malaria
because they lack immunity to placenta-specific cytoadherence proteins. As pla-
cental immunity develops in subsequent pregnancies, there is a reduced risk of
adverse effects of malaria in pregnancy on the mother and fetus [20].

Based on these epidemiological patterns, the primary populations targeted for
malaria vaccines are infants and young children in areas of moderate and high
transmission who bear the greatest burden of disease and death, and women of
childbearing age in these same areas. Malaria-naive travelers and military troops
would also benefit from a malaria vaccine. As more countries move toward malaria
elimination and global eradication is considered [21], the general population of
malaria-endemic areas may be vaccinated to drive down transmission [6, 11].
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Immunity

Insights into malaria immunity come not only from studies in various animal
models including birds, rodents, and nonhuman primates but also from important
studies in humans, including classic passive transfer experiments [22, 23] and early
studies of malaria therapy for neurosyphilis [24, 25], as well as immuno-
epidemiological studies that try to identify correlates of clinical protection
[26, 27]. Both humoral and cellular factors contribute to acquired immune protection
against malaria. Broadly speaking, cellular immune responses are thought to be
more important in controlling the pre-erythrocytic stages of malaria infection [28],
and antibodies are thought to block erythrocyte invasion to suppress blood-stage
infection [22, 26]. For these reasons, cellular immune responses are typically
emphasized in the development of pre-erythrocytic vaccines and antibody responses
in the development of blood-stage vaccines. However, despite nearly 100 years of
human and animal research, the basis of protective immunity against malaria is
poorly understood, and no specific immune response has been established as an
essential correlate of clinical protection, complicating malaria vaccine development.

New genomic tools have the potential to improve understanding of malaria
immunity and may aid in vaccine development. For example, while it has long
been known that there is some degree of strain specificity to malaria immunity, the
discovery of large families of genes encoding highly variable surface antigens that
mediate cytoadherence and immune evasion [14] has led to models for explaining the
slow acquisition of protective immunity as a process of building up a repertoire of
variant-specific immune responses until protection is in place against the full range of
locally prevalent variants. As next-generation sequencing technologies improve their
ability to generate sequence from clinical samples and to assemble genomes and map
variant sequences to a reference genome, genomic epidemiology studies that relate
parasite genotypes to clinical risk and allele-specific immune responses will permit
testing of the hypotheses generated by such models. In another new approach, high-
density protein arrays permit serological profiling of large numbers of serum samples
against thousands of recombinant malaria proteins [29]. When this protein array was
used to identify P. falciparum proteins that were differentially recognized by the sera
of children who were resistant to clinical malaria, several previously unknown
antigens were identified as possibly being important in acquired immunity, providing
possible new vaccine targets [30].

In addition to acquired immunity, several host genetic factors offer some degree
of protection against malaria, generally not by preventing infection but by reducing
the risk of clinical illness or severe disease. Sickle cell trait [31] and other
hemoglobinopathies [32—34] are more prevalent in populations at risk of malaria
because they afford protection against clinical malaria. Various other human
genetic polymorphisms associated with the host immune response [35] and with
host—parasite binding [36] have also been correlated with susceptibility to clinical
malaria in genetic association studies.
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Early Malaria Vaccines

In 1880, Charles Louis Alphonse Laveran, a 33-year-old French Army doctor
working in Algeria, discovered motile worm-like parasites, later understood to be
exflagellating male gametes, in the blood of a feverish soldier [37]. Seven years
later, Ronald Ross established that malaria parasites were transmitted to birds by
the bites of infected mosquitoes [38]. The tremendous public health benefit that
would be provided by an effective malaria vaccine was quickly appreciated, and
from the 1930s to the 1970s, malaria vaccine researchers used primarily birds
(including ducklings, canaries, chickens, and turkeys) and occasionally monkeys
as model systems, and inactivated or killed whole parasites or parasite extracts as
vaccines, often accompanied by immune-boosting adjuvant systems. This wave of
vaccine development research crested in the late 1940s as World War II ended and
attention shifted to the global campaign to eradicate malaria using drugs and anti-
vector methods, and only resurged in the late 1960s when it became apparent that
eradication was not possible with existing tools.

Early work focused on attenuated whole-parasite vaccines. Working in India,
Russell and Mohan protected chickens from mosquito challenge with
P. gallinaceum by immunizing them with sporozoites inactivated by ultraviolet
light [39]. In 1945, the Hungarian-American immunologist Jules Freund (of
Freund’s complete adjuvant fame) and colleagues reported that they had success-
fully protected ducks against intravenous challenge with the avian malaria
P. lophurae by immunizing them with formalin-inactivated malaria-infected
blood cells and an adjuvant system consisting of a lanolin-like substance, paraffin
oil, and killed tubercle bacilli [40]. They used a similar vaccine formulation to
protect rhesus monkeys against P. knowlesi challenge [41]. These pioneering
studies demonstrated two important principles that remain highly relevant to contem-
porary malaria vaccine development efforts, namely that good protective efficacy can
be achieved with whole-organism vaccines and that strong immune-boosting
adjuvants can achieve levels of protection that match or exceed those acquired through
repeated natural exposure.

In a thoughtful and prescient paper published in 1943 describing protection of
ducklings when a bacterial toxin adjuvant was added to a killed blood-stage
vaccine, Henry Jacobs briefly cited an abstract presented by W. B. Redmond at
the 1939 annual meeting of the American Society of Parasitologists, writing that
“Redmond. . .noted some protection against bird malaria when he vaccinated with
irradiated parasites” [42]. Redmond’s abstract described using a frozen killed
vaccine but made no mention of inactivation by irradiation [43]. Unfortunately,
Redmond never published this work, but one can speculate that he may have
described using some form of a radiation-attenuated P. lophurae vaccine prepara-
tion in his presentation at the 1939 meeting, anticipating subsequent work using this
approach, including attenuation by irradiation of both blood stages [44, 45] and
later and more famously of sporozoites [46, 47].

Columbia University scientists, who were aware of “inconclusive” earlier stud-
ies reported in the German medical literature, described in 1946 their own
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unsuccessful attempts to protect humans against intravenous challenge with P.
vivax using a vaccine consisting of formalin-treated and freeze-thawed blood
containing 65-150 million blood-stage P. vivax parasites [48]. No adjuvant was
used in these earliest human studies, which may partially explain the disappointing
results.

Several of these historical threads came together in a series of major
breakthroughs in the late 1960s and early 1970s. First, Ruth Nussenzweig and
Jerome Vanderberg at New York University reported in 1967 that intravenous
immunization with irradiated P. berghei sporozoites could protect mice against
subsequent intravenous challenge with viable sporozoites [46]. This advance was
quickly translated into human trials of radiation-attenuated P. falciparum
sporozoites delivered by the bites of infected, irradiated mosquitoes [49, 50]. In
these and subsequent malaria challenge trials, 90% of volunteers who were
immunized with radiation-attenuated sporozoites by receiving at least 1,000
infected bites over several sessions were fully protected against infection [51].
All unvaccinated volunteers acquired malaria from the bites of non-irradiated
mosquitoes. These pioneering studies, first done by University of Maryland
investigators in prisoners [52], provided proof that humans could be protected against
infection with deadly P. falciparum through immunization, and spurred the identifi-
cation of specific sporozoite proteins that could serve as antigens for subunit vaccines,
as described in the following sections.

At around this time, two major advances ushered in the modern era of malaria
vaccine development: the advent of molecular biology and the ability to clone,
sequence, and express parasite genes in heterologous expression systems such as
bacteria and yeast, and the development of methods for growing P. falciparum
parasites in continuous in vitro culture [53, 54], providing a reliable and reproduc-
ible source of malaria parasites, proteins, and genes.

Obstacles to Malaria Vaccines

Why is there still no licensed malaria vaccine after 75 years of vaccine development
research and evaluation of more than 70 vaccine candidates [55] in preclinical and
clinical testing? Obstacles slowing progress toward an effective malaria vaccine
include the size and complexity of the parasite, its genetic diversity, the efficiency
of its amplification, the incomplete and temporary nature of naturally acquired
immunity, and the fact that in addition to providing protection, immune responses
also contribute to pathogenesis. Furthermore, parasite material must generally be
obtained from infected hosts or mosquitoes — only one species, P. falciparum, can
be grown in continuous culture. Finally, validated immune correlates of protection
are lacking, so candidate vaccines can only be down-selected by conducting costly
efficacy trials in humans.

The P. falciparum genome has about 23 million bases of DNA organized into 14
chromosomes and about 5,000 genes [56]. This is orders of magnitude larger than
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the genomes of the viruses and bacteria to which vaccines have been successfully
developed. This complexity and the large number of gene products provide the
means and materials needed for the highly complex life cycle stages in vertebrate
hosts and mosquitoes (Fig. 8.1). Moreover, mutation during mitotic reproduction in
the haploid liver and blood stages and genetic recombination during the diploid sexual
reproductive stages in the mosquito result in extensive genetic diversity that is driven
by selection pressure from the immune system, as well as by drugs and, when they are
deployed, potentially by vaccines [57]. All of this complexity and diversity greatly
complicates the choice of candidate antigens for vaccine development.

At least 18 different forms of one leading blood-stage antigen [58] and more than
200 variants of another [59] have been documented in a single African village. If
vaccines targeting these antigens generate immune responses that are insufficiently
cross-protective, vaccines based on just one or two genetic variants are unlikely to
be broadly efficacious [57]. To date, the choices of which variants of target antigens
to include in malaria vaccines have not been made in consideration of the
frequencies of these variants in natural populations. Careful molecular epidemio-
logical studies are beginning to pinpoint which of the many polymorphisms in some
of these antigens are the most important determinants of strain-specific natural
immunity [58, 59], and this approach may help inform the design of polyvalent or
chimeric vaccines that protect against diverse parasite strains [57].

Immunization with whole parasites of a given life cycle stage or with stage-
specific proteins typically protects against only that life cycle stage, hence the
notion of vaccines that prevent infection, disease, or transmission by targeting the
different stages. While a highly efficacious pre-erythrocytic vaccine would prevent
not only infection, but by doing so also prevent disease as well as transmission [6],
even a single surviving sporozoite could theoretically result in a full-blown infec-
tion, severe disease, and transmission. This is because of the parasite’s ability to
multiply rapidly — one sporozoite gives rise to tens of thousands of merozoites
emerging from the liver about a week and a half after a mosquito bite, and each
merozoite multiplies roughly tenfold during the 48-h blood cycle, quickly resulting
in billions of parasites circulating in the body. In reality, the rate at which parasites
amplify their numbers is determined not just by the parasite’s maximum reproduc-
tive capacity but also by host defenses and other factors. The ability of a partially
efficacious pre-erythrocytic vaccine to reduce the risk of clinical malaria illness
[60] supports the idea that there is some benefit from slowing the rate of parasite
reproduction short of complete prevention of blood-stage infection — a so-called
leaky vaccine, perhaps better thought of as an injectable bednet.

Most successful vaccines prevent infection or illness with pathogens that natu-
rally result in strong and long-lasting immune protection after a single exposure. As
described above, the naturally acquired protective immunity to malaria is hard won
and short lived. An effective malaria vaccine would need to produce stronger
immune responses more quickly than those that develop even under intense contin-
uous natural exposure to malaria, and a vaccine intended to prevent infection will
need to surpass natural immunity, which gradually protects against clinical illness
but does not completely prevent infection.
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Because the host immune response contributes to malaria pathogenesis,
a vaccine could theoretically increase the risk of harmful inflammatory responses
to subsequent infection, especially for vaccines directed against the blood stages
that are responsible for pathology. One blood-stage malaria vaccine based on the
P. falciparum merozoite surface protein 1 (MSP1) protected monkeys against lethal
infection but then resulted in life-threatening anemia following subsequent expo-
sure to malaria [61]. No such post-vaccination anemia has been observed in
malaria-exposed adults [62, 63] or children [64, 65] in African trials of a different
MSP1 malaria vaccine. A Phase 2 trial of a blood-stage malaria vaccine based on
a different antigen, the apical membrane antigen 1 (AMAL1), reported a possible
increased risk of anemia in vaccinated malaria-exposed children in an unplanned
post-hoc analysis [66]. No increased risk of anemia has been seen in trials with
a more highly immunogenic AMAL1 vaccine tested in similar populations [67, 68].
Vigilance for untoward inflammatory responses to malaria vaccines or to post-
vaccination malaria infection will continue to be an important aspect of clinical
malaria vaccine development, especially for blood-stage vaccines.

Pre-erythrocytic Vaccines

The vaccine furthest along in clinical development, RTS,S/ASO1, targets the pre-
erythrocytic circumsporozoite protein (CSP) of P. falciparum. The gene encoding
CSP was the first P. falciparum gene cloned [69], and as the major surface protein
coating sporozoites, CSP was immediately of great interest as a vaccine candidate.
Thought to be important in sporozoite development and motility [70], CSP contains
a central repeat region that elicits antibody responses [71], flanked on each side by
non-repetitive regions containing T-cell epitopes [69]. Antibodies directed against
the central repeat region cause the protein coat to slough off and block invasion of
hepatocytes, suggesting that vaccine-induced antibodies might prevent infection
[72]. Early synthetic CSP vaccines based on the repeat region using aluminum
hydroxide as an adjuvant were poorly immunogenic, although a few individuals
who achieved high antibody titers were protected against experimental challenge
with homologous sporozoites [73, 74].

Seroepidemiological studies failed to find an association between anti-CSP
antibodies and protection against infection [75], however, and the addition of
adjuvants that produced higher antibody levels did not result in improved efficacy
[76], leading the developers of RTS,S to include the flanking regions containing
T-cell epitopes in subsequent versions of the vaccine. The final form of RTS,S is
comprised of the central repeat region (R) and T-cell epitopes (T) using the hepatitis
B surface antigen (S) as a carrier matrix, and co-expressed in Saccharomyces
cerevisiae with additional S, hence “RTS,S.” The clinical development of RTS,S
has included progressive improvements in adjuvant systems, resulting in improved
efficacy both in experimental challenges [77-79] and in clinical trials in malaria-
exposed adults [80] and children [60, 81]. The current formulation includes the
liposomal-based Adjuvant System ASO1, which contains the immunostimulants
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monophosphoryl lipid A and QS21, a saponin derivative extracted from the bark of
the South American soap bark tree Quillaja saponaria. The development of RTS,S
supports the notion that strong adjuvants are a necessary component for efficacious
subunit protein malaria vaccines.

RTS,S/ASO1 (and its immediate forebears with oil-in-water versions of the ASO-
adjuvant system) was the first malaria vaccine to demonstrate meaningful levels of
clinical protection in field trials. Trials in children and infants who are naturally
exposed to malaria have demonstrated efficacy against clinical disease in the range
of 30-56% and up to 66% against infection, and a good record of safety and
tolerability [60, 81, 82]. A large Phase 2 trial in 1,465 Mozambican children showed
26% efficacy against all malaria episodes over nearly 4 years, 32% against first or
only episode of clinical malaria, and 38% in preventing severe clinical episodes [83].
After 45 months, the prevalence of parasitemia was significantly lower in vaccines
compared to the control group (12% vs 19%). The magnitude of the protective effect
after nearly 4 years was thus modest, but importantly, there was no evidence of
a post-immunization “rebound” effect — a theoretical concern that the vaccine might
interfere with the natural acquisition of protective immunity.

Based on these demonstrations of a level of efficacy that is well below levels of
protection expected for vaccines against other common pathogens but rare good
news for malaria vaccines, RTS,S/ASO1 is currently being evaluated in a large
Phase 3 trial of 16,000 children and infants in seven African countries. The cost-
effectiveness of licensing and deploying a malaria vaccine with efficacy in the
range of 25-50% is debated, but where the malaria burden remains high, as in much
of sub-Saharan Africa, such a vaccine is likely to be sought and used. Strategies being
investigated to improve on the efficacy of RTS,S/ASO1 include adding antigens
tested with the same adjuvant system to create a multistage, multi-antigen RTS,S-
based vaccine [84] and priming with an adenovirus expressing CSP before boosting
with RTS,S/AS01 [85].

Several other pre-erythrocytic vaccine candidates have progressed through
various stages of preclinical and early clinical development [55], including
recombinant subunit protein vaccines as well as DNA vaccines and viral
vectored vaccines [81]. Even though some of these have generated seemingly
good humoral and especially cellular immune responses when formulated with
strong adjuvants [86], protective efficacy has not been achieved in clinical
testing in humans. Prime-boost approaches using DNA vaccines or viral vectors
have also resulted in improved immunogenicity including cell-mediated
responses in some participants and, in some cases, in measurable delays in
time to infection in experimental sporozoite challenge trials [87]. Although
prime-boost vaccine strategies have failed to demonstrate meaningful protec-
tion in published clinical efficacy trials, recent unpublished reports are more
promising, with about 25% sterile protection provided by DNA prime and viral
vector boost using both CSP and the blood-stage antigen AMAI1 (T. Richie,
personal communication). Efforts to improve these approaches to get more
consistent cellular immune responses and higher levels of protection may be
hampered by variability in host responses to vaccination. Other novel
approaches such as a self-assembling polypeptide nanoparticle CSP vaccine
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are showing promise in preclinical testing [88]. Mining of genomic and
proteomic data has led to the identification of new pre-erythrocytic vaccine
candidate proteins, some of which have shown promising results in early
preclinical testing in animal models [89].

Blood-Stage Vaccines

Most blood-stage malaria vaccine candidates are based on antigens that coat the
surface of the invasive merozoites and/or that are involved with the process of
erythrocyte invasion, in hopes of generating antibodies that block invasion and
curtail parasite replication in the blood, reducing the risk or severity of clinical
illness. The merozoite surface protein 1, or MSP1, was the first and best
characterized of many proteins on the merozoite surface that are being targeted
for vaccine development. MSP1 undergoes cleavage into four fragments that
remain on the merozoite surface as a complex. Before erythrocyte invasion, the
entire MSP1 complex is shed except for the C-terminal 19-kDa fragment (MSP1,9),
which remains on the surface as the merozoite enters the erythrocyte [90]. Naturally
acquired antibodies to MSP1 4 inhibit erythrocyte invasion and are associated with
protection from clinical malaria in field studies [91, 92], supporting its potential as
a vaccine candidate. Studies of recombinant MSP1 vaccines in monkeys were
encouraging [93]. An MSP1¢-based vaccine on the same adjuvant platform as
RTS,S produced antibodies in Malian adults that recognized MSP1 from diverse
strains of P. falciparum [62], but had no protective efficacy against clinical malaria
in Kenyan children [65]. Comparison of the degree of homology with the vaccine
strain of MSP1 sequences in the infections experienced by children in the vaccine
and control groups will clarify the extent to which the genetic diversity of MSP1
accounted for this lack of efficacy.

The apical membrane antigen 1, or AMAI, resides in the apical complex of the
merozoite [94] before being processed and moving to the surface as the merozoite is
released from the infected erythrocyte [95], where it is thought to play a role in
erythrocyte invasion [96]. Proteomic studies have shown that AMAI is also
expressed in the sporozoite stage [97], suggesting that it may play a similar role
in hepatocyte invasion. People living in malaria-endemic areas produce antibodies
to AMAL that can inhibit erythrocyte invasion in vitro [98] and that are associated
with protection in field studies [99]. Studies in animal models show strain specific-
ity in the inhibitory activity of anti-AMAI1 antibodies [98], and these results have
been corroborated by subsequent allelic exchange experiments [100, 101].

Sequencing of the gene encoding AMAI in samples from a single Malian village
identified more than 200 unique AMAI1 variants in about 500 P. falciparum
infections [59], raising the daunting prospect that a 200-valent AMA1 vaccine
might be required to achieve broad protective efficacy. However, molecular epide-
miological analyses showed that a group of just eight polymorphic amino acids
lying adjacent to the presumed erythrocyte-binding site on AMA1 were responsible
for strain-specific naturally acquired immunity, suggesting that a vaccine
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comprised of as few as ten “serotypes” of AMAI might be sufficient to protect
against 80% of unique variants.

Two AMAL vaccines have reached the stage of efficacy trials in humans.
A bivalent vaccine with two different forms of AMAI adjuvanted with aluminum
hydroxide failed to provide any protection against parasitemia or clinical malaria [66],
and molecular analyses of pre- and post-immunization infections turned up no
evidence of strain-specific efficacy or selection of non-vaccine variants [102].
A monovalent AMA1 vaccine formulated with the same adjuvant system as that
used with RTS,S was more highly immunogenic [68] in a similar population of
African children. Although this vaccine did not prevent infection after experimental
sporozoite challenge [103] and showed marginal overall efficacy against clinical
malaria, it demonstrated strong strain-specific efficacy, reducing the risk of clinical
malaria caused by parasites with AMA1 homologous to the vaccine strain by more
than 60% [104]. This encouraging result suggests that it may be possible to develop
a more broadly efficacious multivalent or chimeric next-generation AMA1 vaccine,
and efforts are being made to do this [105-107].

The P. falciparum proteins that are expressed on the surface of infected
erythrocytes and that mediate cytoadherence and immune evasion and contribute
to pathogenesis would seem to be attractive candidates for anti-disease vaccines.
These PEEMP1 proteins are encoded by a large family of diverse var genes [14]
with up to 60 variants in each parasite genome. Designing a vaccine that would be
broadly protective against such an extraordinarily polymorphic target is likely to be
very difficult. One possible approach to overcome this difficulty may be the
identification of conserved epitopes that are nevertheless immunogenic [108].
Because a single PFEMP1 that is somewhat less polymorphic, VAR2CSA, mediates
cytoadherence in placental malaria, prospects for a PfEMPI1-based pregnancy
malaria vaccine may be better, and research toward this goal is underway [109].

Multistage, multi-antigen vaccines that include blood-stage components are
discussed in a subsequent section.

Transmission-Blocking Vaccines

Transmission-blocking vaccines are vaccines that are specifically intended to block
transmission by targeting molecules that are unique to gametocytes, the male and
female forms that are taken up during a blood meal and that mate in the mosquito
midgut, or that target subsequent mosquito stages. Antibodies directed against such
targets are capable of blocking the development of mosquito stages, thus interrupting
transmission [110]. In a rare example of a vaccine designed to target multiple species,
a vaccine based on mosquito-stage proteins in both P. falciparum and P. vivax was
recently shown to produce dose-dependent antibody-mediated transmission-blocking
activity [111]. However, the vaccine, which was formulated with the powerful
adjuvant Montanide ISA 51, was unacceptably reactogenic. With the recent renewed
call for global malaria eradication [5, 21], transmission-blocking vaccines will be
increasingly emphasized. In one novel and promising approach, vaccines that target
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mosquito molecules are being contemplated in hopes of avoiding selection pressure
within the host that favors “vaccine-resistant” parasites [112].

Although not traditionally thought of as transmission-blocking vaccines, highly
efficacious pre-eryth