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Abstract The past few years have seen the development of a suite of extended
epidemic models that take into account the “active” nature of individuals and/or
population. Many models start from the natural premise that individuals are not
“passive” but, on the contrary, receive and process information about potential
or ongoing epidemics. Therefore, risk perception and behaviour change play a
major role in shaping and changing the outcome of an epidemic. Incorporating
such aspects into classical epidemic models poses many challenges. First of all,
there are many open questions about how information is generated, its availability
locally and globally, its routes of dissemination and diminishing returns of “old”
information. All these factors lead to a significantly extended state space with
many more variables and parameters compared to standard epidemic models.
Thus, apart from issues around measuring and quantifying risk perception and/or
behaviour change driven by information, a major modelling challenge revolves
around model complexity. More precisely, how to achieve an optimal balance
between model accuracy and tractability. In this chapter, starting from a pairwise
model that accounts for the concurrent spread of an epidemic and information,
modelling complexity and results are discussed by (1) evaluating the effectiveness
of various information generating and transmitting mechanisms followed by (2) the
deconstruction of the pairwise model to a simpler variant and by (3) discussing
concrete modelling alternatives (i.e., pairwise and effective degree models for
dynamic networks) and potential future modelling trends in the area of coupled
models of human behaviour and disease transmission.
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1 Introduction

Classical epidemic models operate on the assumption of a “passive” population
where neither individuals nor population can absorb and process information arising
from a potential or an ongoing epidemic [1, 4]. This is a strong and unrealistic
assumption since for most diseases (e.g., sexually transmitted infections (STIs),
SARS, pandemic influenza, childhood diseases) the heightened risk of an outbreak
or ongoing epidemic leads to a series of measures aimed at preventing or limiting
the negative impact of an epidemic. These can be broadly divided into two classes:
(1) information generation and dissemination and (2) concrete measures taken by
individuals or groups to prevent infection or limit onward spread. While measures
of the first type can range from centrally driven population-wide campaigns and
dissemination of news via different mass-media to more local interactions in
acquaintance circles, measures of the second type include concrete pre-emptive or
reactive measures such as vaccination [2], limiting exposure via altering contact
patterns [9], seeking early treatment or taking medication (e.g., antiviral drugs) [6].

In this context and probably against intuition, information is not always bene-
ficial. For example, the risk associated with vaccination has been documented to
lead to limited uptake to the extent where herd-immunity thresholds have been
breached [2]. To capture such counterintuitive effects various game theoretical
models have been developed to combine epidemic dynamics with risk perception
and model different strategies of vaccine uptake or avoidance [18]. Such models
first and foremost are determined by the type of disease, e.g., SIS (susceptible-
infected-susceptible) or different versions of it for STIs [17] and SIR (susceptible-
infected-recovered) for childhood disease and influenza, and these are then modified
to account for information generation and transmission together with modelling the
benefits or penalties of having the information and choosing to act on or ignore it.
For example, for STIs, Chen [3] formulated an economic/game-theoretic epidemic
model to capture the interplay between the quality of information and its availability,
the prevalence of the infection and disease dynamics.

A more traditional, population dynamics type approach has been proposed by
Funk et al. [7] where information about the disease generates awareness which
in turn can lead to discounted infection rates. The model is based on an extended
version of the STR combined with results based on individual-based simulation. As a
result of the added complexity imposed by the awareness, the S, I and R classes were
further divided to reflect both disease and awareness status. They have found that
for the compartmental ODE model the spread of awareness has no effect on the
basic reproduction number R but leads to a reduction in the number of infecteds.
The consideration of the same model on theoretical network models has revealed
that if the disease transmission is not too fast, the generation and transmission of
awareness can stop the outbreak, i.e., Ry < 1.

In this chapter a coupled model of information and disease transmission in the
context of STIs [10, 17] is revisited and this model is used to discuss issues around
the efficacy of various information generating and transmitting mechanisms and
modelling complexity. The results and discussion from the analysis of the model
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are followed by a deconstruction of the model into its simpler components by first
relaxing assumptions about the population contact structure and then about the
way in which information is generated and transmitted. This helps to pinpoint and
discuss model assumptions along with identifying alternative modelling approaches
which account for evolving or adaptive contact networks that link naturally to
aspects around the concurrent spread of disease and information.

2 Model

The model presented here is based on that formulated by Hatzopoulos et al. [10]
but with some new aspects on interpretation of results and calculation of Ry. This
pairwise model captures both disease and information transmission where evolution
equations are written down for the expected number of individuals of various types
which in turn depend on the expected number of pairs. The dependency of singles
on pairs and then of pairs on triples is curtailed by using a closure relation where
triples are approximated in terms of singles and pairs [11]. This framework allows us
to take the population contact structure explicitly into account and thus produce an
accurate description of the problem where, as an added advantage, multiple routes
of information transmission (e.g., local and global) can also be accounted for.
Following on from [10, 12], individuals can be divided into one of five different
classes that specify the individuals’ status with respect to disease and information.
These are susceptible non-responsive (S,), susceptible responsive (S,), infected
non-responsive (I,;), infected responsive (/) and in treatment (7°). The term
responsiveness denotes the willingness to act or respond to information and is
key in trying to avoid infection or halting further spread [17]. The important
components of the model relate to the generation and transmission of information
as well as the benefits of possessing and acting on information. In the model,
information or responsiveness is generated in three ways: (1) I, — I as a result
of symptoms, (2) I, — T, where x € {nr,r}, as a result of being diagnosed and
moving to the treatment class and (3) X, — X,, where X € {S,1} as aresult of global
information transmission. While the first two are intuitive, the latter is used to model
the effect of mass-media campaigns which act as a single-source of information
with its strength and duration often linked to the prevalence of infection in the
population. Information transmission is possible in two different ways: (1) local or
individual to individual and (2) mean-field. While information dissemination locally
captures circles of close friends or acquaintances, the mean-field type transmission
accounts for a less clear-cut interaction at the population level, often centrally
lead or orchestrated. Many of these mechanisms of information generation and
transmission pathways can be easily linked to various ways in which information is
disseminated in real life. The model also accounts for the depreciation or decay of
responsiveness over time and this is achieved by allowing X, — X,,-type transitions
at rate dy, where X € {S,I}. The main benefits of being informed and responding
to information amount to reduced susceptibility, reduced infectivity and/or faster
recovery if infected. To keep the model as general as possible, all the above factors
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Table 1 All transitions allowed by the coupled infection/information system, where
X,Y € {S,1} with individuals in treatment acting as members of the responsive classes
(i.e., X; € {Sy,1,T}). Individuals in the treatment class return to being susceptible non-
responsive and responsive at rate pr and r(1 — p) with 0 < p < 1, respectively. The
reduced susceptibility, infectivity and faster recovery, as a result of acting on information,
is captured by the discount factors oy, 0; € (0,1] and o, > 1. To model the mean-
field transmission of information it is assumed that per unit time an individual may
momentarily come into contact with kyr others not in their social network. Along such
links information flows at a rate my. The function Gx ([1,,],[I;]) maps the prevalence of
infection to the unit interval and is subsequently multiplied by the constant rate dx. This
form models the saturating effect of media on individual behavioural response

Transition Rate Contact Type

Ly + Sy — 21, T Gy Infection

L+ Sy — Ly + 1, o, T Gy Infection

L+ S, — L+ 1, ;T Gy Infection

I+S,—2I 0,0;T Gy Infection

L,—T Yor Independent Infection

I, =T OrYur Independent Infection

T — S, r-p Independent Infection

T—S, r-(1—p) Independent Infection

X +Y, =X, +7Y, oy G Information transmission
X+ Yy = X, +Y, mykyr Mean-field Information transmission
X — X, Ox Gx ([Lr], [I]) Independent Information transmission
L, — 1. 0] Independent Information generation
X — X, dy Independent Information generation

are accounted for, but their presence or absence will be determined by the precise
modelling context and should be used accordingly. The full suite of transitions are
given in Table 1.

3 Results

Using the pairwise model (for a sample, see group of equations given in Eq. (1)),
the efficacy of different information generating and transmitting mechanisms in
slowing or stopping disease spread is investigated. Results are followed by a close
scrutiny of model complexity including a model deconstruction and discussion
around alternative modelling directions in the area of modelling the concurrent
spread of disease and information.

3.1 Pairwise Model: Impact and Efficacy of Different
Information Generating and Transmitting Mechanisms

Pairwise ODE models [11] represent an improvement upon standard compartmental
models as they allow us to capture the local nature of contacts. They also interpolate
with success between simple and full simulation models allowing for some degree
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of analytical tractability and transparency. Similarly to contact tracing models [5],
for information transmission it is important to represent the network of contacts
and be able to represent the formation of clusters of responsive individuals that
are difficult to capture via simple compartmental models. The resulting pairwise
model has 20 equations, 5 for singles and 15 for pairs (see Eq. (1) for a sample).
The dimensionality of the system can be further reduced by taking into account that
the population is closed and that all pairs add up to (k)N, where (k) is the average
node degree and N is the population size. The sample equations are:
[Sur] = = T[Surlur] = 203 [Surly] + pr{T] = Acs([SrSy] + [Surly] + [SwrT))
—Amrmskmr (Sr] + (1] + [T]) [Sar] /N = A G ([Lnr) (1) [Sur] + ds[S/],
[S1] = —704[Selur] 16105 [Se L) +(1 — p) (T +-Ac O ([Sur S, ]+ [Surly |+ [Sur T))
FAmrmskmr ([Se] + U] + [T1)[Sur] /N + 26 G ([Inr], [1]) [Sur] — di[Si],
[Ir'tr] = +1[Surlnr] + TOi[Surly] — YlInr] — Ac i ([LnrSy] + [Lurly] + (L T])
= Aarmiknar ([ A+ T Bl /N =26 Gi (s 1) Unr |+ il 1] = @[ L],
(1] = +704[Seh] + 10103 [Sely] — YO [Iy] + AcQi([urSi) + [lnely] + [1nrT)
+Aarmikne ([S+ L] +[T]) Unrl/N+ 26 Gi [, (1)) [Tnr] = di 1]+ @ [y
(7] = +¥llw]+yo, 1] (T, (D
[Surkur] = +[SurSurbr] + T6SnrSurly] = TlhurSurlar] = TOLSurkar] = T[Surlr]
—AcOs([SrSurtnr] =+ [rSurhur] + [T Surlur])
—Ayrmskpr ([Se] + (1] + (T]) [Surlur] /N — AGGs([Inr], [1:]) [Sur ]
—AcOi([SurlnrSy] + [Surlurly] + [SurlnT])
—Aarmikyp ([Se) + (1) + [T [Surkur] /N = A Gi([Lur) (1)) [Surlnr]
—Y[Surlur] + [T L] + di[SprIy] + ds[SyInr] — O[Sl
(Surdy] = +705[SurSrlnr] + T6:04[SprS ] — T[LurSurdy] — TOi[LSyrl] — T6i[Srl,]
+Ac 0 ([SurlurSy] + [Surlnrly] + [SurlnT1)
+Aarmikpr ([Sy] =+ (1] + [T]) [Surlur] /N + A6 Gi (s ], [1]) [Surdnr]
— A0 ([SySurly] + [1rSurly] + [TSur])
—Ayrmskpr ([Se] + (1] + [T]) [Surlur] /N — A Gs([Inr], [12]) [Sur ]
~ Y0 Surl] — diSurly] + di[S,1) — A4Sy + prIT1] + @[Sl

To integrate the equations numerically, the standard closure proposed in [11] is used.
This amounts to approximating all triples in terms of singles and pairs with the
general closure relation given by
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(k) — 1 [AB][BC]
(k) B

This approximation closes the system and numerical integration can be performed.
Parameter values are based on those used in [10] and, for simplicity, it is assumed
that oy = o = a, dy = d;i = d and 8 = § = 0. As are binary and are used to
switch on and off various information transmission routes. The system exhibits three
qualitatively different behaviours: (1) neither disease nor responsiveness can spread,
(2) only responsiveness spreads and a state of endemic-responsiveness is reached
and (3) both responsiveness and infection are endemic.

The system accounts for disease transmission through a static network of contacts
with information generated either by individuals in treatment or by those that
are infected and likely to self-diagnose. The model accounts for three different
routes of responsiveness transmission. The first overlaps completely with the disease
transmission route, while the second and third account for mean-field and global
transmission of information, respectively. The analysis compares the potential of
different sources and pathways of information generation and transmission to reduce
prevalence or stop infection. These desirable outcomes can be achieved due to
fractions of the population moving to the responsive class. As a result, these
informed individuals will experience decreases in their levels of susceptibility and
infectivity and a faster recovery if infected.

The system is seeded with a small number of individuals of type 1, and S, and
then it is numerically integrated to identify the smallest or critical rate that will lead
to the desired prevalence level /°¢ = 0.01. This is repeated for a range of 7 values
to determine the relative capacities of o, @ and 0 to deliver a state of low infection
prevalence. A value of p = 0.9 was used as this approaches a worse-case scenario
limit whereby no information is generated by the individuals themselves through
past experience. This setup allows us to examine the effects of o, ® and § in relative
isolation (peer-to-peer transmission at rate ¢ relies on the presence of informed or
responsive individuals via self-diagnosis or via treatment). According to Fig. la,
contact-based transmission of information is by far the most potent pathway to
generating a responsive population. Similarly to disease transmission, every receiver
of information (7, or S,,) immediately becomes a transmitter, in contrast to global
transmission of information that acts in isolation and remains singular at all times.
The mean-field type transmission of information, not shown in Fig. 1a, is equally
effective and produces an outcome that is similar to the contact-based transmission
case, especially if the network is densely connected. For smaller values of (k), and as
expected, the mean-field transmission performs better than the purely contact-based
but with small differences.

The transition to the responsive class due to media exposure is assumed to happen
at a rate given by the function

[ABC] = 2

O (] + [1,])"

Gy([I], 1)) = Gi([lu), [1]) = K+ (ol + )"
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Fig. 1 (a) Critical information rates resulting in a prevalence of /¢ = 0.01 as a function of the per-
contact infection transmission rate 7 (computed via the pairwise model). For T > 0.42 and in the
absence of information, the prevalence equilibrates at /°/ > 0.01. At and beyond this point different
amounts of each information rate are needed to lower the prevalence to /¢ = 0.01. In this case, the
effect of each transmission route is investigated in the absence of all others. Solid and thick solid
line correspond to o and ¢, respectively. The four dashed lines represent 8¢ for different values
of the population inertia parameter K = [0, 5,20, 100] increasing from right towards the left. The
values for o¢ are denoted on the right y axis and all the others on the left y axis. (b) The effect of
combining different sources of information. On the top left panel the endemic infection prevalence
is shown for a range of & and 7 values. In the remaining panels, for each combination of o and 7,
either global information or self-diagnosis or both are added with the same constant rate equal to
12. Other parameters are p = 0.9, 6; = 6; = 0.5, 6, = 2, Yur = 2, % = OYur> d = ¥, N = 10*, and
(k) = 6, from [10]. © Elsevier Science

where in this chapter, n = 1 at all times. The efficacy of global information (acting
on I, or Sy,) strongly depends on the value of the K which controls the growth of
G(+,-), for low prevalence the function grows like % (Iny+1,)". The parameter K can
be thought of as a measure of population’s willingness in responding to information.
Populations that resist behavioural change correlate with high values of K, and if it
could be measured or inferred could act as an indicator for the quality of global
information campaigns. For example, high values of K will simply translate to
observing vanishingly small returns from global information campaigns. The critical
rates for self-diagnosis are at best similar to those for global information, especially
for diseases with low transmissibility. As is the case for global information, self-
diagnosis lags behind the front of infection and will only produce benefits once
infected individuals are present. This is made even worse given that @ can only act
on /.

Information generation depends heavily on the precise type of the disease. The
self-diagnosis rate correlates directly with the disease being symptomatic. Diseases
with mild symptoms or the slow generation of new sources of information trans-
mission requires an efficient peer-to-peer communication and a population which is
responsive and is ready to adapt. Finally, where the population’s behavioural inertia
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is high, self-diagnosis can be more effective than global information dissemination.
This is illustrated by comparing the appropriate curves in Fig. 1a. The figure also
shows that as 7 increases it is less and less likely that information generation and/or
transmission can prevent an epidemic. More precisely at large but finite values of 7,
the rates of information generation and/or transmission needed to prevent the spread
will tend to unfeasibly large values.

In reality information generation and transmission will not operate singly. Mass-
media campaigns increase awareness which can bring forth behavioural change.
Infected members of the population are likely to learn from experience and share
their knowledge with their acquaintances. The model presented here is able to
accommodate these elements as it is shown in Fig. 1b for various combinations of
o, 6 and w. As indicated, the o and 6 combination is the most effective, while
the combination of all three is capable of preventing a significant proportion of
epidemics, especially for large 7. Contact-based transmission of information is by
far the most efficient as it generates new information transmitters. When epidemics
are successfully halted, the responsive and non-responsive susceptible individuals
form clusters that can resist infection invasions [10]. Such desirable endemic
steady states, with no disease but with informed and/or aware individuals, provide
an illustration of optimal dissemination of information that can prevent disease
invasion and calculating the basic reproduction number at such an equilibrium can
provide valuable insight into how disease, information and contact structure interact
and determine the outcome of potential invasions. The basic reproduction number
for such a setup, and with taking into account the heterogeneity in individuals’
connectivity, can be written as

Ro = %ka(k - 1)2;,P(S§|If)1’(1f —Sy), 3)
X Y

where WX = kS¥/(k)N is the probability that an initial index case chosen uni-
formly at random reaches an individual of type SX with x,y € {nr,r} and k,I €
{kmins - - - ykmax } With minimal an maximal nodal degree. P(S§|I)'§) incapsulates the
neighbourhood composition, e.g., the extent to which non-responsive or responsive
individuals are surrounded by responsive individuals. The final component, P(I¥ —
Si), simply denotes the probability of infection being passed across a link with
infectious and susceptible individuals of different types and can be challenging to
compute, see [10]. In this individual-based framework, R involves the information
generation and transmission components and provides a better representation when
compared to simple ODE models and it can be used to explore the optimal
arrangement that minimises the likelihood of an outbreak [8, 10].
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3.2 Model Deconstruction

The pairwise model above can be deconstructed by relaxing the assumption about
the mixing pattern in the population. Furthermore, applying it strictly under the
assumption of asymptomatic disease [17] (i.e., @ = 0), the model becomes [12]:

Snr = —Bur(inr + ir)Snr — O (S + iy + @)Spr — 85 (inrs ir)Snr + dss + pro, 4)
Sr = —=Brlins +ir)sr + O (sr + iy + @)Spr + g5 (inrs ir)Snr — dssy + (1 = p)re,  (5)
inr = Bur (ing + ir)Snr — 0G(Sy + i+ @)ing — &iinr, ir )iy — Yarir + diy, (6)
ir = Brlinr +ir)sr + (s 4 ir 4 @ )ine + &iliny s iy inr — Veir — diiy, (7
¢ = Yorinr + Yeir — 9, @®)

where g (+,-) = O(inr + i)/ (k+ (inr +i,)) with x € {s,i}. A standard dynamical
system analysis of the model above reveals two steady states ((1,0,0,0,0) and (1 —
so =ds/0),50,0,0,0) with two important threshold parameters (R}, = o /d; for the
responsiveness and R6 = Bur/ Yur for the disease) and an analytical relation between
the two determining the bifurcation picture of the system. In summary, the trivial
disease-free steady state is locally stable if and only if Rjy < 1 and R6 < 1 and the
non-trivial disease-free steady state is locally stable if and only if Ry > 1 and

(% — Br) (0 + Yar) + B(Yur — By) (04

Ri—1<A(R,—1) withA = ., B=di——. 9
’ ®o=) Tur(04+ %+ B) TRy

This is illustrated in Fig. 2a and highlights that information at the right level can
prevent an epidemic. However, it is important to note that in this simplified model,
Rf) does not depend on the information, as it was the case in [7]. This means that
information cannot halt an epidemic at the onset but it can do so once information
generation and transmission is quick started. In an SR model this amounts to always
experiencing a small epidemic whereas for an SIS model, the system can be driven
back to full susceptibility and with a proportion of the population “infected” by
awareness or responsiveness.

3.3 Alternative Modelling Approaches: Pairwise Models
Jor Evolving Contact Structures

The principal aim of any pre-emptive or reactive interventions is to reduce the
number of those affected by the disease. The reduction in onward spread can be
achieved by either limiting or reducing the number of potentially infectious contacts,
in network language amounting to cutting links, or keeping the connectivity but
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Fig. 2 (a) Illustration of the long-term behaviour of the system as a function of R;, and R6 for
increasing values of o, =0.05(j =0,1,2,3,4) and d; = 1/(52 weeks) with other parameters
being ¥, = 1/(26 weeks), v = 1/(13 Weeks) and f, = ¥, (b) The parameter space is divided
into three regions: the dlsease free is the only stable equilibrium (above the transcritical curve),
one unstable (disease-free) and a stable endemic equilibria co-exist (below the transcritical curve
and outside the Hopf bifurcation island) and, finally, a Hopf island with a stable limit cycle and
unstable disease-free and endemic equilibria. Parameter values are as follows: N = 100, (k) = 10,
Olss = 0.004, Ols; = 0.005, oy = 0, wss = 0.005, wy = 0 and Y= 1.0

reducing the susceptibility and infectivity level as well as the typical time that an
infectious individual spends in the population. While this last component cannot be
modelled by the alteration of the network of contacts, the former aspects can be
modelled by the explicit alteration of the connectivity pattern of the population.
Evolving or adaptive networks have already been studied in terms of simple
epidemic models where susceptible individuals break links to infected neighbours
and reconnect to other susceptibles [9]. This model can be regarded as an implicit
model of information generation and transmission where the action of individuals
of certain type can lead to curtailing an epidemic. A generalisation of the model
proposed by Gross et al. in terms of an S/S-based pairwise models can be written as:

1] = =[St -1, (10)
[S1) = y([11) — [SI)) + ©([SS1] — [1S1] — [S1]) — ws/[SI] + axsy ([S][1] = [S1]), (1)
[11) = —2y[11] +22([IS1) + [S1)) — cul11] + o (1) = 1) [1] - [11), (12)
[SS] = 2v{S1] — 27[SS1] — @ss[SS] + xss([S]([S] — 1) — [SS]), (13)

where, aap and w4p represent the rate at which AB-type links are created and cut
(A,B € {S,I}). This system is closed in the same way as the initial pairwise model
(see Eq. (2)) and the system lends itself to a bifurcation type analysis in order
to determine full system behaviour [13, 19]. The main outcome is illustrated in
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Fig.2b, where the cutting of [SI]-type links can halt the spread of the epidemic.
While the precise mechanism of information generation and transmission is not
explicit, this model is attractive in that it shows a qualitatively similar behaviour to
result from models with explicit information components yet it keeps a good degree
of transparency and analytical tractability. Moreover, for most diseases avoiding
infection will involve a significant amount of contact reduction or limitation and
hence a necessity of capturing evolving contact patterns. Previous models, explicitly
including aspects of information transmission, have recognised the importance of
also explicitly modelling contact and overlap between the disease and information
transmitting contact [8, 10] but have not considered a changing network structure.
Future research may shed light on whether the static network approach with
information modelled explicitly or dynamic networks with or without explicit
contact are more suitable and whether these should be used in combination or
singly. As more data becomes available, model fitting techniques may lead to better
understanding as to how link cutting and creation rates behave and whether these
need to be considered as time dependent functions of prevalence, including delays.
Dynamic network models of this type could be also refined to include aspects such
as the propensity of informed individuals to seek early treatment and thus limiting
further onward spread.

4 Discussion: Impact of Information and Modelling Outlook

In reference to the first pairwise model, Eq. (1), the numerical analysis suggests that
contact-based transmission is always more efficient in lowering prevalence when
compared to global information dissemination. Preliminary results also highlight
that increasing individual specific heterogeneity in ¢ (while keeping the same mean)
leads to lower prevalence as a large number of nodes, with small values of o, are
almost completely immune or unable to transmit infection. A similar observation
holds for o, where a high proportion of individuals with weak potential to transmit
the information will result in higher prevalence. The discrepancy between the impact
of peer-to-peer and population-wide transmission of information on epidemic
outcomes has important public health implications as illustrated in the United
Kingdom’s early AIDS epidemic, which was concentrated largely among men
who have sex with men (MSM). Informal campaigns within the male homosexual
community can be dated to early 1983. This was prior to dissemination in the gay
press (1983—4) and much earlier then the wider government sponsored campaigns
of 1986-7. It is estimated that HIV transmission peaked around 1983 among MSM
[16], followed by a rapid decrease which limited the size of the HIV epidemic in the
UK. The population-wide campaigns of 1986—7 were however associated with less
dramatic changes in STI diagnosis.

On the modelling side further progress and model refinement can be made by
looking at ODE-based models that have been developed for approximating epidemic
transmission on static and dynamic networks. For example, the pairwise models
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presented above do not take into account heterogeneity in the connectivity of
individuals. This can be circumvented by using heterogenous pairwise models [5]
where variables are determined by both disease status and number of links (e.g.,
[Sk] - susceptible nodes with k contacts and [Si];] - pairs linking a susceptible
with k contacts to and infected with / contacts). Obviously, this will increase the
number of equations and including information explicitly may make the model
difficult to analyse. In such cases, adaptive network models, where information is
included implicitly, may be more desirable. A recently proposed novel approach that
comes to meet this demand and also accounts for degree heterogeneity is the so-
called effective-degree type model developed by Lindquist et al. [14] and extended
further for dynamic networks by Marceau et al. [15] and Taylor et al. [20]. Here,
a “smart” choice of variables, with equations formulated in terms of the expected
number of Sy; and I; (susceptibles and infecteds with s susceptibles and i infectious
neighbours, respectively), leads to further modelling flexibility and more accurate
bookkeeping of nodes and the status of their contacts. However, this approach also
relies on a closure and raises further questions about the performance of various
approximate models when compared to true simulation. The large spectrum of
modelling approaches coupled with the natural tendency to increase model accuracy
can easily lead to overly complex models that are not transparent and difficult to
analyse and thus we advocate a modelling approach that aims for a good balance
between capturing key mechanisms and tractability.
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