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Preface

This volume is the most recent installment of the Progress in Motor Control series. It
contains contributions based on presentations by invited speakers at the Progress in
Motor Control VIII meeting held in Cincinnati, OH, USA in July, 2011. Progress in
Motor Control is the official scientific meeting of the International Society of Motor
Control (ISMC). There were 23 invited presentations at the meeting, which was
organized into eight themed symposia and included a special ISMC Past President’s
Address by Michael Turvey, along with 137 poster presentations.

The Progress in Motor Control VIII meeting, and consequently this volume, were
meant to provide a broad perspective on the latest research on motor control in
humans and other species. The invited talks at the meeting addressed topics such
as neural regeneration, the mirror neuron system, movement disorders, dynamical
systems models and analyses, cortical representation and control of movement, spinal
circuitry for movement control, neuromechanics, motor learning, computational
modeling, and interactions between cognitive and motor processes. Neuroscience,
psychology, physiology, kinesiology, biomechanics, engineering, neurology, physics
and applied mathematics are among the disciplines represented by the chapters and
their authors. The chapters also reflect a broad range of approaches and theoretical
points of view, including neural, computational, and dynamical systems perspectives.

This diversity of perspectives and approaches, while certainly not exhaustive or
even fully representative, provides a flavor of the complex and multi-faceted nature
of motor coordination and control. While it is clear that much progress has been
made—fueled in part, hopefully, by the eight Progress in Motor Control meetings
to date and the publications associated with them—it is nonetheless apparent that a
thorough and complete understanding of motor control is not yet within our grasp. It
will require a sustained effort to achieve this understanding, and continued efforts to
synthesize the results of studies that are accruing at what seems to be an exponentially
increasing rate. We hope that this volume contributes to these important goals in at
least some small way.

We would like to acknowledge the extremely valuable help of Jamie Miller and
the University Conferencing staff who helped us plan and execute Progress in Motor
Control VIII. Thanks are also due to the graduate students from the Perceptual-
Motor Dynamics Laboratory at the Center for Cognition, Action, and Perception in
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the University of Cincinnati Psychology Department who helped make the meet-
ing run smoothly—Dilip Athreya, Laura Bachus, Scott Bonnette, Tehran Davis,
Nikita Kuznetsov, MaryLauren Malone, Michael Tolston, Julie Weast-Knapp, and
Eli White. The meeting was supported financially by the National Institute of Neuro-
logical Disorders and Stroke (grant number 1R13NS073205-1). We also appreciate
the input from past and present ISMC officers and previous Progress in Motor Con-
trol organizers. Finally, we would like to thank Arthur Smilios at Springer for his
encouragement and assistance with putting together this volume.

Cincinnati, Ohio, USA Michael J. Richardson
April 2012 Michael A. Riley
Kevin Shockley
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Chapter 1
Model-Based and Model-Free Mechanisms
of Human Motor Learning

Adrian M. Haith and John W. Krakauer

Introduction

In laboratory settings, motor learning has typically been studied in the context of
adaptation paradigms in which subjects must learn to compensate for a systematic
perturbation—either some manipulation of visual feedback (Krakauer et al. 2000)
or a change in the dynamics of the motor apparatus, e.g., a force applied to the hand
(Shadmehr and Mussa-Ivaldi 1994), Coriolis forces induced by rotation of the body
(Lackner and Dizio 1994), or an inertial load attached to the arm (Krakauer et al.
1999). What is typically observed in these tasks is a monotonic improvement in per-
formance that s initially rapid, and then slows to an asymptote close to initial baseline
levels of performance. The progress of learning is well described by exponential fits,
implying that the amount of improvement on each trial is proportional to the error
(Thoroughman and Shadmehr 2000; Donchin et al. 2003). This kind of fast, trial-by-
trial reduction in systematic errors is typically referred to as adaptation. The term
adaptation has been used in some cases to imply a particular mechanism of learning;
however, we will adhere to a behavioral definition (as a gradual reduction in error
following an abrupt change in conditions) and describe potential underlying learning
mechanisms in more computational terms. As we will argue, learning in adaptation
paradigms is likely predominantly mediated by a specific learning mechanism that
is based on changing an internal forward model.

Not all motor learning falls under our behavioral definition of adaptation. Often
one learns to synthesize entirely novel movements even when there is no perturba-
tion, e.g., learning to swing a golf club, hit a tennis serve, balance a pole, or drive a
car. Although this kind of learning corresponds more closely to everyday usage of
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2 A. M. Haith and J. W. Krakauer

the term “motor learning,” it has hardly been studied in laboratory settings. The few
exceptions typically involve learning to manipulate an unfamiliar, possibly complex
virtual object (Carmena et al. 2003; Mosier et al. 2005; Nagengast et al. 2009; Ster-
nad et al. 2011). In these kinds of tasks, subjects progress from initial incompetence
to a high degree of proficiency, even approaching theoretically optimal behavior.
However, performance improvements are far slower than in adaptation paradigms:
while tens of trials are usually enough to reach asymptote after a systematic pertur-
bation is introduced, performance in these more complex tasks continues to improve
over hundreds of trials and even across days. This slow improvement is not entirely
due to the unfamiliarity of the task. Even in much more simple tasks that involve
maneuvering a cursor along a constrained path (Shmuelof et al. 2012) or through a
series of via points (Reis et al. 2009), overall variability in task performance reduces
substantially over days of practice, even though subjects immediately exhibit near-
perfect performance at slow speeds. It appears that a qualitatively different kind of
learning may be occurring in these tasks—one that is not reliant on compensating for
the highly salient errors that are present in adaptation settings, but instead is asso-
ciated with incrementally improving the quality of one’s movements with practice.
We define this long-term reduction in movement variability as skill learning. It is
not currently clear whether adaptation, skill, and learning to control external objects
draw upon identical, overlapping, or entirely different neural mechanisms.

In this review, we argue for the existence of two distinct mechanisms underlying
motor learning: (1) a model-based system in which improvements in motor perfor-
mance occur indirectly, guided by an internal forward model of the environment
which is updated based on prediction errors, and (2) a direct, model-free system
in which learning occurs directly at the level of the controller and is driven by re-
inforcement of successful actions. These distinct learning systems are each suited
to different tasks and as such are complementary to one another. Model-based pro-
cesses are likely to predominate in adaptation paradigms, and model-free processes
predominate in skill tasks. However, we argue that both can contribute to learning
in any given task.

Theory: Model-Based and Model-Free Approaches to Learning
Control Policies

We adopt a general definition of motor learning as the process of improvement
in execution of a task according to some chosen measure of performance such as
increased chance of success or decreased effort (or potentially a combination of the
two). Formally, we describe the state of learning in terms of a control policy
mapping current states, stimuli and time to motor commands i,

uy = 7(Xs,8,1).

This general framework can encompass multiple levels of description. A control
policy could describe selection of a single action per trial or describe an ongoing
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stream of motor commands in continuous time according to the instantaneous state.
The motor commands u, could model a high-level decision such as which direction
to move the hand or a low-level decision such as which muscles to activate and when.
The stimulus s, would typically correspond to an observed target location and the
state x, would reflect the state of the motor plant. Any systematic, experience-driven
change in this control policy can be described as motor learning. The quality of each
potential control policy can be quantified in terms of the expected outcome value,
i.e., the average performance that would be expected to be obtained when following
that control policy for a given task. In studying motor learning, we study the process
whereby individuals use experience to improve their control policy.

The optimal policy will depend on two specific things: (1) the structure of the
task, i.e., which states are associated with valuable or successful outcomes and what
costs may be associated with different states or actions and (2) the dynamics of the
motor apparatus and environment, i.e., how do motor commands affect the state. In
most motor control paradigms we would generally expect that the structure of the
task is unambiguous; however, in general it may be that neither the task structure
nor the dynamics dynamics is known precisely.

This general framework and the problem of determining suitable actions in an
uncertain environment based on ongoing observations is precisely the theoretical
problem studied, at a more abstract level, in the field of reinforcement learning
(Sutton and Barto 1998). At the heart of reinforcement learning theory is the notion
of the value function V (x,, t) which reflects, for a given control policy, the total future
reward that can be expected to be gained given the current state and time. The goal
of reinforcement learning is to determine the optimal value function—from which
the optimal policy follows straightforwardly.

Different variants of reinforcement learning differ in exactly what kind of value
function is represented and how this value function is updated based on experience. In
particular, two distinct computational strategies have emerged for using experience
to update estimated values and thereby determine optimal control policies. The first
approach is to use experience to build models of the dynamics of the motor apparatus
and environment and the structure of the task, and compute the value function based
on these models (Fig. 1.1a). This approach is termed model-based learning. Note that
model-based learning of this kind is very different from what most people understand
intuitively by the term ‘reinforcement learning.’

A second approach, which accords with most people’s informal or colloquial use
of the term ‘reinforcement learning,” is to learn the value function directly through
a process of trial and error—explore the space of potential actions in each state
and keep track of which states and actions lead, either directly or indirectly, to
successful outcomes (Fig. 1.1b). This approach is often termed model-free, in contrast
to model-based approaches. Other learning strategies are clearly possible besides the
model-free and model-based approaches described here. However, these represent
the most common approaches.

While model-free strategies clearly work and can in certain cases be shown the-
oretically to be guaranteed to converge upon optimal behavior (Sutton and Barto
1998), learning by trial and error is typically very slow in terms of the number of
attempts necessary before a good policy can be acquired, even in relatively simple
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a Model-based learning b Model-free learning
Cerebellum
Learnin
5 Forward Model
sensory
prediction
errors M1 ) M1
Learning i
Control Policy [——— Control Policy
success/
failure
Indirect: Direct:
« ldentify perturbation « Remember and repeat
« Plan movement actions that led to success

Fig. 1.1 Comparison of model-based and model-free strategies for updating a control policy based
on experience. a Model-based learning schematic. Changes to the control policy are brought about
indirectly through first updating a forward model of the motor apparatus and environment based
on sensory prediction errors, then using this knowledge to calculate an appropriate controller for
the current task. b Model-free learning schematic. The control policy is updated directly based on
reward prediction errors

environments. Model-based learning, by contrast, makes the best possible use of
all observations. Any information acquired about the outcome of a particular action
is retained and can influence planning of future movements, regardless of whether
that action led to success or not. Model-based methods also allow more principled
generalization. If the reward structure of the task changes in a known way (e.g., the
target moves to a new location), an appropriate new control policy can be computed
based on the model of the dynamics that was built in the context of the previous task.

The major disadvantage with a model-based approach is that although the value
of any state/action pair can in principle be computed exactly, it can be prohibitively
computationally intensive to do so. Existing methods for computing the optimal
policy typically involve either dynamic programming—a backward iteration through
time to exhaustively compare all possible paths to the target and identify the best
ones, or some iterative sequence of approximations to the value function or policy
that converge upon a local optimum. Details of these methods are beyond the scope
of this chapter (but for excellent introductions see Bertsekas 1996; Sutton and Barto
1998; Todorov 2007).

The complexity associated with computing optimal value functions and policies
need not preclude biological systems from utilizing some form of model-based con-
trol. In certain very simple scenarios, it can be trivial to compute the optimal policy
given a specification of the task and plant e.g., if the action on a given trial is sim-
ply the aiming direction for a particular movement, then a model-based solution to
a rotational perturbation simply amounts to subtracting an estimate of the rotation
angle from an observed target angle. The feasibility of the model-based approach
therefore largely depends on the nature of the task. Even if the computations are
simple, however, errors may still arise from accumulation of noise that inevitably
accompanies computations in biological systems (McGuire and Sabes 2009).
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Model-free approaches, by contrast, require only relatively trivial computations
because experiences lead directly to changes in the controller. Unlike a model-based
approach, there is no intermediate forward model representation and no calculation
required to transform a forward model into a control policy. In the long-run, model-
free approaches tend to deliver superior performance on a particular task because
they do not rely so heavily on noisy computations each and every time a movement
must be made. The disadvantage is that the scope of the learned control policy is
restricted to the task performed during learning. Even if the reward structure of the
task changes in a known way, one must start from scratch (or at least from some
previous but incorrect control policy). This is in sharp contrast to the flexibility
offered by model-based learning.

In summary, if one wants to learn a good control policy in an uncertain environ-
ment, a model-based learning strategy is, in principle, the most powerful and flexible
approach but requires unwieldy computations. Direct, model-free approaches rely
only on simple computations but can require far more training (exploration) before
they lead to a competitive policy. What learning strategy do animals use when placed
in a situation where they must learn what to do? The contrasting ways in which
model-based and model-free learning mechanisms should be expected to generalize
to novel scenarios can act as hallmarks that potentially allow us dissociate an animal’s
learning strategy based on observing its behavior.

Model-Based and Model-Free Learning in Operant
Conditioning Paradigms

In a situation where an animal must learn what actions will lead to reward, such as a
rat navigating through a maze to find food, it seems that animals adopt both model-
based and model-free learning mechanisms in parallel (Daw et al. 2005). Although
any given control policy could be arrived at by either model-based or model-free
strategies, these two modes of control can be dissociated by changing the reward
structure of the task. In rodents this is typically achieved by stimulus revaluation.
For instance, imagine examining the behavior of thirsty rats in a maze that they had
learned while they were hungry and seeking food. Under a model-free approach,
the thirsty rat will have no way of knowing how to obtain water and will likely
either behave like a naive rat, or rely on the same policy that led to reward while
hungry. A model-based approach, by contrast, will enable the rat to flexibly change
its behavior immediately in line with its new objective of finding water instead of
food (provided, of course that it had previously explored the maze sufficiently to
have found the location of the water). In practice, rewards are typically revalued
either by sating the animal prior to the task or, more drastically, pairing a familiar
food with a strongly aversive stimulus (e.g., poison).

Behavior in such devaluation paradigms has been studied extensively, leading to
a classical division between goal-directed behavior, in which animals are sensitive
to reward devaluation, and habitual behavior in which they are not (Killcross and
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Coutureau 2003; Balleine and O’Doherty 2010; van der Meer and Redish 2011).
Behavior tends to be goal-directed early in learning but becomes more habitual later
on (Balleine and O’Doherty 2010). These differences in behavior can be interpreted
in terms of reinforcement learning: goal-directed behavior can be understood as
model-based, while habitual behavior is model-free (Daw et al. 2005; Dayan 2009).
The transition from goal-directed to habitual with experience can even be explained
as an evolving, intelligent trade-off between the advantages of each strategy.

Remarkably, these alternative model-based and model-free strategies are neurally
dissociable. Lesions to distinct regions of prefrontal cortex can isolate one pattern
of behavior or another in hungry rats (Balleine and Dickinson 1998; Killcross and
Coutureau 2003). Sequential decision-making tasks in humans have revealed that
their behavior can similarly be decomposed into model-based and model-free com-
ponents (Fermin et al. 2010; Glischer et al. 2010), while fMRI reveals that these
components have distinct underlying neural substrates (Glidscher et al. 2010).

The kinds of control tasks that we are primarily concerned with in this review are
quite different from the problem that a rat faces in a maze. In decision-making tasks
it is the high-level choice of which path to follow at a junction that is of interest. The
low-level movements that register this decision are considered incidental. In motor
control, however, it is precisely these low-level movements that are of interest. Criti-
cally, control of movements can be cast within the same broad theoretical framework
used to describe decision-making. The only differences are that movements of the
eyes and limbs occupy a space of potential states and actions that is continuous and
potentially high-dimensional, and decisions must be made in continuous time. Nev-
ertheless, the same considerations for solving the general problem apply as in more
discrete domains. In particular, both model-based and model-free learning strategies
are possible and have similar advantages and disadvantages as in discrete domains.
We will argue that, as in the case of rodent decision-making, both strategies are
employed by the motor system for continuous control of movement. The underlying
neurophysiology may, however, be quite different for the motor system as compared
with the discrete action selection paradigms studied in rodents.

Model-Based Motor Learning

Forward models—neural networks which generate predictions about future states
of the motor system given a current state and an outgoing motor command—have
long been posited to be utilized by the motor system (Wolpert and Miall 1996).
Model-based learning has become a dominant framework for understanding human
motor learning, with arguably the majority of theories of motor learning assuming
a model-based perspective (Shadmehr and Krakauer 2008; Shadmehr et al. 2010).
The proposed advantages of maintaining a forward model are twofold: (1) A forward
model allows for faster and more precise estimation of the state of the body and/or
environment, and (2) Forward models may aid in planning future movements by
directing changes in the controller itself, i.e. they may participate in model-based
control. While (1) has by now become a relatively uncontroversial claim, (2) is much
more difficult to establish.



1 Model-Based and Model-Free Mechanisms of Human Motor Learning 7

Before assessing the case for model-based learning in the motor system, we briefly
disambiguate model-based learning from learning involving inverse models. The
simplest kind of controller considered in motor learning theories is a static mapping
from a desired outcome to a single action. Such controllers have been referred to
as inverse models since they are the direct inverse of the forward model. However,
inverse model are not really “models” in the true sense of the word—they do not
provide an internal representation of any process occurring in the outside world. It
is more accurate to think of inverse models as simple control policies. An inverse
model control policy can be arrived at in a model-based manner by first learning
a forward model and then inverting it (Jordan 1992). Alternatively, changes to an
inverse model could be driven directly by task errors (Thoroughman and Shadmehr
2000). We would not describe such learning as model-based, however, since the
learning occurs directly at the level of the controller rather than via a forward model
representation of the task or plant. Learning of this kind is only really feasible in
simple, single-time step scenarios.

Theories based on the notion of inverse models are fairly limited in scope. More
generally, motor control is described in terms of time-dependent feedback control
policies (Todorov and Jordan 2002). In this context, there is no way to directly update
the control policy based on performance errors. By contrast, model-based learning
is a very general approach to obtaining a good control policy that is applicable to
any problem that can be framed as a Markov decision process. The only limitation to
model-based learning is being able to gather enough information to build the model.

Nothing is presently known about the neural computations that underlie the trans-
lation of knowledge about the environment in the form of a forward model into a
control policy. However, even though the potential mechanisms underlying model-
based control processes are poorly understood, this understanding is not necessary
to establish whether or not it occurs. Here, we focus on reviewing the evidence at the
behavioral level for the existence of forward models and their involvement in motor
learning.

The Cerebellum and Forward Models

The cerebellum has long been implicated in motor control and coordination and
has emerged as the most likely neural substrate of putative internal models (Bastian
2006; Shadmehr and Krakauer 2008; Wolpert et al. 1998). Patients with hereditary
cerebellar ataxia or lesions to the cerebellum have general difficulties in coordinating
movement and are grossly impaired in adaptation tasks (Martin et al. 1996; Maschke
et al. 2004; Smith and Shadmehr 2005; Tseng et al. 2007; Synofzik et al. 2008; Rabe
et al. 2009; Criscimagna-Hemminger et al. 2010; Donchin et al. 2011). There are
many potential roles for the cerebellum in learning that might give rise to such an
adaptation deficit in cerebellar ataxia. The cerebellum may, for instance, compute
an inverse model that directly maps desired outcomes to actions (Medina 2011). We
argue here, however, that the adaptation deficit following cerebellar damage stems
from an inability to learn forward models.
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Neurophysiological recordings from the cerebellum show that Purkinje cell sim-
ple spike activity reflects the kinematics of movement, and not the motor commands
required to achieve the kinematics (Pasalar et al. 2006). This finding clearly demon-
strates that the output of the cerebellum is not directly related to motor output, as
would be predicted if the cerebellum were computing an inverse model or otherwise
contributing directly to control. Furthermore, Purkinje cell activity during movement
precedes the actual kinematic state of the limb (Roitman et al. 2005). So this activity
in the cerebellum does not simply reflect a reporting of sensory feedback—instead
it appears that the cerebellum implements an internal forward model that predicts
the kinematic or sensory consequences of motor commands before that information
actually becomes available from the periphery.

Numerous studies have argued from a behavioral standpoint that an estimate
of state from a forward model underlies state-specific feedback corrections during
movement (Ariff et al. 2002; Chen-Harris et al. 2008; Wagner and Smith 2008;
Munuera et al. 2009). This process appears to be cerebellar-dependent (Miall et al.
2007; Xu-Wilson et al. 2009). Together with the above-mentioned neurophysio-
logical findings, these studies make a strong case that the cerebellum generates
predictions about future motor states on the basis of outgoing motor commands,
and that these predicted states are made available to an already-learned feedback
controller that guides ongoing execution of a movement. While this constitutes
model-based control of sorts (Mehta and Schaal 2002), in this article we are more
interested in the question of whether a forward model brings about changes in the
controller, rather than influencing control only through estimates of state. Never-
theless, if forward models exist and can be used to guide online feedback control,
it perhaps makes it more likely that the same forward models might participate in
planning feedforward control.

Evidence for Forward Model Involvement in Feedforward Control

An often-cited instance where predictions of a forward model are claimed to influence
feedforward control (as opposed to only feedback control) is in compensating for the
consequences of one effector’s actions on another—for instance stabilizing one hand
holding a load while removing that load with the other hand or increasing grip force
on an object to prevent slippage when accelerating it upward. It has often been argued
that such anticipatory control is possible because of a forward model that predicts
adverse consequences of an upcoming action before it has happened, enabling an
appropriate compensation to be planned and executed concomitantly (Wolpert and
Miall 1996; Flanagan and Wing 1997; Wolpert et al. 2011). Although the use of a for-
ward model could, in principle, enable this kind of anticipatory control, coordination
per se is no proof of the existence of forward models. Anticipatory control is simply
a feature of a good control policy and there is no way of knowing how this controller
may have been arrived at simply by observing it in action. Good coordination could
have been learned via model-free mechanisms through trial and error.
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Studies of anticipatory control in cerebellar ataxia patients offer some clues as
to the nature of anticipatory control. Interestingly, cerebellar ataxic patients demon-
strate intact coordination in manual unloading tasks (Diedrichsen et al. 2005) and
exhibit intact modulation of grip force with varying load forces (although baseline
grip forces are abnormal) (Rost et al. 2005), suggesting that forward models are not
at all a prerequisite for performing coordinated movement. Cerebellar patients do,
however, show impairment in learning novel anticipatory adjustments (Nowak et al.
2004; Diedrichsen et al. 2005). This suggests that initial acquisition of anticipatory
control is facilitated by a forward model that can predict the consequences of the ac-
tions of one effector on the goals of another but, with prolonged practice, coordinated
control eventually becomes independent of the forward model. To put it another way,
there may be a transition from model-based to model-free mechanisms.

The notion of model-based learning implies that improvements in performance
are driven by errors in the prediction of a forward model. One plausible alternative to
this idea is that adaptation is driven by the feedback corrections one makes to correct
errors, rather than by the errors themselves (Kawato and Gomi 1992). This does not
appear to be the case for reaching movements, however: learning rates in adaptation
tasks are identical whether or not feedback corrections are allowed during movement
(Tseng et al. 2007). Similarly, corrective saccades do not appear to be necessary to
adapt saccade amplitude (Wallman and Fuchs 1998).

Although not driven by corrective movements, adaptation may not necessarily
be driven by prediction errors of a forward model. If control is mediated by an
inverse model, changes to a control policy could be driven directly by task errors,
without any need for a forward model. In most cases, task errors and prediction errors
are closely aligned. In certain cases, however, performance errors and prediction
errors can be dissociated. For instance, saccades to visual targets usually tend to
fall slightly short of the target, but this shortfall does not lead to an increase in
saccadic gain as one would expect if it were induced through a target jump. In fact,
if the target is surreptitiously jumped mid-saccade such that the eye lands perfectly
on the target every time, then saccadic gain actually begins to decrease despite
the absence of performance errors (Wong and Shelhamer 2011). Indeed it is even
possible for adaptation to occur in the opposite direction from a task error. This
provides compelling evidence that prediction errors and not task errors are what
drive motor adaptation.

A similar, even more striking result can be found for reaching movements. In a
study by Mazzoni and Krakauer (2006) (Fig. 1.2a), subjects were exposed to a 45°
rotation of visual feedback but were also provided an explicit strategy to counter
the rotation: simply aim to an adjacent target deliberately spaced at a 45° separation
from the true target. Initially, subjects were able to flawlessly implement the strategy
and hit the target. However, performance rapidly began to drift away from the target
in the direction of the perturbation despite the fact that the task was being performed
without errors. It therefore does not seem to be task error per se that drives adapta-
tion, but discrepancies between predicted and observed behavior. Interestingly, this
drift effect does not persist indefinitely—after prolonged exposure, subjects begin to
reduce their errors again, suggesting that there is some component of learning that
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Fig. 1.2 Motor learning is driven by sensory prediction errors. a Healthy subjects that are provided
with an explicit strategy to counter a 45° rotation initially counter the perturbation successfully, but
performance immediately drifts in the direction opposite the rotation. (Reproduced from Mazzoni
and Krakauer 2006). b This drift is attenuated in patients with cerebellar ataxia (note that rotation
direction is opposite as compared with panel a). (Reproduced from Taylor et al. 2010)

acts to close task errors rather than prediction errors (Taylor and Ivry 2011). When
patients with cerebellar ataxia are given an explicit strategy, they are able to success-
fully maintain performance without undergoing any drift in performance (Taylor
et al. 2010) (Fig. 1.2b). Thus the adaptation deficit in cerebellar ataxic patients is
due to a reduced sensitivity to prediction errors not task errors.

The idea that adaptation is mediated by changes in predictions about the con-
sequences of one’s actions can be tested more directly through paradigms that ask
subjects to estimate where they perceived their hand to have moved during a reach.
Although such assays inevitably contaminate forward model-based predictions with
actual visual and proprioceptive sensory experiences, a number of interesting results
have been obtained using this approach. Following exposure to rotated visual feed-
back, healthy subjects undergo a corresponding change in their perceived hand path
during movement (Synofzik et al. 2006). Cerebellar ataxic patients show no such
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perceptual changes (Synofzik et al. 2008; Izawa et al. 2011). These results support
the idea that changes in a forward model, which presumably lead to the changes in
predicted hand position, are a prerequisite for adaptation.

In summary, adaptation is driven by prediction errors and not by task errors or
online motor responses to correct those errors. Exposure to rotated visual feedback
leads to a shift in perceived hand location during movement. In patients with cerebel-
lar ataxia, sensory prediction errors do not result in changes in feedforward control
in future trials and do not lead to changes in perceived hand position. We believe that
the most parsimonious explanation for all of these results is that the cerebellum com-
putes an internal forward model that predicts the consequences of motor commands
and that this forward model influences feedforward control of future movements.

Generalization of Learning Across Tasks

A final thread of evidence that has been cited in support of model-based control
frameworks concerns generalization. Human subjects exhibit a high degree of gen-
eralization of learned compensation for a perturbation to a new movement (Shadmehr
and Mussa-Ivaldi 1994; Krakauer et al. 2000). While this generalization is consistent
with the idea of model-based control, it is important to bear in mind that model-free
learning will also be expected to exhibit some degree of generalization—only in this
case the generalization will be of a learned control policy, rather than of an internal
model. The amount of generalization across states will be entirely determined by the
underlying representation. There is no specific reason why one should expect model-
based learning to generalize more broadly across states than model-free. However,
subjects trained on a visuomotor rotation with full vector error (presumably engaging
primarily model-based mechanisms) do generalize more broadly than subjects who
learned to compensate the same perturbation but were given only binary feedback
about the success or failure of their movements (presumably relying on model-free
learning) (Izawa and Shadmehr 2011).

A more concrete dissociation between model-based and model-free learning
mechanisms is the extent to which learning should transfer across tasks within the
same workspace—for instance tracking a cursor along a curved path versus making
point-to-point reaches. This form of generalization across tasks is directly analogous
to the reward devaluation protocols that dissociate model-based from model-free
action selection processes in rodents (Daw et al. 2005)—in both cases the reward
structure of the task is altered but the consequences of actions remain the same. A
number of studies have examined generalization of learning from a redundant task,
in which the perturbation is task-irrelevant, to a nonredundant task. For example,
Schaefer et al. (2012) had subjects make reaching movements to a point anywhere
on a circular arc while imposing a rotation of visual feedback. This rotation did
not compromise task performance, since subjects still easily landed on the arc as
required. The rotation, however, did lead to sensory prediction errors. In subsequent
catch trials toward a single target, subjects showed significant aftereffects, support-
ing the idea that learning was driven by sensory prediction errors rather than by task
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errors. An identical pattern was found for subjects who adapted to a visual ampli-
fication of movement extent (gain increase) while performing an analogous task in
which reach direction mattered, but reach extent did not.

Interestingly, although perturbations led to significant aftereffects even when they
produced errors only along task-irrelevant dimensions, the aftereffects found by
Schaefer and colleagues were significantly smaller than when the same perturbations
were task-relevant. A similar study by Synofzik and colleagues (2006) found similar
partial transfer of a visual rotation from reaching to an arc to reaching to a point. In
that study, additional probe trials measured perceptual changes accompanying learn-
ing. Significant changes in perceived hand position during reaching were found.
However, although the mean perceptual changes and mean generalization were of
similar magnitude, individual subjects’ perceptual changes were not predictive of the
reaching behavior. Incomplete transfer of adaptation across tasks is not limited to
these two examples. Adaptation to a shift in visual feedback during a manual track-
ing task generalizes only partially to subsequent reaching movements (Simani et al.
2007). In force field adaptation, subjects who learn a force field while performing a
series of point-to-point reaching movements show partial but incomplete generaliza-
tion of their learning when subsequently asked to make circular movements (Conditt
et al. 1997).

The finding that learning is consistently seen to transfer across tasks is consistent
with model-based learning. However, the variation in the extent of learning un-
der task-relevant and task-irrelevant conditions suggests that learning might not be
purely driven by changes in a forward model. On the one hand, one could interpret
these results in terms of task-specific internal models mediating task-specific model-
based controllers. However, the notion of task-specific internal models rather defeats
one of the primary benefits of a model-based approach to control: the ability to flexi-
bly generalize knowledge about the environment across tasks. It perhaps seems more
parsimonious to suggest that task specificity of learning arises because of the task
specificity of components of learning that are independent of internal models.

Evidence for Model-Free Learning

Model-based learning implies that the motor system learns to compensate for sys-
tematic perturbations by first identifying the dynamics of the system being controlled
through a forward model (likely in the cerebellum), then somehow translating this
knowledge into a control policy in the motor cortex. We have argued that this kind of
mechanism can parsimoniously account for a variety of experimental results. How-
ever, not all aspects of motor learning are well explained by such a model-based
framework. Here we outline the evidence that the motor system also relies on direct,
model-free learning of actions.

As we have described above, patients with cerebellar ataxia are severely impaired
in compensating for systematic perturbations. According to a model-based interpre-
tation, this inability arises from a primary deficit in the ability to learn or update an
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Fig. 1.3 Force field learning in patients with cerebellar ataxia. a Severe patients are grossly impaired
in adapting to an abruptly introduced force field. b Introducing the force field gradually allows
compensation similar to healthy controls. (Reproduced from Criscimagna-Hemminger et al. 2010)

internal forward model describing the perturbation (either explicitly, or as an adjust-
ment to baseline forward models). Perhaps surprisingly, however, cerebellar ataxic
patients are able to learn to compensate for perturbations if the perturbation is intro-
duced sufficiently gradually (Criscimagna-Hemminger et al. 2010; [zawa et al. 2011)
(Fig. 1.3). Successful learning in this case is not accompanied by a change in the
perceived consequences of actions (Izawa et al. 2011). This spared learning ability
of cerebellar patients therefore does not appear to be associated with any change in
an internal model. Interestingly, healthy subjects who learn to compensate for a rota-
tion given only binary feedback about the success or failure of their movements are
similarly able to successfully learn to counter the rotation without updating their pre-
dictions about the outcome of their movements (Izawa and Shadmehr 2011). These
findings suggests that cerebellar ataxia patients, as well as healthy controls deprived
of being able to extract prediction errors from a movement, are able to compensate
by engaging an alternative learning mechanism that relies solely on the degree of
success of a movement and not on the directionality or magnitude of errors. This
also explains why learning is only possible in a gradual paradigm: natural variability
in movements ensures occasional success when perturbations are small, sufficient
to allow the patients to shift their control strategy and in turn enabling them to find
movements that successfully counter larger perturbations later on.

The clearest example where model-based and model-free learning can be clearly
dissociated is in explaining the ability to relearn a perturbation faster the second
time around (savings). Huang and colleagues (2011) had subjects reach to a series of
targets, while giving them rotated visual feedback. Crucially, the rotation changed
pseudo-randomly from trial to trial, so that subjects achieved little success and never
repeatedly made the same movement with success. Subjects did, however, adapt to
the average imposed perturbation, which was a clockwise rotation of 20°. Following
washout of this learning, subjects were given a further test block in which they made
reaching movements to a single target under a constant rotation. In this test block,
these subjects adapted no faster than naive subjects, i.e., they did not exhibit savings
despite having previously adapted their movements in the direction appropriate to
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Fig. 1.4 Adaptation to a visual rotation is accelerated by prior learning of an opposite rotation,
provided the targets are arranged such that the action required to successfully counter the rotation
is the same in both cases. (Reproduced from Huang et al. 2011)

counter the test perturbation. By contrast, a second group of subjects was faced with
a nonrandom perturbation that was designed such that the same action would lead to
success on every trial, regardless of the target location. After washout, subjects in this
group adapted substantially faster to a subsequent test rotation, i.e., they exhibited
strong savings. These results suggest that learning an internal model alone does not
suffice to achieve savings—some degree of repetition of a successful movement is
also necessary. Even so, the savings might have been due to a model-based process
that is modulated by task success. A further experiment established that this is not the
case by showing that savings can arise from prior learning of an opposite rotation,
provided that both rotations required the same hand movement to achieve success
(Fig. 1.4).

These results suggest that savings arises through recall of previously successful
actions, rather than recall of a learned internal model. It may even be that the recall
of successful actions is prompted by reward prediction errors rather than by sensory
prediction errors. In force field learning, withholding a previously given reinforce-
ment signal triggers partial recall of previously learned actions, even when kinematic
performance errors are mechanically clamped at zero (Pekny et al. 2011).

Dopamine-dependence of Model-free Learning

From a theoretical perspective, model-free learning relies on errors in predicted
reward (unlike model-based learning, which relies on errors in predicted sensory
feedback). Dopamine neurons have been consistently linked with reward prediction
errors (Montague et al. 1996; Schultz et al. 1997). Parkinson’s disease (PD), in which
there is widespread death of dopaminergic neurons, is known to lead to learning
deficits in operant learning tasks that rely on reward prediction error signals (Frank
et al. 2004; Shohamy et al. 2005; Avila et al. 2009). Thus the study of learning in
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PD patients may offer crucial insights into which components of motor learning are
subserved by model-free processes. PD patients show no impairment in learning a
visuomotor rotation compared with age-matched control subjects. However, savings
upon re-adaptation is almost absent in patients with PD (Marinelli et al. 2009; Bedard
and Sanes 2011; Leow et al. 2012). This remarkable finding clearly demonstrates the
importance of reinforcement and reward for savings and strongly accords with the
results of Huang and colleagues (2011). Dopamine is also known to play a pivotal
role in skill acquisition in rats. Blocking dopaminergic innervation of M1 from the
ventral tegmental area (VTA) abolishes the ability of rats to improve performance
in a grasping task. Blocking dopamine did not, however, impair performance of
previously acquired skills, suggesting that dopamine plays a key role in learning but
not execution of motor skill (Hosp et al. 2011).

Use-Dependent Learning

A significant line of observations that is difficult to reconcile with purely model-
based frameworks is the fact that, even in the absence of perturbations, current
movements appear to be influenced by previous movements—a phenomenon that
has been termed use-dependent learning. Repeated movements toward a particular
target lead future movements to be biased toward that movement direction (Huang
et al. 2011; Verstynen and Sabes 2011). Point-to-point reaching movements around
an obstacle lead to a distinct trajectory bias once the obstacle has been removed (Jax
and Rosenbaum 2007). In redundant tasks, subjects are biased toward solutions that
they were led to on previous attempts, even though these may be far from energetically
optimal (Diedrichsen et al. 2010). These history-dependent biases in behavior may
originate in primary motor cortex: motor responses elicited by transcranial magnetic
stimulation (TMS) over M1 tend to be biased toward movements that were practiced
immediately beforehand (Classen et al. 1998). Long-term practice over years seems
to have a similar effect—TMS of M1 in expert musicians is more likely to elicit
the same hand movements that occur while playing their instrument compared to
nonmusician controls, or musicians that play other instruments (Gentner et al. 2010).
Use-dependent learning appears to be difficult to reconcile with the model-based
view that movements are planned to be optimal according to a current model of the
environment. Use-dependent learning also does not seem to be due to the same model-
free learning mechanisms that give rise to savings. Movement execution biases can be
induced without giving rise to savings (Huang et al. 2011), and savings occurs when
target directions are distributed uniformly around a single start position, in which
case no use-dependent learning occurs (Verstynen and Sabes 2011). It can be argued
that these kinds of history-dependent effects reflect a learned model of the structure
of the task, with biases in movement direction reflecting the influence of prior ex-
pectations about the location of the target (Verstynen and Sabes 2011). In this case,
use-dependent learning can be thought of as a form of unsupervised learning, being
driven not by prediction errors or rewards but by the statistics of previous actions.
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An alternative way to frame use-dependent learning is as a form of motor habit—
i.e. an insensitivity to changes in task goals (which is a generalization of the notion of
reward revaluation). Habit and model-free learning have been equated in the realm of
rodent decision-making (Daw et al. 2005). It may be possible, however, to dissociate
them in the domain of motor control where, critically, independent assays of habit
(movement biases) and model-free learning (savings) are available.

In summary, there are an increasing number of experimental observations in motor
learning that are difficult to describe within model-based frameworks. We do not
wish to suggest that these findings negate the idea of model-based learning. Rather,
we propose that these phenomena occur due to additional learning mechanisms that
operate independently of internal models. Furthermore, these mechanisms constitute
more than just a curious nuisance that contaminates behavior in adaptation paradigms.
We suggest that they are equally if not more critical than model-based learning.
Indeed, acquisition of entirely novel motor behaviors may depend upon model-
free learning mechanisms in which successful control policies in motor cortex are
dopaminergically reinforced.

Combining Model-Based and Model-Free Learning Mechanisms

In sequential decision-making contexts, model-based and model-free learning sys-
tems are often conceived as operating independently, interacting only at the action
selection stage. Both model-based and model-free strategies yield estimates of the
value of choosing a particular action in a particular state, and these independent
estimates must be combined to guide the ultimate choice of action. The confidence
in each estimate plays a crucial role in this arbitration process—a concept that can
formalized in a Bayesian sense (Daw et al. 2005). The ultimate course of action
could be based on either choosing the most reliable estimate (Daw et al. 2005) or
combing the estimated values weighted by their relative reliabilities (Glascher et al.
2010). Early in learning, when there are few observations available, model-based
approaches tend to be more reliable than model-free ones. Imprecise computations
place a limit on the reliability of model-based methods, however, so that, when data
are abundant, the direct approach of model-free learning becomes more reliable.
Consequently, behavior tends to rely more on model-based mechanisms early on
and more on model-free mechanisms after extensive practice.

In the context of control of the eyes and limbs, there is a continuous, possibly
high-dimensional space of potential actions. When choosing among a discrete set
of actions, an animal can exhaustively sample all available actions in each state—
the only constraints on learning are the confidence that the animal has in its own
observations and in the constancy of the environment. When the action space is
continuous-valued, however, exhaustive sampling is not possible. In these scenarios,
the model-based system becomes essential to rapidly guide behavior toward promis-
ing control policies, effectively guiding exploration for model-free learning. As is the
case in discrete domains, abilities that are initially learned model-based should, with
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experience, become model-free behaviors. This transfer of responsibility explains
the fact that anticipatory control remains intact in patients with cerebellar ataxia
(who will have initially learned such coordination long before the onset of ataxia
(Diedrichsen et al. 2005)) but new patterns of coordination cannot be learned.

Conclusions and Outlook

We have contrasted two distinct approaches to learning new control policies: model-
based learning, in which sensory prediction errors indirectly drive updates to a control
policy by updating a forward model, and model-free learning in which reward pre-
diction errors drive changes to a control policy directly. We have argued that the
motor system utilizes both kinds of learning. A parallel learning architecture lends
the motor system robustness and redundancy; learning a given task can be achieved
in many different ways, so that if one fails either through circumstance (such as
if impoverished sensory feedback precludes learning a forward model) or disease,
other mechanisms are still in place to ensure that overall performance can still be
maintained or improved.

It has long been argued that the different structures within the brain appear to
be well suited to learning from experience in different ways (Doya 1999).The com-
plementary roles of different brain regions for model-based and model-free learning
are particularly nicely exhibited in a recent study by Galea and colleagues (2011).
They found that anodal transcranial direct current stimulation (tDCS) over primary
motor cortex did not affect the rate of adaptation to a visuomotor rotation. However,
it did lead to a large effect on retention of learning. Conversely, anodal tDCS of
the cerebellum substantially increased the rate of adaptation, but did not influence
retention. Although the exact mechanisms by which brain stimulation is able to mod-
ulate learning in this way are far from clear at present, we suggest a general way of
viewing this result as tDCS of the cerebellum promoting model-based learning and
tDCS of M1 promoting model-free learning.

It is likely that the brain utilizes many different forms of learning, not restricted
to the specific strategies and mechanisms we have focused on here. For instance,
although we have described model-based learning as being dependent on an implicit
internal model in the cerebellum, it is likely that other brain areas such as prefrontal
cortex may contribute alternative, explicit task models that may give rise to a form of
model-based control that might be considered more strategic (Mazzoni and Krakauer
2006; Taylor and Ivry 2011). Use-dependent learning appears to be neither model-
based nor model-free in the sense that we have described. Many error-driven learning
strategies have been proposed in which vector performance errors directly drive
updates to a controller (Thoroughman and Shadmehr 2000; Franklin et al. 2008).
Such strategies are neither model-based in the sense we have described (since the
error directly influences the controller, rather than going through a forward model)
nor model-free (since learning is error-driven rather than reward-driven).
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Fig. 1.5 A motor learning taxonomy, by analogy to the famous taxonomy of memory by Squire.
(Squire 1992)

A deeper understanding of the multiple component processes that support motor
learning is paramount to advance the efficacy of neuro-rehabilitation following brain
injury. The most promising path to achieving this goal is through coupling theoretical
insights with carefully designed experiments, study of specific patient groups, and
the use of brain stimulation techniques. Dissecting motor learning into its constituent
components is a clear and important goal for future motor control research. We believe
that computational levels of description offer a sound basis by which to begin this
classification (Fig. 1.5).
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Chapter 2
The Molecular Basis of Experience-Dependent
Motor System Development

Robert G. Kalb, Weiguo Zhou and Lei Zhang

Overview

Nervous system operation depends on the ability of neurons to process a panoply
of excitatory and inhibitory signals and generate meaningful output. The size and
complexity of the dendritic tree is a critical determinant of the computational work
of neurons (Stuart et al. 1999). In addition, the geometry of the dendritic tree can
regulate who communicates with a neuron by controlling the quantitative and qual-
itative nature of the afferent input (Hume and Purves 1981). Theorists, taking a
wiring optimization approach, view synaptic connectivity and neuronal morphol-
ogy as inextricably linked because it is the most efficient fit of network wiring
within a given volume of neuropil (Chklovskii 2004). The spectrum of animal be-
havior, from a 0.5 mm roundworm wiggling on a Petri dish to Glen Gould playing
Bach, reflects the precision with which neurons elaborate their dendritic tree and are
innervated.
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Cell and Molecular Biology of Activity-Dependent Development

The process of dendrite elaboration is often divided into an initial, synaptic activity-
independent phase and a subsequent, synaptic activity-dependent phase (Goodman
and Shatz 1993; Shatz 1990). The first phase sets up the basic architecture of the tree
and is likely to be under strong genetic control (Gao and Bogert 2003; Jan and Jan
2003). The synaptic activity-dependent phase of dendrite elaboration is believed to
fine tune structure into a precise configuration (Cline 2001; Constantine-Paton et al.
1990). There is much evidence to support the “synaptotrophic hypothesis” as a mech-
anism for activity-dependent regulation of dendrite arbor development (Vaughn 1989;
Vaughn et al. 1988; reviewed by Cline and Haas 2008). Developing axons and den-
drites undergo exploratory growth and make nascent synapses. Adhesion molecules
such as neurexins (NRX) and neuroligins (NLG; Chen et al. 2010; Thyagarajan
and Ting 2010) are likely to be involved. Repeated use of a synapse leads to sta-
bilization of the synapse if pre- and postsynaptic elements are coincidently active
(Bi and Poo 2001; Engert et al. 2002; Ruthazer et al. 2003). Axons and dendrites
that bear stable synapses are retained (or perhaps grow) and conversely, portions
of axons and dendrites that do not bear stable synapses are withdrawn (Katz and
Constantine-Paton 1988). Spontaneous synaptic activity is the initial driver of these
events and subsequently environmentally evoked synaptic activity does the heavy
lifting. Experience-dependent refinement of neuronal architecture and synaptic con-
nectivity sculpts each nervous system to perform best in the environment in which
the animal was reared (Zhang et al. 2000).

One form of activity-dependent development involves activation of the N-methyl-
D-aspartate (NMDA) subtype of glutamate receptor (Cline et al. 1987; Kalb 1994;
Kleinschmidt et al. 1987). This leads to a substantial rise in dendritic calcium, which
is thought to be the key trigger for subsequent events. The precise ordering of what
occurs next is not entirely clear, but the literature supports the view that there are
three linked main events. Event #1 is the secretion/elaboration of extracellular fac-
tors such as BDNF, Wnts, and nitric oxide (Cramer et al. 1996; Inglis et al. 1998;
Wu et al. 1994). There is evidence that secretion/elaboration is activity-dependent
and blocking their action can prevent synapse stablization and dendrite growth
(McAllister et al. 1996, 1997; also see Lu 2003). Event #2 is the activation of in-
tracellular signaling molecules such as Ca**/calmodulin-dependent kinase (CamK)
type I (Wayman et al. 2006), CamK II (Wu and Cline 1998; Zou and Cline 1999;
Gaudilliere et al. 2004) and CamK IV (Redmond et al. 2002), mitogen-activated pro-
tein (MAP) kinase (Ha and Redmond 2008; Redmond et al. 2002; Wu et al. 2001),
Bcatenin (Yu and Malenka 2003; Peng et al. 2009), and RhoA GTPases (Li et al.
2000, 2002; Sin et al. 2002). The role of these molecules has been studied using
pharmacological inhibitors and expression of dominant-negative and constitutively-
active forms of these proteins. Event #3 is a new gene expression and the list of
contributing transcription factors includes cAMP response element-binding protein
(CREB; Li et al. 2009; Redmond et al. 2002; Wayman et al. 2006), CREST (Aizawa
et al. 2004), NeuroD (Gaudilliere et al. 2004), and myocyte-specific enhancer factor
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2A (MEF2A; Shalizi et al. 2006). As discussed above, the role of these molecules has
been studied employing molecular genetic techniques. Modification of cytoskeletal
elements, maturation of silent synapses (NMDA-R only — AMPA-R + NMDA-R),
and the precise apposition of pre- and postsynaptic membranes incorporating adhe-
sion molecules are all necessary steps in this process. With so many events apparently
occurring simultaneously, it is difficult to discern the epistatic relationships. How
activity-dependent processes dovetail with dendrite growth-promoting processes not-
shown-to-be-activity-dependent such as activation of PI3K and mammalian target
of rapamycin (mTOR; Jaworski et al. 2005; Kumar et al. 2005) and Notch signaling
(Redmond et al. 2000) only complicates matters more.

Experience-Dependent Motor System Development

The normal development of the locomotor system (from behavior, to connectivity
within the segmental spinal cord, to motor neuron dendrite architecture) emerges
during prenatal and early postnatal life (Altman and Sudarshan 1975; Curfs et al.
1993, 1994; Donatelle 1977; Pellis et al. 1991; Seebach and Ziskind-Conhaim 1994;
Snider et al. 1992). In the next section, we outline the evidence that locomotor
development is experience-dependent and that the molecular machinery that drives
this process can involve activation of NMDA-Rs. In addition, we will provide evi-
dence for a second set of molecules that appear to act in parallel with NMDA-Rs to
drive motor system development. We have found that GluA1 subunit of the 2-amino-
3-(5-methyl-3-oxo0-1,2-oxazol-4-yl) propanoic acid (AMPA)-R, in concert with an
intracellular-binding partner called SAP97, promote motor system development by
an NMDA-R-independent mechanism.

Experience-Dependent Motor System Development and the
NMDA-R

We begin with studies by Kerry Walton’s group of neonatal rats reared in space. The
force of gravity at the surface of the earth is called “1G” and anything less than
that is referred to as “microgravity”. Walton’s group studied a cohort of animals
that spent about 2 weeks of early postnatal life in the space shuttle. She showed
that young rats that develop in microgravity have demonstrably different locomotor
behavior than those that develop on earth (Walton et al. 2005). These observations
echo her previous work using the tail suspension model (Walton et al. 1992). Work
from my laboratory using these mice demonstrated that the motor neuron dendritic
tree also undergoes experience-dependent development (Inglis et al. 2000). The par-
simonious construct is that at least some on the alterations in motor neuron dendrite
structure subserve the alterations in locomotor function that follow microgravity
rearing.
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These behavioral and anatomical studies prompted us to ask whether NMDA-Rs
were involved in activity-dependent maturation of motor neuron dendritic archi-
tecture. We began by asking whether NMDA-R components were expressed by
developing motor neurons. In situ hybridization studies show that newborn motor
neurons express NR1, NR2A, and NR2C at particularly high levels and over the sub-
sequent next few weeks of life, the abundance of these messenger RNAs (mRNAs)
falls off considerably (Stegenga and Kalb 2001). The NR1 subunit undergoes alter-
native splicing, and an analysis of specific NR1 variants reveals that NR1A, NR1B,
NR1-2, and NR1-4 are expressed at particularly high levels in newborn motor neu-
rons. The abundance of these splice variants falls subsequently in early postnatal life
(Stegenga and Kalb 2001). This work demonstrates that motor neurons express a
unique repertoire of NMDA-R subunits in early postnatal life.

Coincident with the period when motor neurons express a distinct type of
NMDA-R, the dendrites of motor neurons are undergoing substantial growth (Curfs
et al. 1993; Lindsay et al. 1991; Nufiez-Abades et al. 1994). Overall tree size
and number of branches increase approximately twofold to threefold between
postnatal day 7 (P7) and P21. Antagonism of NMDA-Rs with (2R)-amino-5-
phosphonopentanoate (APV) or MK-801 inhibits the growth of motor neuron
dendrites of NMDA-R (Kalb 1994). In contrast to their effects on developing den-
drites, antagonism of NMDA-Rs in adult animals has no effect on motor neuron
dendrite architecture. These results indicate that during a critical period in early
postnatal life, activation of NMDA-Rs promotes the elaboration of motor neu-
rons dendrites. In subsequent work, we showed that the dendrite growth-promoting
actions of NMDA-Rs are mediated by the second messenger, nitric oxide (In-
glis et al. 1998). Overall, this work highlights the distinct parallel between the
experience-dependent development of sensory and motor systems.

A Novel Form of Activity-Dependent Development Utilizes
GluA1-Containing AMPA-R

In addition to characterizing the expression pattern of NMDA-R subunits, we also
examined the expression pattern of AMPA receptors (AMPA-R) subunits. Although
all subunits undergo developmentally regulated expression, we were impressed that
neonatal motor neurons express particularly high levels of the GluA1l (mRNA and
protein; Jakowec et al. 1995a, b). (This is the unedited version of the protein that
contains the “flip” alternatively spliced exon and unless otherwise stated, we will use
“GluA1” to denote “GluA1(Q)flip.”) Electrophysiologic studies show that neonatal
motor neurons display Ca™*-permeable AMPA receptors (as would be expected from
assembled tetramers enriched with GluA1l or even homomeric GluAl tetramers;
Carriedo et al. 1996; Vandenberghe et al. 2000). This raises the possibility that
the special type of AMPA receptors expressed by neonatal motor neurons is part
of the molecular mechanism of experience-dependent dendrite development. The
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first good clue that this could be the case was a study in which we overexpressed
(OE) GluAl in mature motor neurons (after the period of developmental dendrite
growth; Inglis et al. 2002). We found that this led to large-scale remodeling of the
dendritic tree with a marked increase in dendrite branching. Expression of a version
of GluR1 with an arginine in the critical “Q/R editing site” (GluA1(R)) had no
effects on dendrite architecture. AMPA-R assembled from GluA1(R) are calcium
impermeable and pass very little current upon activation with glutamate. These in
vivo observations suggest that GluA1 can promote dendrite growth and this depends
on the ability of GluA1-containing AMPA-R to depolarize cells. Subsequent in vivo
and in vitro works provide strong support for the idea that calcium permeability of
GluA1-containing AMPA-R is a major determinant of its effect on dendrite growth
(Jeong et al. 2006).

One could imagine at least two ways in which increasing the expression of
AMPA-R assembled with GluA1 might promote dendrite growth: (1) By enhancing
the ability of cells to depolarize upon afferent stimulation, GluA1 might facilitate
the activation of NMDA-Rs. In this scenario, GluA1 acts upstream of NMDA-R-
mediated events; (2) GluA1 may act through an NMDA-R-independent pathway to
regulated dendrite growth. In this scenario, GluAl acts in parallel to NMDA-R-
mediated events. There are several reasons for favoring the second scenario. First,
administration of MK-801 to rats OE GluA1 did not block the prodendrite growth
effect. We know MK-801 was at an effective concentration in the brain because we
could not evoke LTP in the dentate gyrus from animals treated with MK-801 (see
Fig. 6 of Inglis et al. 2002). So, OE GluA1 led to increase dendrite branching even
though NMDA-Rs were effectively antagonized. Second, NMDA-R mRNAs are
developmentally regulated and not expressed by mature motor neurons (Stegenga
and Kalb 2001). So, GluA 1-mediated dendrite remodeling can occur in neurons that
do not express NMDA-R subunits. Finally, we more formally examined the role of
NMDA-Rs in GluA1-dependent dendrite growth in vitro.

We grew dissociated spinal cord neurons in vitro and expressed GluA1l by trans-
fection and treated some cells with the NMDA-R open-channel blocker MK-801
(10 wM). Three groups of neurons were studied morphologically: (1) green fluores-
cent protein (GFP), (2) GFP + GluA1 + vehicle, and (3) GFP + GluA1 + MK-801.
MK-801 or vehicle was administered daily to the cultures and after 5 days in vitro
(DIV), the cultures were fixed, immunostained for GFP to enhance the cell labeling,
camera lucida drawings generated and quantitatively analyzed (Fig. 2.1). Compared
with GFP alone, GluAlled to an ~30% increase in dendrite branches (F20) =
3.507, p=0.03), ~ 60% increase in overall arbor size (F| 69y = 17.005, p < 0.0001),
~ 60% increase in average dendrite length ({2 69) =9.370, p =0.0003), and a 40 %
increase in the length of the longest dendrite (F; 60 = 10.817, p <0.0001). Treat-
ment with MK-801 did not influence the progrowth effects of GluA1; the dendritic
arbor of neurons in the “GluA1 + MK-801” were not statistically different from the
dendrite arbor of the neurons in the “GluA1” group. These observations establish that
overexpression of GluA1 stimulates dendrite growth in a manner that is independent
of NMDA-Rs.
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GFP GluAl + GluA1l +
Vehicle MK-801
Cell Parameter | GFP Control | GluAl | MK-801 and GluA1 | Fa
(n=20) (n=21) (n=22)
Soma area (gm’) 13087 + 899 | 3498 + 77.5 | 3592 + 80.1 [ 21870211
1° dendrites | 67 = 13 | 68z L4 [ 69 + 1.9 [ 0.098; 0.9071
Branches, # [ 133252 | 170 = 48% 161 = 43 | 3.507; 0.0363
Elength (jm) | 998.8 + 236.0 | 1611.5 = 431.6*** | 1581.0 = 426.5*** | 17.005; <0.0001
Average dendrites | 156.1 = 46.6 [ 246.3 + TR.4rus [ 246.6 £ 95,64 9.370; 0.0003
Longest dendrite (um) | 178.9 + 57.0 | 251.9 + 5,0%%% [ 237.3 + 5].4%%% 10.817; <0.0001

#Differs from GFP Control: ¥p<0.05; ** p<0.01; %% p<0.001:
'Differs from GluR1, 'p<0.05; "' p<0.01; """ p<0.001

Fig.2.1 Overexpression of wild-type (WT) GluA1 stimulates dendrite growth in vitro inan NMDA-
R-independent manner. Top, representative camera lucida images of neurons expression GFP alone,
or GFP + GluAl (treated or not with MK-801). The chart below provides a quantitative analysis
of dendrites as well as a statistical analysis using ANOVA. The number of neurons drawn is noted
in parentheses next to the column title. There is statistically significant increase in branching and
overall tree size in neurons overexpressing GluA1 and these effects are not influenced by NMDA-R
antagonism

In addition to NMDA-R, voltage-gated calcium channels are activated by mem-
brane depolarization, and so these channels might participate in the GluA1 form of
dendrite growth. To examine this issue we undertook a second set of experiments;
we used the L-type calcium channel blocker nifedipine (20 wM). Three groups
of neurons were studied morphologically: (1) GFP, (2) GFP + GluA1 + vehicle,
and (3) GFP + GluAl + nifedipine. Nifedipine or vehicle was administered daily
and cells were prepared for analysis as discussed above (Fig. 2.2). Compared with
GFP alone, GluAl led to an ~40% increase in dendrite branches (F2 63 = 8.396,
p =0.0006), ~40% increase in overall arbor size (F43 =12.99, p < 0.0001), and
~20 % increase in average dendrite length (F 2,63 =9.085, p =0.0004). Treatment
with nifedipine blocked all the prodendrite growth effects of GluA1l overexpres-
sion on branching and even suppressed overall tree growth and elaboration of the
longest dendrite in comparison with neurons treated with vehicle. It is interesting that
recent work has shown that L-type calcium channels play a critical role in home-
ostatic synaptic plasticity (Goold and Nicoll 2011). Thus, the activity-dependent
dendrite growth elicited by GluA1 is NMDA-R independent and requires activation
of voltage-gated calcium channels.
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GFP GluA1 + GluA1 +
Vehicle Nifedipine
Cell Parameter | GFP Control |  GluAl [ GIuA1 and Nifedipine | Foau).p
(n=22) (n=22) (n=21)

Soma area (pm*) | 2077 £ 503 2319 + 444 213.1 £ 44.5 1.588; 0.2126

| 1° dendrites [ 60+ 10 | 68=12 | 63+ 14 2,110 0.1300

| Branches, # i 136+ 48 | 187+62 | 121+ 547 | 8.396; p=0.0006 |
| Llength (um) [ 11255 £ 3260 | 15429 = 6252 | 8753+ 2420 | 12.99; p<0.0001

| Average dendrites [ 1923 %637 | 2301 = 893 | 141.6 £ 41.1%" | 9.085; p=0.0004
| Longest dendrite (gm) 239.6 + §2.3 | 258.8 + 79.5 [ 177.6 + 65.5%" | 6.531; p:h.ﬂﬂi‘.? |

#Differs from GFP Control: #p<0.05; ¥ p<0.01; #** p<0.001;
'Differs from GluA1 Treatment, 'p<0.05; "' p<0.01; """ p<0.001

Fig. 2.2 Overexpression of WT GluAl stimulates dendrite growth in vitro in a voltage-gated
calcium channel-dependent manner. 7op, representative camera lucida images of neurons expression
GFP alone, or GFP 4 GluA[1 (treated or not with nifedipine). The chart below provides a quantitative
analysis of dendrites as well as a statistical analysis using ANOVA. The number of neurons drawn is
noted in parentheses next to the column title. There is statistically significant increase in branching
and overall tree size in neurons overexpressing GluA1 and these effects are blocked by voltage-gated
calcium channel antagonism

The above-described work argues that expression of GluAl is sufficient to pro-
mote dendrite growth. Simply overexpressing the protein can trigger the elaboration
of dendrites (either in vitro or in vivo). To determine if GluA1 is necessary for den-
drite growth under endogenous conditions requires that we reduced or eliminated its
expression in neurons and determined the effects on morphogenesis. In vitro studies
using RNA interference (RNAI) technology reveal that reducing GluA1 in neurons
inhibits the normal elaboration of dendrites (Zhang et al. 2008). The effects are dose
dependent and cell autonomous. These observations support the view that expression
of GluA1 by neurons is necessary for the normal morphogenesis of the dendritic tree.

The In Vivo Role of GluA1 in Motor System Development

Activity-dependent growth of dendrites is a component of experience-dependent
motor system development. In light of this, we wondered if the above in vitro obser-
vations were also seen in vivo. If so, we would be well positioned to determine
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the broader impact of GluAl on other features of experience-dependent motor
development such as behavior and circuit connectivity.

GluA1 null mice (GluA1~/~) are viable and have defects in cognitive/affective
behavioral realms (Bannerman et al. 2004; Zamanillo et al. 1999). We began our
studies of these animals by asking if GluA1~/~ neonatal motor neurons elaborate a
normal dendritic tree. Both at P10 and P23, the dendritic tree of GluA1~/~ motor
neurons is smaller than wild-type (WT) control mice (Zhang et al. 2008). It is worth
noting that in addition to motor neurons, interneurons within the neonatal ventral
horn also express GluAl at very high levels (Jakowec et al. 1995a, b). And so,
it is possible that loss of GluA1l from interneurons that innervate motor neurons
influences the capacity of motor neurons to elaborate a normal dendritic tree. To
examine this issue directly we generated conditional knock-out mice. Mating Hb9-
Cre mice with mice bearing a LoxP-flanked allele of GluA1 generates mice with loss
of one copy of GluAl. Using an appropriate breeding we generated mice that are
homozygous for the LoxP-flanked allele and Cre recombinase and these mice have
ablation of GluA1 expression restricted to motor neurons. Analysis of dendrite from
these animals (GluA19"*H%) revealed a reduction of dendrite size and branching,
similar but not as severe as what we observed in the GluA1~/~ mice (Zhang et al.
2008). There was no effect on dendrite structure in various control mice (i.e., Hb9-
Cre alone or GluA1%*? alone). These in vivo observations support the view that
the expression of endogenous GluA1 by motor neurons is required for the normal
elaboration of the dendritic tree during development.

Does the loss of GluAl influence other aspects of the motor system such as
circuitry within the segmental spinal cord? To address this question, we used the
pseudorabies virus (PRV)-tracing system. A recombinant PRV was generated that
expressed GFP in cells. Upon injection into the hamstring leg muscle, PRV-GFP
particles are retrogradely transported to motor neurons. PRV-GFP particles are then
exported into dendrites where they cross synapses from motor neurons into innervat-
ing premotor interneurons. Thus, the distribution of GFP-labeled cells in the spinal
cord reflect the pattern of premotor innervation of motor neurons. When we applied
this approach to the GluA1~/~ and the GluA1*/* mice, we found that much of the
GFP labeling was identical between groups. However, fewer labeled interneurons
were seen in the ipsilateral Rexed lamina VIII of lumbar segment 4 of the GluA1~/~
than the GluA17/* mice. In addition, there were fewer labeled interneurons in the
multiple contralateral Rexed lamina of lumbar segment 25 of the GluA1~/~ than
the GluA1%/* mice (Zhang et al. 2008). These results suggest that segmental spinal
cord connectivity is different between the GluA1~/~ and the GluA1*/* mice.

Do these alterations in dendrite structure and segmental spinal cord interneu-
ronal connectivity manifest in behavioral differences between the GluA1~/~ and the
GluA1*/* mice? To examine this, we subjected the two strains of mice to a bat-
tery of locomotor tasks including treadmill running, rotarod and fore- and hind-limb
grip strength. At P23 and in adulthood, the GluA1~/~ mice performed poorer in
every single test in comparison with the GluA1%/* mice (Zhang et al. 2008). Similar
trends were seen when we studied the GluA 194159 a]though the degree of locomotor
impairment was less than seen in the GluA1~/~ mice. These differences in motor
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function could not be ascribed to a difference in motor neuron number. The weakness
phenotype of the GluA1~/~ mice was associated with an increase in type I muscle
fibers in the gastrocnemius. Thus, elimination of GluA1 from motor neurons (as well
as other neurons presumably in the ventral horn) leads to abnormal development of
the neuromuscular unit. The dendritic tree of GluA1~/~ motor neurons is stunted, the
pattern of premotor interneuron connectivity is perturbed, muscle fiber-type speci-
fication is distorted and this leads to poorer locomotor performance in comparison
with WT animals. These observations point to the critical role that GluA1 plays in
the normal activity-dependent development of the motor system.

SAP97 Translates the GluA1-Generated Signal into Dendrite
Growth

Our working hypothesis is that synaptic activation of AMPA-Rs assembled with
the GluA1 subunit initiate an activity-dependent prodendrite growth signal. Some
data suggest that the electrophysiological properties of GluA1-containing AMPA-R
regulate how GluA1 influences dendrite morphology, and this is linked to AMPA-R
calcium permeability (Jeong et al. 2006). We wondered if, in addition, intracellular
proteins that bind GluA1 are also important determinants.

The extreme C-terminal four amino acids of GluA1 act as a ligand for the synapse-
associated protein of 97 kDa molecular weight called SAP97 (Cai et al. 2002).
SAP97 is a membrane-associated guanylate kinases (MAGUK)-class-scaffolding
protein and is the only known binding partner of the extreme C-terminus of GluAl.
MAGUK proteins are enriched in the postsynaptic density where they play a vari-
ety of roles in synaptic function including chaperoning glutamate receptor subunits
into and out of the synapse, receptor clustering and modulation of receptor elec-
trophysiological function (Palmer et al. 2005; Sheng and Sala 2001; Shepherd and
Huganir 2007). SAP97 is a modular protein with multiple protein—protein interaction
domains. As detailed below, we have explored the dendrite growth-promoting role
of SAP97 and its binding to GluA1 in a series of in vitro and vivo experiments.

In co-immunoprecipitation (co-IP) experiments using spinal cord or cerebral cor-
tex tissue, we find that GluA1 and SAP97 are part of a physical complex (Zhou et al.
2008). When the two full-length proteins are expressed in a heterologous system, we
can again demonstrate a physical complex in the co-IP assay. Two approaches were
taken to establish the portions of each protein required for the physical complex.
First, we deleted the C-terminal 7 amino acids of GluA1 (GluA1A7). While full-
length SAP97 will co-IP full-length GluAl, it will not co-IP GluA1A7. Second, the
crystal structure of PDZ domains is known and it is possible to introduce mutations
such that the PDZ domain becomes incompetent to bind ligands (Morais Cabral et al.
1996). We engineered such mutations into PDZ2 of GluA1 (K323A, K326A) and
found that mutant PDZ2 SAP97 did not co-IP full-length GluA1 (Zhou et al. 2008).
Thus, GluA1 and SAP97 are part of a physical complex that is likely to be mediated
by the binding of the extreme C-terminus of GluA1 to PDZ2 of SAP97.
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What biology, if any, is influenced by the GluA1/SAP97 complex? We began
by studying the trafficking of GluA1l through the secretory pathway to populate
synapses. To address this issue we used a strain of mice in which the WT version of
GluAl has been replaced with a version that is lacking the C-terminal 7 amino acids
(Kim et al. 2005). In the homozygous state, this “knock-in”” mouse only expresses
GluA1A7. We find that GluA1A7 is synthesized in the endoplasmic reticulum at
normal levels, is processed normally in the Golgi apparatus, hetero-oligomerizes
normally with other AMPA-R subunits, and inserts into synapses normally (Zhou
etal. 2008). Electrophysiological studies of the hippocampus of GluA1A7 mice show
normal basal synaptic transmission as well as normal LTP/LTP (Kim et al. 2005).
Thus, despite the fact that GluA1A7 does not physically associate with SAP97, the
subunit behaves similar to WT GluA1. In marked contrast, SAP97 does not traffic to
synapses in the GluA1A7 mice. These observations indicate that GluA1 chaperones
SAP97 into synapses.

What is SAP97 doing, in association with GIluAl, at synapses? We took two
approaches to address this issue. First, we determined the effect on dendrite growth
of eliminating SAP97 from neurons. When we knocked down SAP97 with a small
hairpin RNA (shRNA), the neuronal dendritic tree is smaller and less branched than
WT neurons (Zhou et al. 2008). This implies that endogenous SAP97 is required for
normal elaboration of the dendritic tree. We also found that knockdown of SAP97
blocked the dendrite growth-promoting action of GluA1 overexpression. To validate
these in vitro observations, we wanted to study mice in which SAP97 is ablated.
Unfortunately, SAP97 null mice die at birth owing to cranio-facial abnormalities. To
overcome this problem we generated mice in which SAP97 is eliminated specifically
in motor neurons. This was achieved using the Hb9-Cre mice mated to mice bearing
a floxed allele of SAP97. We found that the dendrites of motor neuron from the
SAP974lialb mice are smaller and less branched than WT mice (Zhou et al. 2008).
Thus, both in vitro and in vivo studies demonstrate that SAP97 plays a key role in
the normal development of the neuronal dendritic tree. In addition, all of the dendrite
growth-promoting actions of GluA1 are lost in the absence of SAP97. This suggests
that SAP97 acts to translate activity from GluA1-containing AMPA-Rs into growth.

Our second approach to understanding what GluA1l and SAP97 are doing at
synapses focused on the nature of their physical relationship. Must SAP97 be phys-
ically tethered to GluAl to promote dendrite growth? Or, is colocalization of both
proteins to the plasma membrane sufficient for GluA1 to promote dendrite growth?
We undertook a series of experiments to explore this issue. First, we found that
GluAl, but not GluA1A7, overexpressed in neurons in vitro is dendrite growth pro-
moting (Zhou et al. 2008). In addition, we found that coexpression of GluA1 with
SAP97 has a synergistic dendrite growth-promoting action, while coexpression of
GluA1A7 with SAP97 leads to modest dendrite growth (equivalent to the dendrite
growth-promoting action of SAP97 itself). So, even though GluA1A7 traffics to the
cell surface and hetero-oligomerizes normally with other AMPA-R subunits, the lack
of physical association with SAP97 blocks the dendrite growth-promoting action of
this subunit.
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In the next set of experiments we added a palmitoylation sequence to SAP97
(palSAP97) and we show that this leads to membrane targeting of the protein. Both
SAP97 and palSAP97 have equivalent dendrite growth-promoting actions when over-
expressed in neurons. Armed with this tool we took two approaches to look at the
necessity of a physical interaction between GluA1 and SAP97 for the promotion of
dendrite growth. First, we asked if coexpression of palSAP97 with GluA1A7 res-
cued the dendrite growth-promoting activity of this version of GluA1. Remarkably,
the combination of palSAP97 with GluA1A7 promoted dendrite growth to the same
degree that the combination of SAP97 + GluA1 did (Zhou et al. 2008).

In our final set of in vitro studies, we palmitoylated the version of SAP97 that
contained mutations in PDZ2 that disrupted its physical association with GluA1
(mutPDZ2-palSAP97). In coexpression studies in heterologous cells, we found that
GluA1 will co-IP palSAP97, but will not co-IP mutPDZ2-palSAP97 (Zhou et al.
2008). So, even though mutPDZ2-palSAP97 targets to the plasma membrane, this is
not sufficient to lead to a physical association with GluA1. We then asked about the
dendrite growth-promoting action of mutPDZ2-palSAP97 and we found that when
coexpressed with GluA1, both palSAP97 and mutPDZ2-palSAP97 were equally ef-
fective in promoting dendrite growth (Zhou et al. 2008). Thus, using two different
strategies to disrupt the physical association of SAP97 with GluA1, we come to the
same conclusion: coexpression of SAP97 with GluA1 synergistically promoted den-
drite growth as long as both proteins are targeted to the plasma membrane. While the
native proteins associate as part of a physical complex, experimental manipulations
that delink the two proteins demonstrate that colocalization, not physical interaction,
are required for dendrite growth.

Potential Implications

Why should we care about this pathway of activity-dependent neuronal plasticity?
One reason is that knowledge of this pathway may lead to ways of promoting plastic-
ity in adults. One potential beneficiary might be individuals with spinal cord injury
(Kalb 2003). After a thoracic spinal cord lesion, the circuitry in the lumbar spinal
cord can be engaged by repetitive activation of selected neuronal pathways (e.g.,
standing training, ambulation training) which results in remarkable improvement in
motor behavior. This is seen both in experimental animals and humans (Barbeau and
Rossignol 1987; Dietz et al. 1995; Edgerton et al. 1997, 2004; Fung et al. 1990;
Lovely et al. 1990; Rossignol 2000; Wernig et al. 1995, 1998; Wirz et al. 2001).
The mechanism for this effect is an use-dependent modification of spinal cord cir-
cuitry (Gazula et al. 2004) and so we think that enhancement of activity-dependent
plasticity within the spinal cord will have a salubrious effect on functional recovery.

Another reason to study this form of activity-dependent neuronal plasticity relates
to developmental disorders of brain. Abnormalities in dendrite structure (i.e., size,
branching, and spines) are commonly seen in childhood diseases such as mental
retardation, autism, and autism-spectrum disorders (Dierssen and Ramakers 2006;
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Kaufmann and Moser 2000). Several lines of evidence indicate that in some forms of
these childhood diseases, the primary defect is in activity-dependent development.
Many genes linked to familial forms of impaired cognitive and emotional devel-
opment are involved in activity-dependent synapse formation or stabilization (i.e.,
actin-related proteins such as cofilin, LIMK, and debrin; Rho-GTPase regulators
such as oligophrenin-1 and Kalirin-7; and trophic factors such as BDNF, NRGN-
ErbB4; Lin and Koleske 2010). In a study using homozygosity mapping to discover
recessive disease genes in autistic patients (Morrow et al. 2008), significant genetic
heterogeneity was found. One of the more remarkable findings of this study was that
many autism-associated genes are regulated by neuronal activity. For example, the
expression of the candidate gene DIA1 is regulated by activity and this transcrip-
tion factor that controls the expression of other activity-regulated transcripts such
as MEF2, NPAS4, CREB, EGR, SRF, and others. If we start with the proposition
that perturbation of experience-dependent cortical development underlies some of
the defects in autism, then it is critical to understand the varieties of normal activity-
dependent development. In this regard, it is perhaps noteworthy that genetic studies
link SAP97 to schizophrenia (Sato et al. 2008; Toyooka et al. 2002) and autism
(Willatt et al. 2005). It is possible that exploration of motor system development will
provide a window onto previously unknown aspects of brain operation.
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Chapter 3
Neurocognitive Mechanisms of Error-Based
Motor Learning

Rachael D. Seidler, Youngbin Kwak, Brett W. Fling and Jessica A. Bernard

Introduction

During the initial stages of skill learning, motor performance is cognitively demand-
ing and uncoordinated. Understanding how an individual progresses to the exquisite
and automatic processes of proficient performance has not been a trivial process.
Here, we review the role that error detection and correction plays in skill learning.
We make a distinction between within trial error corrections, or performance ad-
justments made during the course of a movement that is not achieving its intended
goal, and across trial error corrections, or cumulative adjustments that reflect ongo-
ing learning. We review recent debates regarding whether skill learning is a purely
implicit or subconscious process, or if it can benefit from explicit instruction.
Learning from errors is one of the basic principles of motor skill acquisition.
Current ideas about error-based learning stem from forward model control theo-
ries (Diedrichsen et al. 2010; Miall and Wolpert 1996). When movement errors are
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detected by sensory systems, the information is used to update the motor commands
for subsequent actions. However, relying solely on sensory feedback does not allow
efficient motor adjustments because of the time delay between the initial motor com-
mand and the arrival of sensory feedback. Movement induces continuous changes
to state variables such as limb position and velocity. In order to allow accurate
movement adjustments, the motor system relies on a forward model that makes pre-
dictions of the sensory outcomes (i.e., changes in position and velocity) associated
with a given motor command (Bastian 2006; Flanagan et al. 2003). Differences be-
tween the predicted and actual sensory outcome serve as the feedback error signal
that updates forthcoming motor commands.

When learning a new motor skill such as swinging a golf club, new skills do
not have enough of a motor history for an accurate forward model, resulting in
large prediction errors. In this case, the process of learning involves updating motor
commands through multiple exposures to motor errors and gradually reducing them
by refining the forward model (Donchin et al. 2003; Shadmehr et al. 2010).

The mechanisms of error-based learning are often studied using visuomotor adap-
tation and force field adaptation tasks. Visuomotor adaptation involves distortion of
the visual consequences of movement, whereas force field adaptation affects the pro-
prioceptive consequences of motor commands by altering the dynamics of movement
(Shadmehr and Mussa-Ivaldi 1994). Error processing under these two paradigms
shows extensive neural overlap in the cerebellum, suggesting a common mechanism
for error processing and learning (Diedrichsen et al. 2005).

While extensive evidence supports a role for the cerebellum in error-based sen-
sorimotor learning (Criscimanga-Hemminger et al. 2010; Diedrichsen et al. 2005;
Ito 2002; Miall and Wolpert 1996; Miall et al. 1993, 2007; Ramnani 2006; Tseng
et al. 2007), many neuroimaging studies also provide evidence that brain regions
other than the cerebellum may play a role, including the parietal cortex, striatum and
anterior cingulate cortex (Clower et al. 1996; Danckert et al. 2008; den Ouden et al.
2010). In this chapter, we review the literature supporting the involvement of three
distinct brain structures in error processing: (1) the anterior cingulate cortex (ACC),
(2) the basal ganglia, and (3) the cerebellum. We also speculate about the specific
roles that each structure may play during motor learning, depending on the learning
task and context. In an effort to add some structure to the burgeoning literature on
this topic, we have organized our review into discussions of both feedforward and
feedback learning processes (cf. Wolpert et al. 1998).

Anterior Cingulate/Medial Frontal Cortex Contributions
to Error Processing

One of the brain systems that plays a critical role in error processing is the medial
prefrontal/ACC region (see Fig. 3.1; Seidler et al. in press). This prefrontal perfor-
mance monitoring system has been studied extensively by recording the error-related
negativity (ERN), an event-related potential (ERP) component that is time locked
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CINGULATE GYRUS

Fig. 3.1 The left panel illustrates a participant performing the Flanker task, classically employed
to study the event related negativity (ERN) associated with error commission. The task goal is to
respond to the direction of the center arrow while ignoring the conflicting information represented
in the surrounding areas (art by Lauren Wu). The right panel indicates the cingulate gyrus; it is
thought that the ERN originates in the anterior cingulate gyrus

to an erroneous response (Falkenstein et al. 1995; Gehring et al. 1993, 1995). The
ERN is thought to be generated in the anterior cingulate cortex (ACC), which is
known to serve cognitive control functions that enable the brain to adapt behavior
to changing task demands and environmental circumstances (Botvinick et al. 2001;
Ridderinkhof et al. 2004). The cognitive control and performance monitoring func-
tions of this brain region have been predominantly studied using cognitive tasks such
as the Stroop word-color interference task and Eriksen’s flanker task (Nachev et al.
2008), depicted in Fig. 3.1. These tasks require individuals to minimize interference
from irrelevant, conflicting cues, and to monitor incorrect trials to adjust and improve
performance. In the following section, we review recent literature demonstrating how
the ACC/medial prefrontal system contributes to feedback and feedforward motor
learning.

Feedback Error Processing in the ACC

The ACC error monitoring system has traditionally been viewed as contributing to
the feedback processing of errors. The ERN is a response-locked ERP component
that appears after commission of an error, which is monitored by the medial pre-
frontal/ACC system and contributes to performance improvement (Gehring et al.
2011). This is also represented by the reinforcement learning theory that explains the
origin of the ERN and the error monitoring role of the medial prefrontal/ACC region
(Holroyd and Coles 2002). This theory suggests that the medial prefrontal/ACC re-
ceives reward prediction error signals from midbrain dopaminergic cells, which also
send the same input to the basal ganglia (described in more detail in the subsequent
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section). When the error signal is delivered to the ACC, this system contributes to per-
formance improvement by exerting greater cognitive control (Gehring et al. 2011).
Another theory that explains the mechanism of feedback processing of ERN is the
error detection/comparator theory (Gehring et al. 2011). According to this theory, the
ERN is a signal representing the mismatch between the actual output of the motor
system and the best estimate of the correct response (Falkenstein et al. 1991; Gehring
et al. 1993). This mismatch signal is conveyed to the control center for future motor
command adjustment as part of the feedback process.

While traditionally ERN feedback processing has been studied with cognitive
tasks, recent work also demonstrates a contribution of the medial prefrontal/ACC
error processing system to motor control and motor learning (Anguera et al. 2010;
Anguera et al. 2009; Danckert et al. 2008; Ferdinand et al. 2008).

We recently tested whether the ERN was sensitive to the magnitude of error
experienced during a visuomotor adaptation task and found a larger ERN on trials
in which larger motor errors were made (Anguera et al. 2009). ERN magnitude
also decreased from the early to the late stages of learning. These results are in
agreement with current theories of the ERN and skill acquisition. For example, as
the error detection theory proposes (Falkenstein et al. 1991; Gehring et al. 1993),
a greater ERN associated with larger errors indicates that the brain was monitoring
the disparity between the predicted and actual movement outcomes (Anguera et al.
2009).

There is also evidence supporting the notion that error processing in the ACC
contributes to motor sequence learning (Berns et al. 1997). The N200 ERP compo-
nent, which is also localized in ACC, is known to be sensitive to response conflict
and cognitive control (Folstein and Van Petten 2008). The N200 component has also
been widely studied in the domain of feedback or error monitoring together with
the ERN (Folestein and Van Petten 2008; Gehring et al. 2011). Several studies have
shown that the N200 is enhanced for a stimulus that violates a learned motor sequence
(Eimer et al. 1996). Similarly, when ERN magnitudes were compared between ex-
plicit and implicit sequence learners, a larger ERN was found for the explicit learners
demonstrating greater involvement of the error monitoring system when individuals
are actively searching for the regularity of a sequence (Russeler et al. 2003). A more
recent study demonstrated a parametric increase in the magnitude of the ERN during
sequence learning as the awareness of the sequential nature and the predictability of
the forthcoming sequential element increased (Ferdinand et al. 2008).

Interestingly, a number of EEG source localization studies have suggested that
motor regions such as the cingulate motor area and the presupplementary motor
area (pre-SMA) are the generator sites of the ERN as opposed to the ACC (Dhar
and Pourtois 2011; Hochman et al. 2009; Badgaiyan and Posner 1998; Dehaene
et al. 1994; Miltner et al. 1997). These motor regions not only take part in higher
order motor executive control and self-initiated movements, but also contribute to
sequential movements and adaptive motor learning (Chao et al. 2009; Duann et al.
2009; Stuphorn et al. 2010; Chen et al. 2010; Nachev et al. 2005; Cunnington et al.
2002; Shima et al. 1996; Chen and Wise 1996; Hikosaka et al. 1996). Clearly further
investigation is required to parse out the functions of these individual medial brain
regions to error-based learning.
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Feedforward Error Processing in the ACC

While the role of the ACC in error processing has historically been more focused on
feedback processes, recent work suggests that medial prefrontal regions including
the ACC and medial motor areas also serve feedforward functions during motor tasks.
One example is shown during motor response inhibition, as measured by the stop
signal task. During this task, participants are asked to cancel their prepotent motor
response when they see a stop signal that occurs occasionally, is unpredictable, and
occurs at various latencies after the appearance of the target stimulus (Logan 1994).
Stop signal response time is an estimation of the time an individual needs to inhibit
a prepared motor response (Logan 1994). Studies have shown that the pre-SMA
together with the inferior frontal gyrus is involved in stop signal task performance
(Chao et al. 2009; Duann et al. 2009). In particular, successful motor response
inhibition is represented as shorter stop signal response times, and activates the pre-
SMA (Chao et al. 2009). The role that this motor region plays in higher order motor
control is interpreted as a proactive control system that allows intertrial adjustments
to the level of motor readiness based on prior performance and anticipated task
requirements (Stuphorn et al. 2010; Chen et al. 2010). This suggests that the medial
motor regions also serve a feedforward error processing role during complex motor
behaviors. Whether the error processing mechanisms of the cingulate motor area and
the pre-SMA are distinct from those of the medial prefrontal/ ACC regions during
cognitive control tasks is debatable. Considering the relative anatomical closeness
of these regions and the evidence suggesting that the cingulate motor area and the
pre-SMA may also be generator sites of the ERN signal (Nachev et al. 2008; Dhar
and Pourtois 2011; Hochman et al. 2009; Badgaiyan and Posner 1998; Dehaene et al.
1994; Miltner et al. 1997), one might argue that these regions serve similar functions.
However, it has been proposed that the cingulate motor area and the pre-SMA correct
for movement errors in a proactive manner (Isoda and Hikosaka 2007).

In a series of studies, Krigolson et al. have demonstrated a contribution of the ERN
to feedforward error processing in a joystick movement motor task (Krigolson and
Holroyd 2006, 2007a, 2007b; Krigolson et al. 2008). They found that the ERN began
just prior to target tracking errors, indicating that the medial frontal system began to
detect the error even before it was fully committed (Krigolson and Holroyd 2006).
The authors suggested that this might entail the medial frontal system predicting
tracking errors by adopting a predictive mode of control (Desmurget et al. 2000). That
is, these results indicate a feedforward role of the medial frontal ERN to motor error
processing that is distinct from error feedback processes (Krigolson and Holroyd
2007a; Krigolson et al. 2008).

In conclusion, studies have provided support that the medial prefrontal/ACC sys-
tem, together with the cingulate motor areas and the pre-SMA play a role in motor
error processing and skill acquisition. However, the actual mechanisms whereby
these two systems contribute to performance improvements across trials are not well
understood. It is also unclear whether this system works independently of or in col-
laboration with the cerebellum and basal ganglia error processing systems, although
it is likely that this system works in concert with the basal ganglia networks as both
regions receive similar midbrain dopaminergic inputs as described above.
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Basal Ganglia

Fig. 3.2 The cartoons depict rewarding stimuli (left and middle panels, art by Lauren Wu), while
the right panel highlights the basal ganglia, known to be involved in processing error and reward
information in reinforcement learning paradigms

Basal Ganglia Contributions to Error Processing

Errors play an important role in goal-directed behavior. When the consequences
of our behavior are better than expected, associations and response patterns are
strengthened (Hebb 1949). Conversely, when outcomes are worse than expected
(e.g., when performance errors occur), adjustment often occurs resulting in improved
performance (Rabbitt 1966).

Empirical and computational work implicates the midbrain dopamine (DA) sys-
tem and its most prominent target, the basal ganglia (see Fig. 3.2), as key sub-cortical
structures involved in error processing (Schultz 1998, 2001). Dopaminergic projec-
tions are most highly concentrated in the dorsal striatum and the ventral bank of the
ACC (Goldman-Rakic et al. 1989; Smith and Bolam 1990). Dopamine neurons also
receive inputs, primarily from the ventral striatum and caudal orbitofrontal cortex
(Eblen and Graybiel 1995). These projections exert control over dopamine output,
which can modulate stimulus-response associations (Horvitz 2002). For example,
performance errors initiate neural training signals that alter our response tendencies
(Holroyd and Coles 2002; Ljungberg et al. 1991). Errors briefly deactivate midbrain
dopamine neurons (for approximately 100 ms following error commission), which
carry predictive error signals to various parts of the brain for reinforcement learning
(Guigon etal. 1995). Changes in basal ganglia activity modulate the thalamus, which
then relays information to the cortex.

There are several functional MRI (fMRI) studies which suggest a role for the
human basal ganglia (BG) in regulating many kinematic properties. For example,
activity in the putamen and the internal globus pallidus (GP1i) is associated with
movement velocity and amplitude (Turner et al. 1998, 2003; Spraker et al. 2007),
putamen activity also scales with force duration (Vaillancourt et al. 2004; Prodoehl
et al. 2008), and GPi and subthalamic nucleus activation is related to force rate of
change and amplitude (Spraker et al. 2007; Prodoehl et al. 2008). There is also a
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large body of fMRI studies showing error-related increases in blood-oxygen level
dependent (BOLD) activity in both ventral and dorsal striatum during learning tasks
patterned after those used to elicit dopaminergic responses in animals (Delgado et al.
2000; McClure et al. 2003; Schonberg et al. 2007; D’ Ardenne et al. 2008). Further-
more, imaging studies have shown that activity in structures that modulate dopamine
output (caudal orbital frontal cortex and ventral striatum) reflects the magnitude of
errors on reward-based learning tasks (Knutson and Cooper 2005).

Motor learning is often broadly classified into two categories: sensorimotor adap-
tation and sequence learning. Although patients with Parkinson’s disease (PD) and
Huntington’s disease (HD) exhibit mild to moderate impairments in kinematic sen-
sorimotor adaptation tasks (cf. Canavan et al. 1990; Laforce and Doyon 2002; Boulet
et al. 2005), this finding has generally not been corroborated by the neuroimaging
literature. For example, many investigations of kinematic adaptation tasks, such as
when subjects make pointing movements while wearing prism lenses or receiving
distorted visual feedback of their actions on a computer display, have not reported
BG activation (Clower et al. 1996; Inoue et al. 1997; Imamizu et al. 2000). However,
several of these studies were not designed to assess early vs. late stages of learn-
ing. More recent neuroimaging studies demonstrate activation in the globus pallidus,
putamen, and caudate during the early learning phase of sensorimotor adaptation
tasks (gain change: Krakauer et al. 2004; feedback rotation: Seidler et al. 2006).
In motor sequence learning, increased putamen activity was correlated with perfor-
mance during the late phases of learning (Seidler et al. 2005). However, it is not
clear whether involvement of striatal pathways during these motor learning tasks is
related to error processing because the pathways subserve other functions and the
two types of learning rely on differing processes.

In the following section, we outline feedforward and feedback models of basal
ganglia contributions to error processing during motor tasks. For more complex
computational models of the basal ganglia focusing on action selection and the in-
teractions between multiple corticostriatal circuits, we refer readers to a recent issue
of Current Opinion in Neurobiology (e.g., Frank 2011; Ito and Doya 2011; and van
der Meer and Redish 2011).

Feedforward Error Processing in the Basal Ganglia

Schmidt and Lee (2011) defines two ways that a person can make an error in achiev-
ing a task goal. One is an error in motor planning and the other is an error in motor
execution. Motor planning errors involve selection of a motor ‘program’ that is inap-
propriate for the given situation. Correcting a planning error requires perception of
the error and selection of a new action plan. Striatal neurons appear to represent pre-
dictive information related to movement and reward, and hence could participate in
comparing motor output to an internal model or predicted motor outcomes (Guigon
et al. 1995). Schmidt estimated that errors in planning require corrections that have
approximately 200 ms latency, because attention is required for correcting an error
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in selection. The involvement of the BG in such movement planning has been in-
directly implicated by studies in humans with BG dysfunction. For example, Smith
et al. (2000) report that reaching movements of HD patients begin to become irreg-
ular 200-300 ms after movement onset, potentially reflecting a deficit in correcting
planning errors. Because corrective actions based on visual (Wolpert et al. 1995)
and proprioceptive (Cordo and Flanders 1990) information acquired during reaching
movements began to take place at about the time at which HD patients” movements
become irregular, the authors suggest that the system that generates these corrective
actions is disturbed. In other words, the movement errors seen in HD patients by
Smith et al. (2000) might be part of a more general deficit in action planning and
selection as opposed to errors in execution or incorporating task feedback.

Further supporting feedforward theories of BG error processing in movement,
the dopamine system broadcasts a prediction error signal for reinforcement learning
(Schultz 1998; Rangel et al. 2008). Notably, DA neurons in the animal midbrain
respond phasically to primary rewards and stimuli that come, via learning, to predict
reward (Fig. 3.2). The pattern of these phasic responses resembles a reward prediction
error signal derived from formal reinforcement learning models (Dayan and Balleine
2002; Bayer and Glimcher 2005; Daw and Doya 2006; Morris et al. 2006). Neurons
in the BG have been shown to predict reward by firing vigorously in advance of reward
upon completion of the requirements for reward attainment (Schultz 1998), hinting
that predictive capacity may be a general feature of some basal ganglia structures.

Work by Izawa and Shadmehr (2011) suggests that reward prediction error is a
significant component of motor adaptation. The authors suggest that the purpose of
learning is not merely to estimate the magnitude of a perturbation but to produce
motor commands that maximize reward. Based on their theory, an optimal learner
utilizes both reinforcement learning for action selection, and state estimation for
identifying the sensory consequences of motor commands (Izawa and Shadmehr
2011). Additionally, we (Seidler et al. 2006) have suggested that the left caudate and
globus pallidus may contribute to action selection during sensorimotor adaptation
tasks as well.

Error signals are relatively preserved in the ventral striatum of early stage PD pa-
tients, but impaired in the dorsolateral striatum relative to healthy controls. This
pattern reflects the known selective pattern of dopaminergic denervation in PD
(Schonberg et al. 2010). Schonberg et al. (2010) showed that prediction error ac-
tivity in the human striatum of PD patients was differentially affected by disease
and was detectably abnormal only in the dorsal putamen, which is innervated by
the depleted nigrostriatal pathway. These findings suggest that prediction error sig-
nals measured in the human striatum by the BOLD signal likely reflect midbrain
phasic DA activity. These results also provide evidence for a deficiency in predic-
tive error signaling in the dorsolateral striatum of PD patients, which may offer
an explanation for the deficits observed by these patients in other reward learn-
ing tasks. Evidence for an overlapping prediction error signal during learning with
juice and money rewards has also been found in a region of dorsal striatum (the
caudate nucleus), while prediction error signals in a subregion of ventral stria-
tum were significantly stronger during learning with money but not juice reward
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(Valentin and O’Doherty 2009). Taken together, these findings fill in a missing
link in the puzzle of the role of prediction error signals in reward-related learn-
ing and thus provide additional support to the reinforcement-learning hypothesis of
dopamine.

Feedback Error Processing in the Basal Ganglia

Feedback error processing can result in corrective and adaptive actions after an
(response) error has occurred. Examples of immediate corrective actions include
attempts to inhibit the error online, immediate error corrections, and response time
slowing for trials following an error (Rabbitt 1990). The main output of the basal
ganglia modulates the action of the thalamus, which relays sensory information to
the cortex and basal ganglia (McFarland and Haber 2000). This information stream,
Smith et al. (2000) suggest, is likely to participate in error feedback control.

The notion of an error-correction dysfunction following basal ganglia damage is
not a new one even though the cerebellum has most often been attributed to error
correction functions (Flament et al. 1996). For example, Butters and Rosvold (1968)
proposed that the caudate nucleus forms part of a neural mechanism for achieving
error correction in the motor system, and Angel et al. (1971) attributed some of the
motor deficits observed in PD to slowed error correction mechanisms. In a single
unit recording study of basal ganglia activity, in which animals learned a motor
sequencing task, cells in the caudate fired only following an incorrect button press,
supporting a role for the caudate in mechanisms of error correction.

The idea that the BG nuclei may be critical for signaling online motor decision-
making processes—particularly during feedback rather than feedforward-based
motor control—fits well with a long-held view of their role in filtering competing
motor programs—by inhibiting unwanted motor programs and disinhibiting desired
actions (Houk 2005; Houk et al. 2007; Mink 1996; Mink and Thach 1993). The
primary output of the BG is inhibitory (via tonically active GABAergic neurons in
BG output structures). Thus, the striatum can disinhibit cortical targets by releas-
ing tonic inhibition and selectively boosting activation of the most salient channel.
Therefore the BG do not select the actions themselves but rather facilitate their exe-
cution via the ‘direct pathway’ from striatum to BG output structures (Mink 1996).
For example, Chevrier and Schachar (2010) show that error detection deactivates
the dorsal substantia nigra, dorsal striatum and ventral bank of the ACC. This net-
work is in keeping with observations of phasic suppression of dopamine neurons
on error trials (DeLong 1983; Fiorillo et al. 2003; Ljungberg et al. 1991), and the
hypothesized role of this pathway in modulating error processes (Amiez et al. 2005;
Brown and Braver 2005; Takenouchi et al. 1999). Furthermore, error trials that lead
to the greatest response slowing deactivate structures that modulate dopamine output
(Eblen and Graybiel 1995) and encode error magnitude (Menon et al. 2007; Murray
et al. 2008). For example, the magnitude of ventral striatum deactivation correlates
with error magnitude (Murray et al. 2008; O’Doherty et al. 2003).
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Gehring et al. (2000) found evidence for exaggerated compensatory behavior
in obsessive-compulsive disorder (OCD), and they also concluded that the BG,
which might be overactive in OCD, implements action corrections. Such mecha-
nisms also appear relevant to the complex stereotyped behaviors associated with
increased dopamine-mediated activity in the striatum (Canales and Graybiel 2000).
Cools (1985) applied control systems theory to the results of experimental manipu-
lations of the basal ganglia in animals, which implicates the striatum in arbitrarily
programming the ordering and sequencing of behavioral states of varying complexity.
On the basis of pharmacological manipulations, Van den Bercken and Cools (1982)
concluded that dopamine-mediated activity in the striatum increases the magnitude
of error signals, leading to stereotyped behavior.

As mentioned earlier, patients with basal ganglia disorders show little or no deficits
in motor adaptation paradigms like force field (Smith and Shadmehr 2005) or visuo-
motor perturbations (Agostino et al. 1996; Gabrieli et al. 1997). In the typical force
field or visuomotor tasks sensory feedback is available, and therefore sensory predic-
tion errors likely play a dominant role in the adaptive process (Izawa and Shadmehr
2011). Learning from sensory prediction errors appears to depend on the integrity
of the cerebellum (Synofzik et al. 2008; Tseng et al. 2007), thus the ability of basal
ganglia patients to adapt to visuomotor and force field perturbations may provide
evidence that changes in motor output in these tasks are primarily driven by sen-
sory prediction errors. Tunik et al. (2009) suggest that the striatum and cerebellum
play complementary roles in regulating ongoing actions when precise updating is
required. Similar to the symptomatic HD patients, the individuals with cerebellar
damage have poorer reaching movement performance than controls, but the decre-
ment in their performance when perturbations are given is generally more like that of
controls than HD subjects (Smith et al. 2000). This suggests that subjects with HD
generally have greater deficits in error feedback control than do cerebellar patients.
Thus the basal ganglia may play a key role in deciding if and when to correct a given
movement by initiating corrective submovements, whereas the cerebellum is likely
more involved in amplifying and refining the command signals to specify movements
with different amplitudes, velocities, and directions.

Cerebellar Contributions to Error Processing

It has long been known that the cerebellum (Fig. 3.3) is important for motor control
and learning, based on accounts of patients with lesions to the structure (Holmes
1939). Early theories of cerebellar function proposed that it plays a key role in the
learning of new skills (Marr 1969). More specifically, the cerebellum is known to
play a role in error-based motor learning (Criscimagna-Hemminger et al. 2010; Ito
2002, Ramnani 2006; Tseng et al. 2007; Miall and Wolpert 1996) and is thought to
be important for the formation of internal models of actions (Imamizu et al. 2000;
Diedrichsen et al. 2005; for reviews see Ramnani 2006; Ito 2008). The cerebellum
may serve as a monitor of motor errors (Marr 1969; Kitazawa et al. 1998; Doya
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Cerebellum

Fig. 3.3 The left panel cartoon illustrates a motor error (art by Lauren Wu); both feedback and
feedforward processing of such errors have been linked to the cerebellum (right panel)

2000; Desmurget and Grafton 2000; Seidler et al. 2004), and through this process it
is involved in the online tuning of movements. It may also use error information to
learn and form internal models of action representations.

Most notably, the cerebellum is thought to be an important structure for detect-
ing errors in movement by comparing the predicted with the actual sensorimotor
consequences of a movement (Miall et al. 1993; Blakemore et al. 2001; reviewed in
Ramnani 2006). Differences between the predicted feedback and the actual feedback
are then compared and movements are adjusted accordingly online. Particularly in
adaptation learning, the cerebellum is important for detecting errors, but also using
those errors to update forward models for online movement control (Kitazawa et al.
1998; Imamizu et al. 2000; Tseng et al. 2007; Izawa and Shadmehr 2011). It is
through feedback processes that the cerebellum is able to contribute to feedforward
models.

Feedback Error Processing in the Cerebellum

Online correction of movements is thought to be reliant upon the cerebellum. The
cerebellum is thought to predict the sensory consequences of action with an effer-
ent copy of the motor commands (Blakemore et al. 2001; Miall et al. 1993). By
comparing the actual sensory feedback with the predicted sensory consequences, the
cerebellum can detect errors and send corrective signals to the motor cortex to allow
for smooth and accurate movements. By detecting and correcting errors during the
performance of a task, the cerebellum may aid in learning by updating the existing
internal models of a particular motor command.
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Adaptation of reaching movements seems to be highly dependent upon sensory
prediction errors (Izawa and Shadmehr 2011; Tseng et al. 2007). Patients with hered-
itary cerebellar ataxia are particularly impaired in sensorimotor adaptation (Tseng
et al. 2007). Performance on a reach adaptation task was compared between cere-
bellar ataxia patients and controls. In one condition the participants were allowed
to make motor corrections, while in the other condition participants were unable to
correct motor errors. Control participants performed equally well with and without
online motor corrections. This indicates that sensory prediction errors are key com-
ponents for motor adaptation, as the addition of online motor corrections provided no
additional gains. Similarly, there was also no difference with and without motor cor-
rections in the cerebellar patient group; however, this group generally showed great
deficits in adaptation when compared with controls. Taken together, this indicates
that adaptation learning is through sensory prediction errors.

The cerebellar-dependent updating of internal models using sensory feedback
seems to largely be an implicit process. Mazzoni and Krakauer (2006) investigated
implicit learning and explicit strategies in visuomotor adaptation by giving individu-
als a specific strategy to employ during task performance. They found that although
individuals eliminated errors almost immediately when given explicit information,
over the course of adaptation there was an increase in performance error (endpoint
location of the cursor). They proposed that this was due to ongoing implicit adaptive
processes overriding the explicit strategy. To further investigate and dissociate im-
plicit and explicit processes in visuomotor adaptation learning, Taylor et al. (2010)
tested individuals with cerebellar ataxia in a similar paradigm. While both patients
and controls reduced errors very quickly when given the explicit strategy, the control
group showed the expected increase in endpoint error as training progressed whereas
the cerebellar group did not. Thus, the inability of cerebellar patients to implicitly
learn allowed for good performance due to the explicit strategy, demonstrating that
the cerebellum is critical for implicit adaptive learning.

In a related study, Criscimanga-Hemminger et al. (2010) also demonstrated that
sensory prediction errors are key to learning reach adaptation and dependent upon
the cerebellum. However, they also found that the size of the error is important. Indi-
viduals with cerebellar degeneration were unable to learn from large errors resulting
from sudden introduction of a perturbation. However, when the perturbation was
gradually increased across trials, learning did occur. They suggest that perhaps other
brain regions, or more spared regions of the cerebellum, are involved in learning from
small errors, which is why learning occurred. Thus, there seems to be a distinction
between learning from small versus large errors.

Functional neuroimaging has also provided insight into feedback error processes
in the cerebellum. Grafton et al. (2008) investigated the neural correlates of visuo-
motor tracking and looked at feedback processes using neuroimaging coupled with
models of movement. Feedback responses were those with a delay of 150 ms and
due to a response to the position or speed of the cursor. Activity in the cerebellum
was strongly correlated with both the magnitude of tracking errors and motor correc-
tions. The authors speculate that error processing in the cerebellum may be related
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to feedback control while not being specific to the formation of an internal model
(Grafton et al. 2008).

To investigate feedback control, we manipulated target size in a joystick aiming
task (Seidler et al. 2004). Similarly, Ogawa et al. (2006) manipulated the availability
of visual feedback during a visual tracing task. In the case of Seidler et al. (2004),
small targets required feedback control. In the visual tracing task (Ogawa et al. 20006),
when visual information was available, feedback mechanisms would be employed.
The cerebellum was found to be more active under feedback control conditions in both
studies. Specifically, we (Seidler et al. 2004) noted a decrease in cerebellar activity
when movements were made to larger targets, and Ogawa et al. (2006) found greater
activity in the cerebellum when visual information was available. Taken together,
these studies support a role for the cerebellum in feedback processes of motor control.

Further supporting this notion is work looking at complex spiking patterns in
the cerebellar Purkinje cells of monkeys performing reaching movements Kitazawa
et al. (1998) noted a spike in firing that occurred at the end of the arm movement.
They proposed that this spike is important for encoding errors allowing for learning,
supporting the notion that the cerebellum plays a role in feedback processes.

As briefly described above, feedback from errors may be particularly important
for driving the formation of internal models (Kawato and Gomi 1992; Kitazawa et al.
1998; Imamizu et al. 2000). During the early stages of learning in both visuomotor
adaptation tasks (Imamizu et al. 2000) and sequence learning (Jueptner et al. 1997,
Doyon et al. 1997; Doyon et al. 2003), the fMRI activation is seen in the cerebellum.
Imamizu et al. (2000) noted widespread cerebellar activation early on in learning
that was proportional to motor errors, but after learning, smaller areas of activation
in posterior regions of the cerebellum remained, perhaps due to the acquisition of a
new internal model.

Feedforward Error Processing in the Cerebellum

The motor system relies at least in part on forward models to perform and learn
smooth coordinated movements (Miall and Wolpert 1996). The learning of internal
models for feedforward monitoring of motor performance seems to rely at least in part
on the cerebellum (Miall et al. 1993; Miall and Wolpert 1996; Kitazawa et al. 1998;
Imamizu et al. 2000; Doya 2000; Lang and Bastian 2002; Morton and Bastian 2004).
Computational theories of motor control first suggested that the cerebellum might
be the brain structure where feedforward information is formed into internal models
for motor control (Miall et al. 1993; Kawato and Gomi 1992). The cytoarchitecture
of the cerebellum is such that it could support a supervised learning system wherein
motor commands serve as input, and incoming sensory information (errors) act as
a ‘teacher’ to then refine the motor commands, and create internal models allowing
for feedforward control (Marr 1969; Doya 2000). Both patient and neuroimaging
studies support such a role for the cerebellum in feedforward control of movement.
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As described above, Kitazawa et al. (1998) recorded Purkinje cell firing while
monkeys made reaching movements. In addition to the complex spiking seen at
the end of the movement, there was also complex spiking at the beginning of the
movement. The authors suggest that this spiking may represent the destination of the
reach to aid in feedforward control. Thus, the cerebellum also seems to play a key
role in feedforward processes.

Investigations of force field adaptation in cerebellar patients have revealed that
patients with cerebellar damage or degeneration do not adapt (Smith and Shadmehr
2005), and also do not generalize their performance to similar though unpracticed
tasks (Smith and Shadmehr 2005; Maschke et al. 2004; Morton and Bastian 2004).
Smith and Shadmehr demonstrated that although cerebellar patients modified their
performance using within trial corrections, they were unable to use their errors to
learn (across trial corrections). Furthermore, they were unable to generalize the task
when moving in the opposite direction. Maschke et al. (2004) also demonstrated
that cerebellar patients show no evidence of learning in a forcefield adaptation task,
and again, found that patients were unable to generalize to unpracticed regions of
the workspace. Taken together, it is clear that cerebellar patients have adaptation
deficits likely due to their inability to process errors across trials, which allows for
the creation and updation of internal models.

Lang and Bastian (2002) tested cerebellar patients as well as healthy controls
drawing a figure-of-eight with their arms (in a standing position), under single and
dual-task conditions. During the figure-of-eight task, participants were told to op-
timize performance by increasing the number of eights that were traced in the air.
While cerebellar patients did show some improvement on the figure of eight task, they
had marked difficulty under dual-task conditions and returned to initial performance
levels, while control participants showed no interference. Cerebellar patients were
unable to automatically perform the task relying upon feedforward mechanisms, and
instead needed to rely on cognitive control.

Diedrichsen et al. (2005) provide further evidence for the role of the cerebellum
in learning and forming internal models of reaching. They investigated both target
and execution errors in a forcefield adaptation task using functional neuroimaging.
Target errors are the errors due to unpredictability in the location of a target, whereas
execution errors are the result of a miscalibration of internal models. Activity in
cerebellar hemispheres V, VI, and VII was seen during execution errors, supporting
that this region is important for feedforward control.

Finally, noninvasive brain stimulation of the cerebellum during target aiming
movements also provides support for the role of the cerebellum in feedforward
movement control (Miall et al. 2007). Transcranial magnetic stimulation (TMS)
was administered to lateral regions of the cerebellum during the reach move-
ment to disrupt its processing. Individuals receiving TMS showed greater errors
in their movements relative to those that did not receive stimulation. Interest-
ingly, the movement errors were consistent with out-of-date movement estima-
tions from earlier in the movement. The cerebellum seems thus to be important
for estimating the state of the arm during reach, likely through feedforward
processes.
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Caveats

Numerous studies have demonstrated an important role for error experience in mo-
tor learning. Reduction of errors via physical guidance has been shown to hinder
learning (Domingo and Ferris 2009) and error augmentation has been shown to aid
learning processes (Domingo and Ferris 2010; Wei et al. 2005; Patton et al. 2006;
Emken and Reinkensmeyer 2005). However, motor learning is not critically de-
pendent on error detection and correction. For example, Diedrichsen et al. (2010)
have reported evidence for use-dependent learning, or improvements via repetition
of correct movements. Moreover, Wachter et al. (2009) have shown that procedural
learning is enhanced with positive reinforcement. Thus, although error detection and
correction processes can be important for motor learning, other mechanisms can be
relied upon as well. In addition, although it is self-evident, we wish to emphasize that
error based learning can only take place in the presence of errors. That is, the small
performance adjustments that take place late in the learning process are likely to rely
on differing mechanisms. Finally, although error-based learning can be important
to early learning, other cognitive processes such as working memory also appear to
make substantial, and perhaps related, contributions (for recent reviews see Seidler
et al. under review, in press).

Conclusions and Future Directions

There is substantial evidence favoring a role for the cerebellum, medial pre-
frontal/ACC, and basal ganglia systems in error corrective processes occurring during
motor skill learning. Cerebellar networks have long been implicated in these behav-
iors. Meanwhile, although traditionally viewed as detecting discrete, binary (present
or absent), ‘cognitive’ errors, evidence is accumulating to support a role for me-
dial prefrontal/ACC error processing mechanisms in motor skill learning, including
reports that this region scales its activity in a continuous fashion with motor error
magnitude. Additionally, data supports a role for basal ganglia pathways in both
within trial error corrections and reinforcement-dependent error learning mecha-
nisms. What remains to be resolved is whether these pathways act independently or
cooperatively during motor learning, and whether such interactions might vary de-
pending on the task to be learned and the environmental context. Recent studies have
reported both structural (Bostan et al. 2010; Bostan and Strick 2010) and functional
(Kwak et al. 2010) connectivity between the cerebellum and basal ganglia, supporting
the plausibility of multiple interactive error correction systems for motor learning.
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Chapter 4
Plasticity in the Motor Network Following
Primary Motor Cortex Lesion

Numa Dancause

Topographic and Anatomical Organization of the Primary
Motor Cortex

Original brain mapping studies using surface stimulation revealed the basic pattern
of somatostopic representation in the primary motor cortex (M1), where the leg is
represented most medially followed by the trunk, arm, neck, face, and mouth as
one moves laterally along the precentral gyrus (Penfield and Boldrey 1937; Phillips
and Porter 1977; Woolsey et al. 1952). These studies also reported an orderly soma-
totopy within the arm representation, represented in both the famous homunculus
and simiusculus. In subsequent studies, the general location of body parts along
the central sulcus essentially remained unchanged. However, within the forelimb
area, extensive evidence accumulated suggesting that instead of being somatotopi-
cally organized, cortical areas controlling movements of digits, wrist, and forearm
(pronation and supination) are intermingled with one another. For example, using in-
tracortical microstimulation techniques (ICMS) in squirrel monkeys, we consistently
find a mosaic of distal forelimb (DFL) movements bordered by proximal represen-
tation of the arm, except caudally, where nonresponsive cortex corresponding to
the somatosensory area is found (Fig. 4.1). A similar “horseshoe-like” organiza-
tion of the arm representation has also been reported in macaque monkeys using
stimulus-triggered averaging of electromyographic activity (Griffin et al. 2009;
Park et al. 2001).

The absence of a detailed somatotopy within the hand representation was clearly
shown in a study of single-neuron activity in M1 of macaques (Schieber and Hibbard
1993). In this study, neurons were recorded while monkeys performed isolated flexion
or extension of individual fingers and of the wrist in different trials. Results indicated
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M @ Non responsive
@ Elbow/shoulder

@ Digit
c @ Wwrist/forearm

Distal forelimb

Fig. 4.1 Typical topographic map of the primary motor cortex in squirrel monkeys. Organiza-
tion of the motor map was explored with intracortical microstimulation methods. Each dot on the
map corresponds to a location where the electrode was lowered at depth corresponding to layer 5
and microcurrent (< 30 wA) was applied. Interpenetration distance was approximately 250 pm.
Movements evoked are grouped in three color-coded categories. A red contour surrounds the DFL
movements, which consist of intermingled digits (red), wrist (green), and forearm (green) move-
ments. The DFL movements are bordered by proximal (blue) movements medially, rostrally, and
laterally. Caudally, nonresponsive sites (black) are found in areas that correspond to the primary
somatosensory cortex. C caudal, CS central sulcus, and M medial

that neurons with activity related to the movements of each finger were not clustered
within one specific cortical region. Rather, they were scattered throughout a large
cortical area and were intermingled with neurons related to the movement of other
fingers and of the wrist. Interestingly, the absence of clear somatotopy in M1 is also
reflected in the thalamocortical inputs to M 1. Neurons in the ventrolateral thalamic
nucleus (VL) can be antidromically stimulated from widely separated locations in
M1 (Shinoda et al. 1985), supporting that projections of thalamocortical neurons to
M1 are also diverging to extended and discontinuous cortical areas.

The mosaic organization within the DFL representation of M1 places neurons
involved in the control of different muscles of the forearm and hand close to one
another. This proximity could favor rapid integration of neural signals across the en-
tire arm representation to favor the coordination of different segments during various
arm movements (Schieber 2001). In light of the preceding literature, it may be more
appropriate to refer to the conglomerate of digit, wrist, and forearm movements as
the DFL representation rather than the hand representation per se. Accordingly, the
term DFL will be used in the following sections.
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a Dorsal

Fig. 4.2 Area 3b hand representation defined by multiunit recording of cutaneous receptive fields
and myeloarchitecture. a Orderly arrangement of receptive fields in S1. Numbers in the receptive
fields correspond to the numbers on the physiological map shown in ¢. Note the somatotopic
reversal between sites 19 and 20, indicating the border between area 3b and area 1/2. b Area 3b
hand representation shown with myelin staining in a tangential section through the ipsilateral cortex.
White arrowhead shows the caudal border of the hand area. Black arrowhead shows the hand—face
septum. Black arrow shows an example of a blood vessel used for the alignment of myelin section
with sensory map. Brightness and contrast were adjusted. M medial, R rostral, and scale bar 1 mm.
¢ Superposition of the myeloarchitectonically defined hand area (black contour) onto sensory maps
obtained with multiunit recordings used to define the area 3b hand representation (red contour) in
the same case. Alignment of blood vessel locations was used to coregister the two sets of data. Each
recording site is represented by a dot. Sites where no response was elicited are indicated by x. Sites
where responses were evoked by joint movements, but not by cutaneous stimulation, are indicated
by blue dots. Receptive field is indicated beneath each blue dot. Scale bar 1 mm. (Adapted from
Dancause et al. 2006b)

The apparent absence of topographic organization in the DFL representation of
M1 contrasts with that of the primary somatosensory cortex (S1). In this area, digit
representations are typically found in predictable locations, with receptive fields of
digit 5located medially and receptive fields of digits 4, 3, 2, and 1 progressively
more laterally (Kaas 1993). Precise topographic organization is particularly clear in
area 3b (Fig. 4.2a). In this subdivision of S1, cutaneous receptive fields are small
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and the representation of each finger is remarkably well defined and isolated from
the representations of other fingers.

The topographic organization within the hand representation of S1 is also sup-
ported by anatomical findings. For example, isolation of finger representations in
area 3b can be visualized with histochemical staining of myelin in tangential sec-
tions (Fig. 4.2b). This technique reveals much denser axonal projections within each
finger representation and fewer projections between finger representations. The cor-
tical location of each digit revealed histochemically corresponds very well to the
physiological representation of the same digit using multiunit recording of evoked
potentials (Fig. 4.2¢c).

Finally, the corticocortical interconnections between subdivisions of S1 tend to
be within consistent topographic representations. For example, injection of a neu-
roanatomical tracer in the representation of the second digit in area 1 of S1 results
in the labeling of neurons located in the representation of the same digit in area 3b
(Florence et al. 1998).

In contrast to the anatomical patterns observed in S1, injection of anatomical
tracer in a cortical location where stimulation elicits digit movements in M1 re-
sults in substantial labeling of the entire forelimb representation (Huntley and Jones
1991). Anatomical divergence is also found at the level of M1 corticospinal out-
puts. Pyramidal-tract axons can show extensive intraspinal branching, projecting to
motoneuron pools of several different muscles (Shinoda et al. 1979, 1986). Spike-
triggered averaging reveals that most corticomotoneuronal cells individually project
to two to four synergistic muscles (Buys et al. 1986; Cheney and Fetz 1985; Fetz
and Cheney 1980; Fetz et al. 1976; Lemon et al. 1987) and that approximately half
of the corticospinal cells facilitate movement of at least one proximal and one distal
muscle (McKiernan et al. 1998).

Recently, we have also shown that interconnections between M1 and a premotor
area, the ventral premotor (PMv) cortex, are not between consistent topographic
representations. Instead, outputs from PMv DFL to M1 are topographically divergent
(Dancause et al. 2006a). Using ICMS, we identified forelimb representations of M1
and PMv and injected a neuroanatomical tracer in PMv DFL. We then documented
the location of synaptic boutons in M1 in relation to the topography and analyzed
their distribution in function of the location of the injection core (Fig. 4.3). Whereas
the injection core area was predominantly located within PMv DFL (79.0 9.6 %),
labeled terminals were found over larger proportions of proximal representations in
M1 (40.5 £ 2.8 %). These results suggest that neuronal populations within the PMv
DFL send topographically divergent outputs to M1.

When considering the level of anatomical divergence within the motor network, it
appears that neurons in M1 or the premotor cortex can excite the motoneuron pools of
any muscle of the arm within two synapses. Thus, evoked movements from cortical
stimulation in motor areas do not reveal the full extent of anatomical connections
between the stimulated neurons. Instead, the emergent properties or the output effects
of this efferent population reflect the facilitation of only one path among several
preexisting pathways. This facilitated output pathway could be selected through a
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Fig. 4.3 Heterotopic connectivity between PMv and M1. a—c Distribution of labeling in the M1
forelimb area following injection of biotinylated dextran amine in PMyv in three different monkeys.
The small black dots show the distribution of labeled terminals and the large brown dots show labeled
cell bodies. The black area surrounded by brown contour shows the location of the injection core
in PMv. Left is caudal and up is medial. CS central sulcus, scale bar 1 mm. d Proportions of digit
representation included in the injection core in relation to the proportion of cell bodies and terminals
located in the digit representation in M 1. e Proportions of wrist/forearm representation included in
the injection core in relation to the proportion of cell bodies and terminals located in the wrist/forearm
representation in M1. f Proportions of proximal representation included in the injection core in
relation to the proportion of cell bodies and terminals located in the proximal representation in M 1.
Whereas the injection core was mainly located within DFL territory in PMv, comparable proportions
of outputs to M1 and inputs from M1 were located in DFL and proximal representations. Dashed
black line cell bodies, full colored line terminals, red digit, green wrist/forearm, and blue proximal.
(Adapted from Dancause et al. 2006a)

competitive process based on behavioral demands, experience, and reward history.
If so, this system would be particularly well suited to sustain rapid and dramatic
reorganization of corticospinal output effects supporting learning (Nudo et al. 1996b;
Plautz et al. 2000) or recovery after injury (Nudo et al. 1996c).
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Movement Representations in Topographic Maps Correlate
with Function

As discussed in previous sections, ICMS can be used to produce topographic maps of
motor areas. Repeated production of these maps within one animal at different time
points was first used to explore cortical plasticity within M1 of normal (uninjured)
monkeys and provided a basic description of fundamental properties of cortical plas-
ticity relative to the distal and proximal forelimb representation in M1 (Nudo et al.
1996b). In squirrel monkeys, topographic maps derived with ICMS in the same an-
imal at different time points with no intervening manipulation reveal remarkably
constant proportions of digit, wrist, forearm, elbow, and shoulder territories. How-
ever, when monkeys are trained to retrieve pellets from a small well, a task that
requires them to develop a novel movement strategy with the digits, the cortical area
from which digit movements are evoked increases. If the monkeys are then trained
on a different task requiring a novel strategy involving wrist movements, the cortical
territory devoted to digit movements is reduced to favor expansion of the represen-
tation of wrist movements. In comparison, monkeys simply performing repetitive
movements of a natural task, which does not require learning of a novel strategy,
show similar proportions of digit, wrist, forearm, elbow, and shoulder territories as
do naive animals (Plautz et al. 2000). Functional reorganization of motor maps is thus
dependent on prior behavioral experience. That is, the cortical area from which one
can evoke a particular movement correlates with the use of this specific movement
in behavioral tasks, if learning is involved.

Comparable cortical reorganization with behavioral learning has also been shown
in S1. For example, when monkeys are trained on a frequency-discrimination task
in which a vibratory stimulus is applied at a constant location on a digit (Recanzone
etal. 1992b), the increase in performance is associated with an increase of the cortical
area devoted to the digit involved in the task (Recanzone et al. 1992a, c). In contrast,
passive stimulation of the digits has little effect on the cortical representational maps
(Recanzone et al. 1992b); once again suggesting that learning is a key component
for the devotion of additional cortical area to the representation of a body segment.

Together, these results support the idea that there is a competition for the limited
cortical “real estate” dictated by behavioral requirements. Learning of novel skills
would require a greater cortical contribution, which can be progressively lessened as
the skills required by the task are acquired. The freed cortical area could then serve
in the learning of other skills.

Primary Motor Cortex Lesion Models to Study Recovery
of Hand Function

Stroke is a complicated, multifactorial affliction. Damage in most patients is of
variable size and location, and may disrupt gray matter, white matter, and subcortical
structures. Following stroke, there is often disturbance of motor function of the
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arm and leg. Even well-recovered patients still suffer from chronic motor deficits,
particularly in regard to hand function (Lai et al. 2002). Thus, understanding the
mechanisms that support recovery of hand control is an especially important issue
in neurorehabilitation.

The role of M1 in the control of arm and hand movements has been extensively
studied (Ebner et al. 2009; Georgopoulos and Stefanis 2007; Glees and Cole 1950;
Kalaska 2009; Kalaska et al. 1998; Schieber 2001; Woolsey et al. 1952). These stud-
ies have shown that M1 is involved in the fine control of force, movement and posture
of the contralateral distal arm. M1 is the largest source of corticospinal neurons (Dum
and Strick 1991, 2002; He et al. 1993). Many of these corticospinal projections reach
lower cervical segments where motoneurons controlling the hand are located (Dum
and Strick 1991, 2002; He et al. 1993, 1995). Moreover, in some primate species,
these projections target the ventral horn in the spinal cord gray matter, suggesting
that they have monosynaptic connections onto motoneurons (Ralston and Ralston
1985). The monosynaptic contacts between cortical projections and motoneurons
have recently been confirmed with transneuronal labeling using retrograde transport
of rabies virus (Rathelot and Strick 2006, 2009). In these experiments, virus was
injected in muscles of the arm and incubated to allow transport across one synapse.
The injections resulted in labeling of M1 cells, mainly in its caudal portion.

The corticomotoneuronal system of M1 is believed to be crucial for the control
of complex and fractionated finger movements (Bennett and Lemon 1996; Porter
1985). A major argument in favor of this hypothesis is that species with projections
from M1 to the anterior horn of the spinal cord are typically more dexterous. A good
example comes from the comparison of corticospinal projection patterns of two New
World primates sharing the same environment, the capucin and squirrel monkey. The
capucin is capable of fractionated finger movements and opposition of the thumb and
has numerous corticospinal projections to the ventral horn. In contrast, the squirrel
monkey is only capable of prehensile grasps, consisting of simultaneous flexions of
digits, and has very sparse, if any, projections to the ventral horn (Bortoff and Strick
1993; Maier et al. 1997).

Lesion and inactivation studies in animal models also support the importance of
M1 and its corticospinal projections for the control of hand movements. Lesions
or inactivation affecting M1 have dramatic detrimental effects on motor function
(Fogassi et al. 2001; Fulton 1935; Glees and Cole 1950; Kubota 1996; Nudo and
Milliken 1996a). These studies show that disturbing M1 results in loss of dexterity
and movement speed, muscle weakness, and increased reaction time. Even inactivat-
ing very small regions in the M1 DFL with injections of a GABA agonist produces
weakness, slowness, and loss of independence of given finger movements (Schieber
and Poliakov 1998). This contrasts dramatically with the effects of a lesion or inac-
tivation of premotor areas, which result in subtle consequences to the function of the
hand (Brinkman 1984; Kermadi et al. 1997; Kurata and Hoffman 1994; Rizzolatti
et al. 1983; Schieber 2000). For example, lesion or inactivation in PMv typically
produces reluctance in using the contralateral hand (Rizzolatti et al. 1983; Schieber
2000) and inactivation of supplementary motor area (SMA) produces initiation de-
lays in bimanual trials (Kermadi et al. 1997), both without causing obvious motor
deficits with that hand once the movements are initiated.
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In human studies, whereas the relationship between lesion location and functional
outcomes has not been as straightforward, the disruption of corticospinal projections
appears to better correlate with motor function than lesion size itself (Pineiro et al.
2000; Zhu et al. 2010). Cortical lesions including M1 are a frequent consequence of
middle cerebral artery occlusion, the most common source of strokes. In humans, the
destruction of M1 has particularly devastating effects on motor function and greatly
contributes to motor deficits of the hand after stroke. To study the mechanisms
supporting the recovery of hand function, experimenters have taken advantage of
animal models to control for the effects of lesion size and location in M1 and have
investigated the plasticity associated with functional recovery.

M1 Lesion Recovery and Perilesional Plasticity

In animal models, it is possible to identify the M1 DFL using ICMS and then to induce
lesions in specific regions within this area. In squirrel monkeys, even targeted lesions
as small as 3-3.5 mm?, which corresponds to approximately 30 % of the total cortical
area devoted to the M1 DFL, cause clear deficit of the contralateral hand function
(Nudo and Milliken 1996a). Postlesion monitoring of motor recovery with a modified
Kliiver board, from which monkeys retrieve small food pellets from wells of different
diameters, shows that monkeys rely more on the hand ipsilateral to the lesion and
are less efficient in retrieving pellets with the hemiparetic hand. However, different
patterns of deficit are observed depending on whether the lesion affects the caudal or
the rostral portion of the DFL (Friel et al. 2005). After a lesion to rostral M1, animals
often make aiming errors. Instead of reaching directly into the well to grasp the food
pellet, they often touch the surface of the board outside the well before entering the
well. After a lesion to caudal M1, they typically reach directly into the well but have
to visually confirm the presence of the pellet in their hands. The differences in deficits
may be related to the pattern of sensory inputs to M1 and the sensory information
processed by M1 neurons. Indeed, neurons with cutaneous receptive fields are more
common in the caudal portion of M1 and neurons with proprioceptive receptive fields
are more common in the rostral portion of M1 (Strick and Preston 1982). Deficits
resulting from a lesion in caudal M1 may be due to problems in the processing of
cutaneous information or the failure to integrate cutaneous information with motor
commands. In contrast, deficits following lesion in rostral M1 would be due to a
dysfunction in the processing of proprioceptive information or the failure to integrate
proprioceptive information with motor commands (Friel et al. 2005).

Mapping of the topographic organization with ICMS before and after recovery
has been used to investigate the plasticity associated with recovery from a lesion.
The strength of this approach is that reorganization associated with recovery can be
analyzed within each animal instead of comparing control and experimental groups,
as is necessary in human studies. After a small cortical lesion in the caudal portion
of the M1 DFL, if a monkey does not receive behavioral training and mapping is not
redone 3 months after the lesion, a further reduction of the DFL area in the perilesional
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M1 can be observed. In these animals, stimulation of sites that evoked digit and wrist
movements in the perilesional M1 prior to lesion are either nonresponsive or rather
evoke shoulder and elbow movements (Nudo and Milliken 1996a). This loss of the
DFL representation in spontaneously recovered animals could suggest that recovery
was associated with suboptimal cortical plasticity, in which the surviving tissue in
M1 was not, or was insufficiently, involved in recovery.

If monkeys undergo a rehabilitative treatment, consisting of restricting the use of
the unimpaired limb with a jacket and repetitive training of the impaired arm on a
retrieval task, the area devoted to M1 DLF is preserved and can even increase after
the recovery period. This rehabilitative treatment has the same effect on cortical
reorganization on the perilesional cortex if lesions affect the caudal or rostral portion
of M1 (Friel et al. 2007).

It thus appears that reorganization of the surviving M1 tissue can support recovery
from small cortical infarcts and that this mechanism is maximized with rehabilitative
treatment. Similarly in humans after stroke, it seems that the reorganization of activa-
tion patterns involving the surviving M1 is associated with better recovery. Whereas
poorly recovered patients are more likely to show increased activation of various
areas during movements, well-recovered patients show patterns of activation that are
comparable to healthy controls (Carey et al. 2006). However, in some patients the
lesion is too extensive, leaving insufficient or no tissue in M1.

Recruiting Plasticity in Distant Areas to Support Recovery

Following a small lesion, the spared tissue within the affected area can reorganize and
support the recovery of the lost function (Lashley 1929, 1930). In the case of large
lesions, when damage is too extensive or the entire area is destroyed, the affected area
is insufficient to recover the functional loss. In these cases, recovery must call upon
the reorganization of other distant areas that may not have been originally involved
in the function more directly mediated by the injured zone, but that can undergo
adaptive plasticity to vicariously assume the lost function (Glees and Cole 1950;
Munk 1881; Ogden and Franz 1917).

Following lesion in M1, the premotor areas are particularly well positioned to
take over the lost M1 function. Indeed, these areas share extensive interconnections
with other areas within the motor network, they have their own corticospinal outputs,
and already boast motor-related activity prior to the lesion.

Premotor Areas in Nonhuman Primates

In addition to M1, several premotor areas are closely involved in the production of
motor outputs. Premotor areas are defined as frontal areas that have direct access
to M1 and to the spinal cord (Dum and Strick 2002; Fulton 1935). Six premotor
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areas have been identified. Most medially, the rostral, dorsal, and ventral cingulate
areas (CMAr, CMAd, and CMAv, respectively) are located in the cingulate sulcus
(Morecraft and Van Hoesen 1992; Picard and Strick 1996). Progressively dorsal and
lateral are the SMA, dorsal premotor (PMd), and PMv areas (Barbas and Pandya
1987; Matelli et al. 1985, 1991; Morecraft and Van Hoesen 1992; Picard and Strick
1996; Takada et al. 2001; Von Bonin and Bailey 1947). These premotor areas are
the main sources of inputs to the rostral part of M1 (Dancause et al. 2006b; Dum
and Strick 2002; Rouiller et al. 1994; Stepniewska et al. 1993). Premotor areas are
also the origin of a large proportion (~44 %) of corticospinal fibers (Dum and Strick
1991; He et al. 1993, 1995), which terminate in the ventral horn and the intermediate
zone in the spinal cord (Ralston and Ralston 1985).

Further subdivisions of several premotor areas into rostral and caudal portions
have been proposed. These subdivisions are well documented in macaques (Barbas
and Pandya 1987; Matelli et al. 1985; Vogt and Vogt 1919; Von Bonin and Bailey
1947) and have been confirmed by immunohistochemistry (Geyer et al. 2000). For
example, PMd and SMA each contain a rostral portion called pre-PMd (F7) and pre-
SMA (F6) and a caudal portion called PMd proper (F2) and SMA proper (F3; Picard
and Strick 2001). Comparable subdivisions of PMd and SMA have been reported in
the New World primates (cebus monkeys (Dum and Strick 2005) and owl monkeys
(Preuss et al. 1996; Sakai et al. 2000) as well as in prosimian primates (galagos;
Fang et al. 2005).

The caudal subdivisions of PMd and SMA have more connections with M1 and
more corticospinal projections than their rostral counterparts (Dum and Strick 1991;
He et al. 1993). In contrast, the rostral subdivisions are more interconnected with
frontal and prefrontal areas (Bates and Goldman-Rakic 1993; Lu etal. 1994; Luppino
et al. 1993). Thalamocortical connectivity of the rostral and caudal subdivisions also
differs, suggesting that they receive different sensory information and are part of
different subcortical loops (Matelli et al. 1989; Wiesendanger and Wiesendanger
1985). In the rostral subdivision, current intensity to evoke movements with ICMS
is generally higher (Luppino et al. 1991; Matelli et al. 1991) and movements tend
to be more complex, typically involving multiple joints (Matsuzaka and Tanji 1996;
Rizzolatti et al. 1990; Shima et al. 1996). Neuron recording in SMA has shown that
the onset of activity in the rostral subdivision generally precedes the activity in the
caudal one. For example, changes of neuronal activity can often be observed long
before the onset of movement in pre-SMA, whereas activity changes in relation to
the actual movement are more frequent in SMA-proper (Alexander and Crutcher
1990; Matsuzaka et al. 1992; Rizzolatti et al. 1990). This suggests that the rostral
division of premotor areas is more implicated in the preparatory states of movement
production.

As previously discussed, the nature of functional deficits resulting from a lesion
or inactivation also suggests that premotor areas are not essential for movement
execution per se. Rather, they seem to play a role in movement preparation and
adaptation in relation to sensory inputs such as visual information and cognitive or
emotional states.
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Certain Particularities of the Ventral Premotor Cortex

With ICMS techniques, movements of the forelimb, neck, and face can be elicited
from PMv. The cortical area devoted to digit movements is large in comparison to
other premotor areas. In squirrel monkeys, we systematically find much larger DFL
representation in PMv (Dancause et al. 2006c; Frost et al. 2003) than PMd (Dancause
etal. 2007) or SMA (Eisner-Janowicz et al. 2008; Fig. 4.4). This is somewhat surpris-
ing when considering the corticospinal projections from PMv extend only as far as
the upper cervical segments (C2—-C4) and projections from other premotor areas are
found in upper as well as lower cervical segments (He et al. 1993). Corticospinal out-
puts of PMv thus only reach segments where motoneurons mainly innervate muscles
of the neck and scapula. In the absence of direct corticospinal projections to mo-
toneuron pools of hand muscles, corticospinal neurons of PMv could evoke digit
movements oligosynaptically, through the propriospinal cervical network (Alster-
mark et al. 1990; Pierrot-Deseilligny 1996). However, there is little evidence for
such propriospinal transmission in macaque monkeys (Maier et al. 1998). An alter-
native pathway for PMv to carry its effect on hand muscles is through its projections
to M1. Studies conducted in sedated macaques have demonstrated that PMv can have
apowerful facilitatory effect on M1 corticospinal outputs (Cerri et al. 2003; Shimazu
et al. 2004) and reversible inactivation of M1 reduces or eliminates the capacity to
evoke hand movements from PMv (Schmidlin et al. 2008). More recent studies have
revealed that the effects of PMv on M1 outputs are complex and task dependent. In
awake monkeys, it was shown that the facilitation from PMv is dependent on the
object being grasped (Prabhu et al. 2009). In humans, stimulation of PMv at various
times during reaching showed that PMv exerts a net inhibitory influence on M1 out-
puts at rest. During power grip, this inhibition disappears and during precision grip
it becomes a net facilitation (Davare et al. 2008). Whereas these data do not rule out
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that some of the effects on hand muscles observed when stimulating PMv occur at a
subcortical site, they do show that PMv has complex and powerful interactions with
M1 outputs.

Cytoarchitectonic subdivisions of PMv into caudal and rostral parts have been
identified only in macaques so far (Matelli et al. 1985). In fact, rostral PMv (PMvr or
area F5) of macaques is characterized by properties that are quite different than those
of pre-SMA and pre-PMd. For example, the DFL representation of PMv is found
in PMvr (Gentilucci et al. 1988; Rizzolatti et al. 1988) and it has dense connections
with M1 (Matelli et al. 1986; Shimazu et al. 2004). It is interesting to note that the
DFL representation of PMyv in squirrel monkeys (Dancause et al. 2008) and macaque
monkeys share many features such as the distance from M1 (Gentilucci et al. 1988),
stimulation intensity to evoke movement (Hepp-Reymond et al. 1994), latencies for
ICMS-evoked EMG activity (Boudrias and Cheney 2006) and patterns of cortical
connections (Barbas and Pandya 1987; Dancause et al. 2006b; Ghosh and Gattera
1995; Matelli et al. 1986). It is thus likely that the PMv DFL representation in
squirrel monkeys is the homolog of the DFL representation located in PMvr (or F5)
of macaques.

In a recent ICMS study in squirrel monkeys, we identified an additional, isolated
DFL representation located rostrally and laterally to the DFL representation of PMv
(Dancause et al. 2008). This area, which we generically called the frontal rostral
(FR) area, required much higher current intensity to evoke movement and the activity
evoked occurred with much longer latencies (Fig. 4.5). It has sparse connections with
M1 and numerous connections with the prefrontal cortex and anterior operculum, a
pattern that is quite distinct from that of PMv. Anatomical studies in macaques have
revealed the existence of a subfield in PMv (area F5a) which shares a similar pattern
of cortical connections as the squirrel monkey’s FR (Gerbella et al. 2011). Overall,
the electrophysiological and anatomical features of FR are very similar to what has
been described for pre-PMd and pre-SMA, and it is tempting to propose that FR is
the “pre-PMv” of squirrel monkeys. If so, as for pre-SMA and pre-PMd (Picard and
Strick 2001), FR should be considered a motor-related field providing an interface
between the prefrontal cortex and cortical motor areas, rather than a premotor area
per se. In contrast, the PMv DFL representation in squirrel monkeys and PMvr (F5)
of macaques would be the equivalent of PMd and SMA proper.

Plasticity in the Ventral Premotor Cortex Following
Lesions in M1

The physiological reorganization of PMv associated with recovery from an M1 lesion
has been investigated in a series of experiments performed in squirrel monkeys. In
each animal, topographic maps of the DFL in M1 and PMv were documented with
ICMS. Large ischemic lesions were then induced in M1, destroying more than 50 %
of the DFL (Frost et al. 2003). The lesions resulted in an immediate and permanent
switch of hand preference. Monkeys were less successful at retrieving pellets with
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Fig. 4.5 An additional motor-related area frontal and lateral to the ventral premotor cortex.
a Reconstruction of ICMS movement maps of the lateral frontal cortex in a squirrel monkey (case
472). Digit and wrist/forearm movements comprised the DFL representation, indicated with a red
contour. Each dort represents a microelectrode penetration site. The location of the ICMS-defined
motor fields in each case is identified. The cartoon on the left shows the approximate location of M1,
PMyv, and FR. The dotted square shows the approximate location of the anatomical reconstruction
shown in ¢. Black dots nonresponsive, blue proximal movements, green wrist/forearm, red digit,
yellow orofacial, R rostral, M medial, and CS central sulcus. b Thresholds at which movements
could be evoked using ICMS in M1, PMyv, and FR (mean intensity £ SEM). Statistical analyses
revealed that movement thresholds in M1 were significantly lower than PMv and FR (¥) and that
thresholds in PMv were lower than FR (). Within FR, digit movement thresholds were significantly
lower than proximal and wrist/forearm (§). In addition, wrist/forearm movement thresholds were
significantly higher than proximal movement thresholds (). ¢ Within case comparison of the pattern
of connections of PMv and FR DFL representation in the ipsilateral hemisphere. Distribution of
labeled terminals following injection of BDA into FR DFL (orange dots; see Fig. 4.3) and labeled
cell bodies after injection of FB into PMv DFL (blue dots). One orange dot represents a voxel with
labeled terminals and one blue dot represents a cell body. When both Fast-Blue and BDA were
colocalized, green is used. Abbreviations as in Fig. 4.3. Scale bar 5 mm. (Adapted from Dancause
et al. 2008)
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the hemiparetic hand on the Kliiver board, and when successful, they required more
finger flexions and required more time in the wells to retrieve the pellets. In the weeks
following the injury, monkeys progressively improved their performance with the
hemiparetic hand.

After 3 months of spontaneous recovery, ICMS mapping was redone and revealed
an increase of PMv cortical surface area devoted to movements of the DFL ranging
from 7.2 to 53.8 %. This increase of the PMv DFL representation was proportional
to the size of the lesion in M1 and possibly reflects a novel role in the control of the
hemiparetic hand.

Is reorganization of distant cortical areas such as PMv really dependent on the
quantity of remaining M1 tissue as previously suggested, or could the reorganization
be driven by the disruption of the numerous connections between PMv and M1? To
address this question, we estimated the potential disruption of cortical connections
between PMv and M1 caused by a lesion based on the pattern of connections in
control animals and the location of the lesion (Dancause et al. 2006¢). In addition to
the animals previously described (Frost et al. 2003), we added animals with smaller
ischemic lesions (< 50 % of the total M1 DFL representation) located in specific
regions of M1 (Fig. 4.6). In two of these animals, lesions were induced in the caudal
and medial aspect of the DFL area, where very few connections with PMv are found.
In the two other animals, the lesions were located in the rostral and lateral aspect of
M1, where the majority of connections with PMv are found. Whereas lesions were
of comparable volumes in all four cases, we estimated that the caudomedial lesions
destroyed only 6.2 +3.0 % and the rostrolateral lesions destroyed 71.7 £0.71 %
of the interconnections between PMv and M1. Interestingly, following the 3-month
recovery period, ICMS mapping revealed that the cortical area devoted to movements
of the hand in PMyv actually decreased in all four animals. When pooling the data from
these animals with the ones from the previous study (Frost et al. 2003), we found that
the disruption of M1-PMv connectivity was a poor predictor of the reorganization of
the PMv DFL area (R? = 0.3018; p =0.1255). In contrast, the proportion of the M1
DFL area destroyed by the lesion was a much better predictor (R*> = 0.87; p = 0.0002;
Fig. 4.4b). The data in Fig. 4.4 also suggest that there is a threshold, approximately
corresponding to 50 % of the M1 DFL area, of cortical damage to elicit plastic
changes in PMv. Whereas smaller lesions result in a decrease of the PMv DFL area,
larger lesions result in reorganization of PMyv that is proportional to the lesion size
in M1 (Lashley 1929, 1930). It is possible that recovery following small lesions
causing relatively mild and transient impairments (Friel et al. 2005) requires only
minor postlesion learning (or compensatory motor strategies). In these cases, the
intact, adjacent neuronal network in M1 would be sufficient. After larger lesions with
severe deficits, the significant motor learning and compensations required cannot be
supported by the remaining M1 tissue and may need to call for the vicarious support
of distant areas such as PMv.
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Fig. 4.6 Factors driving PMv reorganization following M1 lesion. a Cartoon of a squirrel monkey
brain showing the approximate location of the M1 and PMv DFL. The typical distribution of labeled
cell bodies (large orange dots) and terminals (small black dots) in M1 DFL following injection of
BDA in PMv in a control case (large injection; case #1934; Dancause et al. 2006b) are shown.
Based on these data, M1, lesions destroy the majority of PMv connections with M1 DFL whereas
Ml lesions have a minor impact. Red digit representations, green wrist/forearm, blue proximal,
and hatched black nonresponsive. b Relationship between the predicted disruption of connectivity
of PMv with M1 and physiological reorganization in PMv. Based on cortical connections between
PMyv and M1 in naive squirrel monkeys, the potential impact of the lesions in M1 were estimated
in relation to the physiological reorganization found in PMv. In general, this relationship was not
strong. PMv connections were derived as the average of the proportion of cell bodies and terminals.
Circles are used for the cases with small lesions (Dancause et al. 2006¢); diamonds are used for
cases with larger lesions (Frost et al. 2003). ¢ Relationship between PMv reorganization and lesion
size in M1. Percent change in PMv DFL 12 weeks postinfarct as a function of the percent anatomical
loss of M1 DFL. Whereas animals with larger lesions showed an increase in PMv DFL, animals
with smaller lesions showed a decrease. A diagonal dotted line shows the linear regression fitting
the distribution

Anatomical Rewiring of PMv After M1 Lesions

In another series of experiments, we investigated if sprouting or formation of new
polysynaptic connections could account for the reorganization of cortical represen-
tational maps in PMv following large lesions in M 1. As before, we defined PMv and
M1 forelimb representations with ICMS techniques and destroyed a large portion
of the M1 DFL representation (> 50 %) with an ischemic infarct that resulted in
an enlargement of the PMv DFL area. At least 5 months after injury, we injected an
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anatomical tracer in the center of the PMv DFL representation to document its pattern
of intracortical connections. Comparison of connections between recovered and ex-
perimentally naive animals revealed that following a lesion, PMv axons had atypical
orientations and abrupt changes in trajectory at the lesion border (Fig. 4.7a, b). Atyp-
ical axons were not only visible in every case at the rostral border of the lesion but the
axonal path observed in the experimental group showed clear statistical differences
in comparison to the control group. Whereas the average path in control animals
assumed a caudomedial orientation, as expected since PMv is located laterally to
M1, the path had a caudolateral orientation following recovery from the lesion.

To identify potential area(s) that could share these novel connections with PMy,
we analyzed the pattern of connections throughout the entire ipsilesional hemisphere.
We found that there was a dramatic increase of connections between PMv and S1
(Dancause et al. 2005), more precisely in area 1/2 of S1 (Fig. 4.7¢c, d). Whereas these
novel connections could be the result of axonal sprouting of multiple preexisting
routes, the presence of axons along the rostral-lateral border of the lesion, and their
abrupt change in orientation, suggests that sprouting occurred from axons originally
terminating in the M1 DFL area that was destroyed. Moreover, looking at the tan-
gential sections at lower magnification revealed the presence of large axons running
laterally to the lesion, which appeared to originate from the rostral border of the
lesion and were directed toward S1. The increase of neuronal growth-promoting
genes in the perilesional cortex (Carmichael et al. 2005) might provide a substrate
to favor this pathway. Formation of new connections between PMv and S1 might
resultin a “bypassing” of the lesion site in M1, perhaps to reestablish a sensorimotor
integration loop (Asanuma and Pavlides 1997).

While the techniques we used in these studies do not allow conclusive statements
on the precise location of branching or the role of this anatomical reorganization
in functional recovery, it is clear that major reorganization of PMv connections
occurs as a result of an M1 lesion. Sprouting of new connections between the frontal
and parietal cortex should be considered as a potential compensatory mechanism
through which the central nervous system accomplishes functional recovery after a
lesion in M1.

The changes observed in relation to PMv reviewed in the previous two sections
raise the possibility that following M1 lesion any of the premotor areas could undergo
substantial physiological and anatomical remodeling during recovery.

Evidence that Other Premotor Areas Can Play a Vicarious Role
Following M1 Lesions

In the largely liscencephalic brain of the squirrel monkey, the study of PMv, among
premotor areas, has several advantages. The DFL area is entirely located on the
cortical surface, facilitating the sampling of electrophysiological data at different
times during recovery based on the pattern of surface blood vessels. The proximity
of PMv and M1 DFL representations also makes them both accessible within a
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Fig. 4.7 Anatomical rewiring of PMv following M1 lesion. a Polar histogram illustrating the dis-
tribution of large fiber (axonal) orientations at the rostral border of the M1 lesion. After the M1
injury, fiber orientation is more focused and was directed in a more caudolateral direction. Cartoons
on the left of the histograms illustrate the presumed alterations in PMyv intracortical connections
following M1 injury. After PMv targets in M1 are destroyed, PMv intracortical fibers are thought
to seek new targets; axons abruptly change orientation near the lesion border, and begin to course
more caudolaterally, sweep around area 3b, and finally terminate in area 1/2. b Picture of the axons
following injection in PMv in an animal that recovered from an M1 lesion. Fibers are observed
between PMv and the lateral border of M1, as in control animals. In addition, atypical fibers are
present lateral to the lesion. These fibers appear to originate from the border of M1 and are directed
toward the parietal cortex. A dark gray square on the cartoon shows the approximate location of
picture. ¢ Upper reconstruction shows the pattern of terminal labeling observed in parietal areas
in a control case. Lower reconstruction shows pattern of terminal labeling in an experimental case
after recovery from the M1 lesion. A dark gray square on the cartoon show the approximate lo-
cation of the reconstructions. Outlines of area 3b representations of digits and palm are shown.
Arrowheads indicate the hand—face septum. Black downward arrows point to the area 1/2 hand
representation. Dotted line indicates the approximate location of the lateral fissure. Scale bar 1 mm.
d Quantification of the distribution of labeled terminals in areas 3a, 3b, and 1/2 of control and
experimental cases. Asterisks show statistically significant differences (p < 0.05). (Adapted from
Dancause et al. 2005)



78 N. Dancause

relatively small craniotomy and facilitates the study of both areas. In addition, the
larger DFL representation in PMv could facilitate the detection of subtle changes of
surface area during recovery using ICMS techniques. However, other premotor areas
share many of the same physiological and anatomical features as PMv, making them
equally well suited to take over lost function after a lesion in M1. Not surprisingly,
human studies have reported changes in CMA, SMA, PMd, and PMyv in association
with functional recovery (Carey et al. 2005, 2006; Fridman et al. 2004; Loubinoux
et al. 2003; Miyai et al. 2003; Seitz et al. 2005).

Middle cerebral artery occlusions typically result in damage in the lateral sen-
sorimotor cortex and spare medial areas, which are in part supplied by the anterior
cerebral artery. As a consequence, in many stroke patients, SMA and the CMAs may
be the only premotor areas available to support recovery of lost function.

To investigate the physiological reorganization of SMA, large ischemic lesions
extending across M1, PMd, and PMv were induced in squirrel monkeys (Eisner-
Janowicz et al. 2008). Following lesion, monkeys switched their hand preference
and had substantial decrease of function with the impaired arm and hand. Some be-
havioral recovery occurred in the first 3 weeks postinjury, but animals had important
residual deficits that remained relatively constant throughout the next 10 weeks of
recovery. Analyses of the physiological organization of SMA showed an initial trend
for reduction at week 3 that was followed by an expansion of the DFL representation,
which became substantially larger than preinfarct values by week 13. At that time
point, much similar to what we described above for PMv following lesions limited
to M1, a linear relationship between the size of the SMA DFL area and the volume
of the lesion was found. Although there was not a tight temporal match between the
increase of the SMA DFL area and the recovery, motor performance at week 13 was
positively correlated to the size of the DFL area in SMA. The reason for the temporal
mismatch between the changes in cortical organization and motor performance is
not clear, but a similar phenomenon is also known to occur with learning in normal
animals (Kleim et al. 2004).

The functional implication of SMA in recovery of hand function was also sup-
ported by a study of the changes of single-neuron activity following recovery from
an M1 lesion (Aizawa et al. 1991). In this study, a monkey was trained to perform vi-
sually instructed finger flexion with the right or left digits. Neurons in SMA typically
show activity prior to movement production in this task (Tanji et al. 1988). However,
in the overly trained monkey, very few neurons showed this premovement activity,
suggesting that the automatization of the task performance was accompanied by a
reduction of the activity of SMA neurons prior to movement. An electrolytic lesion
induced in the M1 DFL resulted in marked deficits of behavioral performance and
abnormal patterns of muscle activation, which progressively recovered to prelesion
levels by 21 days. Twenty-two days after the lesion, neural recording revealed marked
differences in the population of SMA neurons. Similarly to animals that were not
overtrained on the task, many neurons in SMA were modulated prior to movement.
It could be hypothesized that the relearning of the task after lesion was sustained
by a reorganization of SMA neural activity and a return of its involvement in motor
performance.
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Reorganization of corticospinal projections of SMA DFL has been investigated
in macaque monkeys following lesions that also included both M1 and the lateral
premotor cortex (parts of PMd and PMv). After 6-12 months of recovery, an an-
terograde anatomical tracer was injected in SMA DFL. It was found that recovery
was accompanied with an increase of projections from the ipsilesional SMA to the
contralateral spinal cord laminae VII and IX (McNeal et al. 2010). Furthermore,
these anatomical changes were correlated with functional recovery. In one animal,
a secondary lesion in the ipsilesional SMA was performed and reinstated the motor
deficits. These data support that areas remote from cortical injury can increase their
corticospinal projections on the dennervated motor neurons in order to vicariously
take over the lost function.

The new functional role of surviving premotor areas in recovery has also been sup-
ported by secondary inactivation experiments (Liu and Rouiller 1999). Two macaque
monkeys that were trained to perform a precision-grip task sustained a permanent
lesion of the sensorimotor cortex, including both M1 and part of the S1 hand represen-
tation. Monkeys progressively regained partial function of the hand in the following
weeks and months. Nine months following the lesion a GABA-A agonist was in-
jected to transiently inactivate different cortical areas of the ipsi- and contralesional
hemisphere in different experimental sessions. Isolated inactivation of the contrale-
sional M1, the ipsi- or contralesional PMd, and the ipsi- or contralesional PMv did
not induce significant behavioral deficits of the recovered hand, but simultaneous in-
activation of both the ipsilesional PMd and PMv reinstated the deficits caused by the
lesion. These data support the hypothesis that both of these areas played an increased
role in recovery from the lesion and the generation of movement.

Based on the data that we have reviewed, it appears that many premotor areas
can support motor recovery after a lesion involving M1. It is likely that, the lack
of evidence for the role of the CMAs in animal models to date is due to the tech-
nical challenges for the investigation of these areas, buried within the medial wall.
Changes in all premotor areas, as well as in other areas involved in the motor net-
work, conceivably occur in parallel to support recovery. The differential contribution
of each premotor area to recovery remains unclear, and each premotor area might
play a different role depending on the size and location of the lesion.

Concluding Statements

Stroke injuries pose a heavy burden on health care systems worldwide, with
15 million people suffering from stroke each year and 5 million of these patients
living with residual disabilities (see Heart and Stroke foundation). With our aging
population, these numbers are expected to increase. Now, there is extensive evi-
dence that stroke survivors recover, at least in part, through adaptive plasticity of
the surviving neural tissue. Functional recovery may thus be increased through a
maximization of neural compensation, a concept that is being intensely investigated
in the thriving field of neurorehabilitation research. Indeed, many novel approaches
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to facilitate plasticity and increase function are currently being designed and tested.
The development of the field of neurorehabilitation and its novel therapies has cap-
italized on recent advances in our understandings of adaptive plasticity and neural
mechanisms supporting recovery.

Lesions in animal models of stroke are generally much more restricted than those
resulting from typical stroke in humans. In the present review, we have discussed
many studies of plasticity and recovery following lesions targeting M 1. As in humans
every stroke is different in size and location, obviously these experimental lesions do
not perfectly replicate the damage found in the entire population of stroke patients.
However, these studies help to reveal more clearly the contribution of M1 lesions
to the overall condition and highlight some of the mechanisms underlying recovery
in the wide population of patients that have analogous cortical damage and deficits.
The use of nonhuman primate models to investigate the vicarious role of diverse
cortical specializations in recovery is especially useful. In particular, monkeys have
a premotor organization that shares many similarities to humans (Crammond and
Kalaska 1994; Kurata and Wise 1988; Luppino et al. 1993; Morecraft and Van Hoesen
1992; Murata et al. 1997; Nudo and Masterton 1989; Picard and Strick 1996; Scott
et al. 1997) and thus provide an excellent model for investigating how these areas
can contribute to recovery. Whereas the work in animal models reviewed here cannot
immediately be translated to clinical practice, it has an impact on clinical research.
These experiments contribute to our understanding of sensorimotor organization of
the cortex as well as the capacity of this system to reorganize following injury. These
data help to adjust hypotheses and treatment protocols currently being developed
in clinical research. Ultimately, evidence-based protocols translate to advances in
clinical practice and improvement in patients’ quality of life after stroke.
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Chapter 5
The Mirror System in Monkeys and Humans
and its Possible Motor-Based Functions

Leonardo Fogassi and Luciano Simone

Introduction

Classically, the caudal agranular sector of the frontal lobe of primates has been
considered to be involved in motor functions, whereas the rostral one was assigned
mainly arole in “cognitive” processes. This view was the result of major electrophysi-
ological studies on the cerebral cortex (Woolsey et al. 1952; Evarts 1968) supporting
the idea that the functional role of the caudal frontal lobe was that of producing
body-part movements. However, more recent behavioral and psychophysical stud-
ies (Jeannerod 1988; Rosenbaum et al. 2007) and neurophysiological experiments
(see Fogassi and Ferrari 2011) showed that the motor system has different levels
of organization, each of which participates in collaboration with the others, to the
achievement of the intended goal of an action. The first (highest) level is the ‘action’
level. An action is composed of a sequence of fluently linked motor acts leading to
the accomplishment of a final behavioral goal. Motor acts, that constitute the second
(middle) level, are movements aimed at an intermediate goal (e.g., grasping an object
or bringing a piece of food to the mouth); each motor act can be involved in the for-
mation of different actions expressing different final goals. The act of ‘movement’
constitutes the third level. Movements can be defined as displacements of single
joints. Each motor act is composed of two or more synergic movements, and the or-
ganization of motor act sequences produce organized goal-directed actions in space.
Within the cortex, different sectors of the frontal lobe contribute to the encoding of
most of these levels. Available data indicate that the action level can depend on the
activity of prefrontal cortex and can partly be expressed in higher order motor areas.
The neurons contained in these latter areas (together forming area 6 of Brodmann,
BA6) mostly code motor acts, whereas movements are mainly coded by primary
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motor cortex (corresponding to area 4 of Brodmann, BA4). The actual movement
execution depends on the activation of spinal motor neurons that determine muscles
contraction.

The abstract level of goal coding present in cortical motor areas covers functions
traditionally attributed to the classical associative areas. This view is further sup-
ported by the results obtained in neuroanatomical studies that highlight the existence
of parieto-premotor circuits in which specific areas of the posterior parietal cortex
are reciprocally linked with specific areas of the motor cortex (Rizzolatti and Lup-
pino 2001). The functional correlate of these circuits is the transformation of sensory
stimuli into appropriate motor acts (Rizzolatti et al. 1997). The existence of these
connections challenged the classical view of separate sensory and motor functions,
indicating that perception and action share the same neuronal substrates. A very
intriguing example of this action—perception coupling is the discovery of a system
linking action observation with action production, namely the mirror neuron system.

We will first describe the main features of mirror neurons in monkeys, followed
by some of the evidence on the mirror system in humans. Finally, we will show how
this system can be involved in social cognitive functions.

Mirror Neurons in Monkeys

Mirror neurons were first discovered in a sector of the macaque ventral premotor
cortex (area F5) (Di Pellegrino et al. 1992; Gallese et al. 1996; Rizzolatti et al.
1996a) and subsequently were also found in the inferior parietal lobule (area PFG)
(Gallese et al. 2002; Fogassi et al. 2005; Rozzi et al. 2008). They represent a class of
visuomotor neurons that discharge both when the monkey performs a given motor act
(e.g., grasping, manipulating, tearing an object) and when it observes the same, or a
similar, motor act done by another individual. In order to be activated, these neurons
require an interaction between a biological effector (hand or mouth) and an object.
In fact the presentation of the target on which the motor act is performed, a person
mimicking a motor act, or an individual making intransitive (nonobject-directed)
gestures are ineffective in eliciting their response. The observed hand motor acts that
are more effective in producing mirror neurons response are grasping, manipulating,
holding, and other hands interactions. Among them, grasping is the most represented
motor act. Part of mirror neurons respond to the observation of only one motor act,
whereas others respond during the observation of two or three motor acts. The mirror
neuron response is largely invariant with respect to many factors that, in principle,
could modulate their discharge, such as the sector of space in which the motor act
is performed and the size and type of object target of the motor act, etc. However,
a small percentage of mirror neurons can be differently modulated by the observed
right or left hand performing the motor act, regardless of whether the observed act
is executed in front of the monkey, on its left side, or on its right side. Note that a
similar hand preference activity, not necessarily matching with the visual response
preference, can be exhibited also during monkey’s grasping execution. Another small
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group of mirror neurons can also be modulated by the direction of the observed motor
act (i.e., the experimenter performing the action from the left to the right or in the
opposite direction).

A category of mirror neurons respond to the observation of mouth motor acts
(mouth mirror neurons). Mouth mirror neurons have been mainly described in the
lateral part of area F5 and in area PF/PFG. Most of them are responsive during the
observation and execution of ingestive motor acts such as biting, sucking, licking,
etc. (Ferrari et al. 2003). A small portion of mouth mirror neurons also respond to
the observation of mouth communicative gestures, such as lips-smacking or tongue
protrusion. This subset of mouth mirror neurons could represent an old system
of communication, likely evolved from neurons expressing different types of goal
(ingestion).

When mirror neurons are categorized on the basis of the ‘congruence’ between
the executed and the observed motor act effective in activating them, it is possible
to define two different sets of neurons that is “strictly congruent” and “broadly con-
gruent” neurons. The strictly congruent neurons (about one third of mirror neurons)
are neurons in which the executed and observed motor acts match both in terms of
the goal (e.g., grasping) and the means to achieve them (e.g., whole hand grip). The
other two thirds (broadly congruent) showed a congruence in terms of the goal, but
a lower specificity for the observed act or the type of grip during observation as
compared with execution (Gallese et al. 1996).

The congruence between the observed and the executed motor act represents the
most important property of mirror neurons. It has been proposed that the “direct
matching” of the visual description of another’s motor act with one’s own motor
repertoire allows the observer to understand what another individual is doing. In
fact, the observation of a motor act determines an automatic retrieval of the motor
representation already available within the ‘motor vocabulary’ of the observer. An
issue raised by the discovery of mirror neurons is why the activation of the motor
representation obtained during motor act observation does not normally generate an
overt motor output. This phenomenon is of course necessary for inhibiting immediate
acts reproduction during the observation of conspecifics acting. However, it is not
known what is the mechanism for this inhibition. Interestingly enough, Kraskov et al.
(2009) recently demonstrated that half of F5 mirror neurons projecting to the spinal
cord through the pyramidal tract were strongly excited during grasping execution, but
their discharge was suppressed during grasping observation. The authors proposed
that this inhibition could serve the purpose of reducing motor output response of
mirror neurons during action observation.

The capability of mirror neurons to understand the purpose of motor events has
been tested in different neurophysiological investigations. One study (Umilta et al.
2001) was demonstrated that mirror neurons can discharge not only when the mon-
key can see a fully visible goal directed motor act but also when it sees only part of
it—being the crucial part of the motor act (hand—target interaction)—hidden behind
a screen. In a control experiment, it has also been shown that the neurons ceased
discharging when the monkey knew that there was no object behind the screen.
This result demonstrate that mirror neurons can retrieve the motor representation
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corresponding to the observed motor act, provided that prior contextual information
and part of the observed act are available (object presence). This enables the
observer to understand others’ actions even if their full visual description is missing.
In another study (Kohler et al. 2002), the authors showed that many mirror neurons
that responded to the observation of motor acts that typically produce sound (for
example, peanut breaking), also responded to the sound alone (“audio-visual” mirror
neurons). The properties of this class of mirror neurons, represent the capacity of
understanding the meaning of a motor act through different sensory modalities; it
is noteworthy that this feature is also typical of language.

Although the early studies carried out on mirror neurons were focused on their
motor and visual responses to motor acts performed with biological effectors (hand,
mouth), more recently, two studies showed that mirror neurons can also be sensitive
to motor acts done with artificial effectors (e.g., tools). In the first study, Umilta et al.
(2008) described single-neuron activity recorded in ventral premotor cortex from
monkeys trained to grasp objects by means of two different types of pliers, direct
and reverse pliers. The important feature was that the two types of pliers required
an opposite pattern of finger movements (opening-closing or viceversa) in order to
grasp a piece of food. Very interestingly, when tested while the monkey grasped
food with the hand or with the pliers, motor neurons in area F5 discharged during
the attainment of the goal (grasping the object) independently of the used effectors
(either the hand or the pliers) and the pattern of finger movements used to achieve
it (closing or opening of the fingers). Thus, the pliers, after learning, were coded
in the motor system as if they were a prolongation of the hand. In fact, the same
discharge was observed not only when the mechanics of pliers was congruent with
that of the hand (normal pliers), but also when the mechanics was opposite (reverse
pliers). The same type of response was also found during the observation of motor
acts performed with the hand and both types of pliers. Interestingly, the observation
of a motor act performed with another tool that the monkey was not trained to use
elicited a lower discharge (Rochat et al. 2010). Altogether, these findings demonstrate
that after motor learning mirror neurons can generalize their visual response, likely
relying on the training-induced expansion of the motor repertoire.

It has been recently demonstrated (Ferrari et al. 2005) that the visual response
of mirror neurons could not be strictly related to the monkeys’ motor repertoire.
These authors reported, a new type of visuomotor neurons in ventral premotor cortex
(tool-responding mirror neurons) discharging during the observation of motor acts
made with tools (a stick or pliers) after several months of visual exposure to an
experimenter using these tools. When tested for the use of the observed tool, monkeys
did not show any capacity to use it. The authors suggested that the long-lasting visual
experience could create the establishment of a visual association between the tool and
the experimenter’s hand. In this way visual inputs related to stimuli that share similar
motion and are directed to the same target, would be coded from F5 mirror neurons
that already have a specific motor response (usually grasping with the hand and the
mouth), but are still uncommitted on the visual side. From an ethological point of
view the function of tool-responding mirror neurons could be that of extending the
comprehension of the purpose of an action to other effectors, even when that action
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is not included among the motor representations of the observer but share with them
similar motor goals (taking possession of an object).

Intrestingly, a recent functional magnetic resonance imaging (fMRI) study showed
that in naive and trained monkeys, the observation of grasping acts performed with
simple tools activates a parieto-frontal circuit that is also active during the observation
and execution of hand grasping movements (Peeters et al. 2009, see also below).

The early experiments carried out on mirror neurons were mainly focused on the
matching between the visual and the motor response. However, more recent studies
have shown that mirror neuron activity can be modulated by different features of the
observed motor acts.

A recent study (Caggiano et al. 2009) showed that in addition to coding the goal
of a motor act, the visual discharge of mirror neurons can be modulated by the
space sector where the observed agent performs the motor act. This study was aimed
to verify whether the discharge of mirror neurons can be modulated by the dis-
tance at which the observed act is executed. The results show that F5 mirror neurons
can discharge differently depending on whether the observed motor act was per-
formed by the other agent within the monkey’s reaching space (peripersonal space)
or outside it (extrapersonal space). In particular, 50 % of the studied mirror neurons
discharged differently in the two conditions. Some mirror neurons fired stronger
when the experimenter grasped a piece of food within the monkey peripersonal space
with respect to the extrapersonal one. Other neurons behaved in the opposite way,
coding others’ action when performed in the extrapersonal space. Moreover, a sub-
set of the space-sensitive mirror neurons could dynamically change their response,
when a barrier was introduced between the monkey and the observed motor act. In
this condition, extrapersonal neurons started discharging strongly also within the
peripersonal space, while peripersonal neurons ceased discharging. This result sug-
gests that space-sensitive mirror activity depends on the monkey’s operational space.
It has been suggested that the space-related differential response of mirror neurons
represents the link between the comprehension of others’ actions and the possibility
to socially interact with the agent performing the action. For example, the discharge
of mirror neurons preferring the peripersonal space could drive a competitive or (in
the case of humans) cooperative reactions.

A recent investigation (Caggiano et al. 2011) highlights the capacity of mirror
neurons to visually code goal-directed motor acts in a view-dependent way. Classi-
cally, the visual response of mirror neurons has been tested by using a naturalistic
approach, with the experimenter executing goal-directed motor acts in front of the
monkey. In this study, the activity of FS mirror neurons were evaluated by presenting
to the monkey movies showing grasping motor acts seen from different perspectives
(frontal, lateral, and egocentric).

The results of this experiment showed that mirror neurons can also be activated
when the observed motor act is presented in a movie, even though the response
is generally weaker than in the naturalistic condition. Furthermore, using movies,
it has been demonstrated that the response of most mirror neurons was modu-
lated by the visual perspective from which a motor act was seen by an observer
(Caggiano et al. 2011). In fact, only a small part of the studied neurons appeared to be
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view-independent, while the remaining appeared to encode, in equal percentage, the
three different perspectives used in this study. These results suggest that, beyond en-
coding the goal of motor acts, mirror neurons can also contribute to provide the details
on specific aspects of the observed act. It has been proposed that this latter function
could be performed through the feedback connections linking the mirror neurons
frontal and parietal areas with the temporal areas encoding the different pictorial
views of a motor act (see also the section on the parieto-frontal mirror circuit).

Recently, several studies described neurons with properties similar to those of
mirror neurons. Cisek and collaborators (Cisek and Kalaska 2005) have described a
particular class of visuomotor neurons recorded in the dorsal premotor cortex (PMd)
that became active both when the trained monkey was using a cursor to reach a target
on a screen (motor response) and when the monkey observed the cursor, moved
by the experimenter, reaching the same target (visual response). Note that in the
visual condition the monkey sees the cursor, but not the experimenter’s hand. Thus,
different from classical mirror neurons, this class of neurons does not require the
visual information about the effector used to achieve the target. Since they seem
to code the goal of the observed cursor movement, it has been proposed that their
discharge could be a rehearsal of the related motor act.

Another neurophysiological study (Tkach et al. 2007) described the response
properties of neurons of primary motor cortex and dorsal premotor cortex (PMd) that
became active when the monkey moved a cursor to reach a target on a screen and
when it observed the same replayed movements. Interestingly, the visual response
was present only when both the cursor and the target were visible. The presence of
the replayed cursor movement without the target did not elicit the same effective
neuronal response.

A further study (Shepherd et al. 2009) showed other mirror-like responses in the
lateral intraparietal area (LIP). This area is known to play a crucial role in coding
intended eye movements. These neurons activated both when the recorded monkey
looked in the preferred direction of the LIP neuron and when the recorded monkey ob-
served a picture of another monkey looking in the same direction. As proposed by the
authors, this finding suggests a possible role of this mirror-like neurons in automatic
social responses such as the gaze-following behavior contributing to the sharing of
attention, considered as a fundamental step in social cognition (Baron-Cohen 1994).

The Parieto-Frontal Mirror Neuron Circuit

One of the main issues about mirror neuron properties still under dispute concerns
the source of visual information to the mirror system. It has been reported that neu-
rons recorded in the anterior region of the superior temporal sulcus (STSa) discharge
during the observation of biological movements such as walking, head rotation,
forelimb movements (Perrett et al. 1989; Barraclough et al. 2006). A small percent-
age of these neurons also discharged during the observation of hand goal-directed
movements. STSa region cannot be strictly considered as a part of the mirror neuron



5 The Mirror System in Monkeys and Humans and its Possible Motor-Based Functions 93

system because its neurons do not exhibit motor-related discharge, but it is likely the
source of visual information for this system. However, this STS region is not directly
linked to premotor cortex, thus an intermediate node is required. As a matter of fact,
mirror neurons having properties similar to that described in F5 have been recently
described in the inferior parietal lobule (IPL) (Fogassi et al. 2005; Rozzi et al. 2008),
more precisely in the cytoarchitectonic area PFG (Pandya and Seltzer 1982; Grego-
riou et al. 2006). Thus, inferior parietal cortex can be considered as the first node of
the mirror neuron system receiving visual information on biological stimuli.

Although the main findings of the presence of the mirror neuron mechanism has
been provided by electrophysiological studies performed on specific cortical areas of
the monkey, a complete picture of the areas involved in the action observation circuit
can be better obtained from neuroimaging studies. Recently, two fMRI studies in
the monkey provided evidence for the involvement of the parieto-frontal circuit in
action observation. Both studies were performed in awake monkeys trained to fixate,
while movies showing actions were presented to them. The first fMRI investigation
(Nelissen et al. 2005) provided a functional parcellation of F5. In fact, the authors
identified three different sectors of this area that were differently activated depend-
ing on whether the observed video represented a person grasping an object (acting
person), or only a hand grasping objects (hand action). The results show that the con-
vexity of F5 (F5c), where mirror neurons have been recorded, was more activated
during the observation of the full view of a person executing a grasping act. The other
two subdivisions, F5a and F5p, corresponding to the anterior and posterior sector
of the arcuate sulcus, respectively, were more activated during the observation of a
grasping hand, thus appearing to code actions in a less context-dependent way.

The second fMRI experiment (Nelissen et al. 2011), conducted using the same
visual stimuli as the previous one, gave two main results. The first was that, in
analogy with the findings of the previous study, the area PFG was more active during
observation of the whole person grasping an object, while area AIP preferred the view
of the hand grasping. The second is that during the observation of grasping motor acts
different areas of STS, both in its upper and lower banks, became active. Hodological
studies showed that those areas are anatomically connected with different areas of
IPL (Rozzi et al. 2006; Borra et al. 2008). More precisely, one pathway connects the
upper bank of the STS with area PFG, while the other, originating from the lower
bank of the STS, reaches areas F5a/p through AIP. Although these two studies did not
compare action observation with action execution, they indicated further premotor
and parietal areas where single neuron recording could reveal some new features for
better elucidation of how cerebral cortex codes others’ actions.

The Human Mirror System

The studies on monkeys clearly show, at the single neuron level, the existence of
a parieto-frontal system matching observation and execution of motor acts. At the
behavioral level it is obvious that the human species maintained the capacity of
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understanding actions of others. It is also very likely that the mirror neuron matching
system was retained during evolution. However, for ethical reasons in humans, it is
very difficult to give a direct demonstration of the existence of mirror neurons. In fact,
intracortical recording is allowed only in epileptic patients in whom long electrodes
are implanted for a limited period to better localize the epileptic foci. However, also
in this case, these electrodes provide only electroencephalogram (EEG) data on the
neural activity closer to each electrode. Actually, in one study, it was possible to
record data from only single neurons (see below).

For these reasons, the mirror system in humans has been demonstrated with
electrophysiological (transcranial magnetic stimulation [TMS], EEG, and mag-
netoencephalography [MEG]) and neuroimaging (positron emission tomography
[PET], and fMRI) techniques that reveal the behavior not of single neurons but
of populations of neurons. During observation or execution of motor acts, electro-
physiological techniques allow a better temporal resolution of the activity correlated
to these events, while the neuroimaging techniques, in particular fMRI, allow a better
spatial resolution.

The first study trying to demonstrate the presence of an observation or execution
matching system in humans was that by Fadiga et al. (1995), who stimulated the hand
representation of the motor cortex of subjects observing an experimenter grasping
an object. The idea underlying the study was that mirror neurons in the premotor
cortex could specifically activate, during observation, the excitable motor cortex, but
under threshold, and the TMS pulse should render this activation overt. Observation
of meaningless arm movements, pure object observation and detection of a light
dimming were the control conditions. During grasping observation with respect
to control conditions, the magnetic stimulus given during observation showed a
specific enhancement of the electromyographic activity (motor evoked potentials,
MEPs) of those muscles that subjects normally use to execute the observed motor
act. A further result of this study is that an enhanced activity was also found during
observation of meaningless arm movements, suggesting that in humans, in contrast
to monkeys, also this latter category of movements could activate corresponding
motor representations. In a subsequent study based on a similar rationale, Gangitano
et al. (2004) stimulated the excitable motor cortex of subjects with TMS observing
reaching-grasping motor acts. The stimulation was given at different time points
of the observed movements (e.g., before the hand started to move, during finger
opening, during finger closure, etc.) and the corresponding MEPs were recorded.
The results showed that the profile of cortical activation was in concordance with the
timing of the kinematic profile of the observed finger movements. They concluded
that the resonant motor plan retrieved during observation is loaded as a whole at
the beginning of observation and once started tends to proceed to its completion
regardless of changes in the visual cues.

In a recent study Cattaneo et al. (2009) used the TMS technique in subjects ob-
serving goal directed (grasping an object) and no-goal-directed (closure and opening
without object)}—hand movements performed with two different types of pliers, nor-
mal and reversed, as those used in the experiment of Umilta et al. (2008) described
above. TMS pulses were delivered over the hand representation of the left motor



5 The Mirror System in Monkeys and Humans and its Possible Motor-Based Functions 95

cortex and MEPs were recorded from opponens pollicis muscle, that is active during
finger closure. The results showed that during the observation of no-goal movements
MEPs were enhanced in relation with observed finger closure, independent of the
type of pliers used, during observation of goal-directed movements MEPs were in-
creased when both normal and inverted pliers grasped the object, that is during flexion
in the first case and extension in the second case. In other words, it was the goal of
the act and not the simple movement pattern that determined motor cortex activation.

The TMS technique, on one hand, provides a good demonstration that observed
motor acts are matched with their motor representation and on the other hand gives
only an approximate indication of the anatomical location of the activated areas. This
issue was better addressed by several PET and fMRI studies, showing that action
observation activated three main cortical sectors, mainly in the left hemisphere:
one around the STS, a second one in the supramarginal gyrus (part of IPL), and a
third one in the posterior sector of the inferior frontal gyrus (IFG). This latter sector
corresponds to Brodmann’s areas 44 and 45, forming the so-called Broca’s area (the
‘speech’ area) (Rizzolatti et al. 1996b; Iacoboni et al. 1999; Buccino et al. 2001;
Koski et al. 2002; Grezes et al. 2003; Frey and Gerry 2006; see also Rizzolatti et al.
2009; Fogassi and Ferrari 2011). The IFG and IPL sectors correspond anatomically
to the areas where mirror neurons have been described in monkeys (F5 and PFG,
respectively). The STS sector corresponds to the area in the monkey described by
Perrett et al. (1989), where neurons responding during observation of biological
actions but devoid of motor properties have been recorded.

More recent fMRI studies showed that observation of grasping motor acts activates
also the anterior intraparietal area (AIP) (Shmuelof and Zohari 2008) and that the
activation of each hemisphere represents the identity of the observed contralateral
hand. Furthermore, the activation of AIP is higher during observation of complex
actions with respect to simple actions.

Most of neuroimaging studies revealed the activation of the above described
fronto-parietal circuit. However, during observation of actions involving reaching
movements or movements of several body parts, including the trunk and the leg, a
more dorsal cortical sector, including dorsal premotor cortex and superior parietal
lobule, could be activated (Calvo-Merino et al. 2005; Filimon et al. 2007). This
suggests that the sector of activation depends on the observed acting effector. In
this line, particularly interesting is the study by Buccino et al. (2001), showing that
in subjects observing goal-related motor acts performed with the mouth (e.g., bit-
ing an apple), the hand (grasping a glass) and the leg (kicking a ball) there was a
somatotopic activation of frontal and parietal cortices. Interestingly, when subjects
observed the same motor acts, but pantomimed, the activation involved the same pre-
motor and IFG regions activated by observation of goal-directed motor acts (Buccino
et al. 2001; for similar findings see Grezes et al. 1998), while parietal cortex was
not activated. However, this could be due to a higher sensitivity of parietal cortex
to the object target of the motor act. On the contrary, in another study (Lui et al.
2008), observation of symbolic gestures activated both ventral premotor and inferior
parietal cortex, but this latter activation involves more posterior sectors than those
normally activated by observation of goal-directed motor acts.
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Another issue to be addressed is relative to the timing of cortical activation during
action observation. The appropriate techniques for investigating this issue are elec-
troencephalography (EEG) and magnetoencephalography (MEG). The use of these
techniques confirmed that during both action observation and action execution there
is an activation of motor cortex (Cochin et al. 1999) and that during observation, the
activation of the IFG followed that of the visual cortex, and preceded that of primary
motor cortex (Nishitani and Hari 2000).

As mentioned before, ethical reasons do not allow to provide a direct demon-
stration of the matching system at the level of single neurons. Although many
neuroimaging studies involving both observation and execution of motor acts showed
an overlap between areas activated during both conditions, one could argue that even
when there is a perfect overlap, there could still be two different populations of
neurons, one activated during observation and the other during execution (see for
example, Dinstein et al. 2007). Some studies tried to assess the overlap between
observation and execution activations, by applying a single-voxel analysis. This
analysis demonstrated the activation of the same voxels in the two conditions in
single subjects (see for example Gazzola et al. 2006).

In order to assess whether single neurons are activated in humans by both obser-
vation and execution of the same motor act, several authors used an indirect approach
with the repetition-suppression fMRI technique (Grill-Spector et al. 2006). The ratio-
nale underlying this approach is that if the observation or execution matching occurs
at the single neuron level, when subjects observe a motor act and then execute it or
vice versa, the activation during the second event should be lower than that during the
first event, as a result of an adaptation mechanism. This mechanism is well known
from neurophysiological experiments demonstrating that several areas, in particular
those of the ventral visual stream, adapt when the same sensory stimulus is repeti-
tively presented (see for example Gross 1967; Ringo 1996; Kohn 2007; De Baene
and Vogels 2010; Kaliukhovich and Vogels, 2011). While this phenomenon is likely
to occur because of a decrease of activity at the presynaptic level, it cannot explain
a motor-to-sensory adaptation or vice versa. Anyway, the attempts to demonstrate
the existence of a mirror mechanism using fMRI adaptation techniques gave contra-
dictory results (Dinstein et al. 2007; Chong et al. 2008; Kilner et al. 2009; Lingnau
et al. 2009). Note, however, to claim that there could be two different populations
in premotor areas, one responding only during execution and the other only during
observation, would imply that there are purely visual neurons in the premotor cortex
and that these latter ones do not communicate with motor neurons, an idea that is
contradicted by single neuron data obtained from premotor cortex.

Recently, Mukamel et al. (2010) were able to record responses from single neurons
of epileptic patients implanted with deep electrodes. During recording the patients
were required to observe and execute reaching—grasping motor acts and facial ex-
pressions. They recorded from mesial cortical structures such as pre-supplementary
(pre-SMA) and supplementary (SMA) motor areas, anterior cingulate cortex, hip-
pocampus, parahippocampal cortex and entorhinal cortex. Neurons responding to
both observation and execution were found in SMA and hippocampus. Interestingly,
some neurons showed excitation during execution and inhibition during observation.
As areas on the medial wall such as SMA seem relevant to movement initiation and
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movement sequences, they suggest that the neurons matching observation with exe-
cution recorded from SMA could be involved in these functions. However, neurons
recorded in middle temporal cortex could represent the retrieval of memory of the
action formed during action execution. It must be taken into account that in these
patients, the placement of electrodes, based only on clinical considerations, do not
allow to record from more lateral sectors of the cortex, those in which mirror neurons
were typically recorded.

Sensitivity of the Mirror System to Observation of Tool-use

it has been demonstrated in monkeys, that after the training to use specific types of
tools, some mirror neurons achieve the capacity to become active during observation
of motor acts performed with tools (Umilta et al. 2008; Rochat et al. 2010). It
is plausible that in humans also, the mirror system could be sensitive to actions
performed with tools by others, even though the real representation of the meaning
of a tool is likely present only in humans and, may be at a lower degree, in apes.
Gazzola et al. (2007a) instructed volunteers to observe videoclips of a human subject
or a robot arm grasping objects; the results showed that the parieto-frontal mirror
circuit was activated in both conditions. This finding was replicated and further
extended by Peeters et al. (2009), who compared fMRI activation in monkeys and
humans during the observation of motor acts performed by a human hand, a robot
hand and various types of tools. Monkeys were scanned before and after learning
tools. The aim was to see whether both monkeys and humans possess specific regions
devoted to recognition of the tool actions. The results showed that, regardless of the
type of effector used, the ventral premotor-inferior parietal circuit was always active
in both humans and monkeys. However, during tool action observation there was a
specific activation of a rostral sector of the left anterior supramarginal gyrus only
in humans. This activation was not present in monkeys, even after a training to use
the tools that were subsequently observed by the monkeys during fMRI acquisition.
These findings imply important evolutionary considerations, because they suggest
that the achievement of the capacity to use tool and to understand their meaning
corresponded to the formation of a phylogenetically new cortical region.

A system matching sensory and motor representations, such as the mirror neuron
system, appears to be very suitable to explain, at least in part, several social cognitive
functions. For this reason, it has been proposed that it could constitute the basic
scaffold for imitation, intention and emotion understanding, and for understanding
of language. In the next sections we will describe evidence in favour of this proposal
for some of these functions.

Mirroring and Imitation

The proposal that mirror neurons can be responsible for imitation was formulated
several years ago (Jeannerod 1994; Rizzolatti et al. 2001). However, it is known that
monkeys do not show “true imitation,” that is, the capacity to immediately reproduce
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novel movements (Visalberghi and Fragaszy 1990). However, they show several
types of imitative phenomena, such as, for example, neonatal imitation (imitation of
mouth gestures in the first days of life, see Ferrari et al. 2006) or action facilitation
(Ferrari et al. 2005). All these behaviors imply the translation of the behavior of the
observed agent into motor programs necessary to reproduce the observed movements
that is the retrieval of corresponding motor representations.

Basic facial gestures such as lipsmacking and tongue protrusion in response to the
same human facial gestures (neonatal imitation) has been recently described in infant
macaque monkeys (Ferrari et al. 2006). On the basis of these results, it was concluded
that neonatal imitation and imitative abilities are not unique to apes and humans. The
authors proposed that in both humans and monkeys a primitive mirror mechanism
can be present at birth and this would be responsible for matching the facial features
with the internal corresponding motor representation. In a second preliminary EEG
study (Ferrari et al. 2008), the authors reported an alpha rhythm suppression in one-
week-old infant macaques when they were observing facial gestures but not during
the observation of non-biological movements. As this decrease in activity has been
considered to reflect the activation of areas recorded in the central-parietal motor
regionin humans, this result has been considered as evidence of the activation of the
mirror system.

Imitation in Humans

In humans, the interest in imitation studies has increased more and more in recent
years, thanks to the possibility of studying this function with neuroimaging and high
resolution electrophysiological techniques. A series of fMRI studies by the group
of Tacoboni used a paradigm in which subjects had to observe and imitate simple
finger movements (Iacoboni et al. 1999). The results showed an activation of the
IFG and of the inferior parietal cortex during imitation. Moreover, they found an
activation of the superior parietal cortex, attributed to the activation of kinesthetic
hand representations, that are typically found, at the single neuron level, in this part
of the cortex. Subsequent works of the same group basically replicated these findings
when in the same paradigm a new goal was introduced which was to touch a spot
on the table with the finger. (Koski et al. 2002). In addition, the activity was higher
when target-directed movements were compared with those without a goal.

The most important aspect of imitation in humans is imitation learning, that is,
the capacity to learn new skills by observation. This is the mean through which we
learn to play music instruments, sports, dance and many types of complex motor
tasks. Imitation learning is based on the observation of what another agent is doing,
from a third person or an egocentric perspective, followed by subsequent attempts
to reproduce the model. Although the observed behavior can be quite complex, it
is normally constituted by sequences of motor acts. As we know, motor acts are
understood through mirror neuron activity. Therefore it is plausible that in a task of
imitation learning the mirror system is active during both observation and imitation.
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Thisissue was tested by Buccino etal. (2004), in an event-related fMRI study in which
participants had to observe and then, after a pause, imitate novel guitar chords played
by an expert guitarist. The study showed that, there was a strong activation of the IPL
and ventral premotor cortex plus the pars opercularis of IFG during observation and
even more so during the imitation phase. During imitation, of course, there was also
a strong activation of primary motor and somatosensory cortices due to the actual
execution of the chords. Thus, these data confirm the strong involvement of the mirror
system in imitation learning. However, this system is not enough for this function.
In fact, the same study shows that during the phase interleaved between observation
and imitation, when subjects were preparing the program for correctly reproducing
the observed chord, there was an additional strong activation of the middle prefrontal
cortex (BA 46). This indicates the possible mechanism occurring during imitation.
Mirror neurons are responsible for matching observed motor acts with their motor
representation in the observer, enabling the observer to automatically understand
these acts. These acts, however, must be organized in the same sequence used by the
model. This latter task would require the activation of prefrontal cortex, a cortical
sector known for its role in action planning. As a matter of fact, it activates during
the pause phase, but it becomes silent during the actual imitation.

Mirror Neurons and Intention Coding

The issue of intention coding is very relevant in humans because it relates to our
capacity of understanding others’ intentions, a component of mindreading. There is
a large debate about the mechanisms underlying this function. Theory-theory, which
was especially used for explaining developmental data, postulates that intention
attribution emerges from a theoretical reasoning that assumes the existence of laws
linking external stimuli to internal states, and these latter to behavior. By virtue
of these laws, intention understanding would be achieved through an inferential
process. On the contrary, according to the simulation theory, the observation of the
behavior of another individual would determine an internal simulation of her/his
actions. Thus, while theory-theory requires reasoning, a time-consuming process,
simulation theory implies an automatic retrieval of motor representations, which is
in a very fast process. The data described in monkeys on action organization and
intention coding seem closer to the assumptions of the simulation theory.

Most of the neurons described in both ventral premotor and parietal cortex are
involved in encoding the goal of motor acts. However, as motor acts are put in se-
quences to form actions, it is important to address the issue of whether, at some
level, actions also are encoded. A first answer to this question came from series of
experiments (Fogassi et al. 2005; Bonini et al. 2010, 2011) carried out in order to
evaluate whether the discharge of grasping neurons can be influenced by the type of
action in which the grasping act is embedded. The activity of grasping neurons lo-
cated in the inferior parietal area PFG and in ventral premotor area FS were recorded
while the monkey performed a motor task and observed the same task executed by
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an experimenter. The task consisted of two conditions in which the same grasping
act was executed in order to attain two different goals (eating or placing). The first
part of the tasks was identical in the two conditions, i.e., the monkey or experi-
menter starting from a fixed position grasped a piece of food. Then the monkey or
experimenter had to bring the food to the mouth in order to eat it (grasp to eat) or
had to place it in a container positioned near the mouth or near the target (grasp to
place). The results showed that even though the grasping acts executed and observed
by the monkeys were identical in the eating and placing conditions, both parietal
and premotor grasping neurons discharged differently according to the goal of the
action in which the grasping act was embedded. This finding indicates that the final
action goal (motor intention) can modulate the discharge of neurons encoding motor
acts. This modulation is probably used to activate the neurons coding the subsequent
motor act of the sequence directly involved in achieving the final goal. For example,
in the eating condition, the grasping act precedes the act of bringing food to the
mouth, while in the placing condition, it precedes the act of reaching a container.
On the basis of these results it has been hypothesized that neurons belonging to the
parieto-premotor circuit are organized in prewired intentional chains in which each
neuron coding a motor act facilitates the neuron coding the subsequent motor act.

During the motor task, since the monkey knows its intention, the differential dis-
charge of grasping neurons appears to reflect the monkey motor intention. During the
visual task, since the grasping act is executed by the observed agent, the differential
visual response appears to predict the action outcome. The mechanism should be as
follows: the observation of the first motor acts of the action sequence within a cer-
tain context, retrieves a specific motor chain coding a given intention, thus allowing
to automatically understand the intention of the observed agent. The activation of
specific neuronal chains, each corresponding to an action goal, could constitute the
primitive mechanism upon which more sophisticated mindreading mechanism could
have been built.

The possibility that a mirror mechanism can play a role also in understanding
others’ intentions in humans was first suggested by an fMRI study by Iacoboni
et al. (2005). They asked subjects to observe three conditions: a videoclip that could
represent either a breakfast to be started or finished (context condition), a videoclip
showing a hand grasping a cup in a empty background (action condition) and a hand
grasping a cup in one of the contexts of the first condition (intention condition). The
subjects were divided into two groups: subjects of the first group were instructed
to simply watch the movies, those of the second group were told to understand the
intention underlying the grasping action within each context. The most important
result was that the intentioncondition (aimed to reveal the specific effect of the
intention underlying the action) produced a stronger activation, relative to the other
two conditions, of the right IFG. Interestingly, this effect was independent of whether
the subject were asked to purely observe the three types of videoclips or to observe
in order to explicitly understand the intention.

The studies reviewed above indicate that the parieto-frontal mirror network sub-
serves the understanding of motor intentions underlying the actions of others. This
does not mean that the parieto-frontal mirror mechanism covers all types of intention
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understanding. While motor intention can be automatically understood through a pro-
cess of retrieval of action representations, the interpretation of others’ behavior can, in
some situations, require reasoning, thus involving further cortical areas, such as those
considered to be part of the “mentalizing” network (see Brass et al. 2007; de Lange
et al. 2008; Liepelt et al. 2008). Brass et al. (2007) addressed this issue with an fMRI
experiment in which subjects had to observe several videoclips showing plausible and
unplausible actions. For example, a videoclip showed a person turning on a light by
pressing a switch with a knee, in a condition in which she carried out two folders with
the hands (plausible-constraint) and in another condition in which the hands were free
(no-constraint). The comparison of the activation between the two situations did not
reveal any differential activation of the mirror system, while a reliable activation of
the STS region and a little less reliable activation of the anterior fronto-median cortex
was found. Both regions belong to the “mentalizing” network, that also includes the
temporo-parietal junction (TPJ) and the posterior cingulated cortex. Thus, in the case
in which it is necessary to make inferences in order to understand the reasons under-
lying one’s behavior, other areas besides the mirror system can come into play. Note,
however, that while the mirror neuron matching mechanism is known in depth, thanks
to single neuron studies in monkeys, the neurophysiological mechanisms underlying
mentalizing, beyond the description of the activated areas, are unknown.

The topic of intention understanding captured great attention in the field of the
disorders of social interactions. It is well known that at the core of the autistic
syndrome there is an impairment in social interactions, in which the difficulties in
understanding others’ intentions and emotions and those in imitating others’ behavior
are crucial symptoms. Because of this, many authors have already proposed that
a malfunctioning mirror system could explain these social cognitive impairments
(Williams et al. 2001; Ramachandran and Oberman 2006). Several findings go in
this direction. For example it has been shown that during observation of motor acts
autistic patients do not show the typical mu rhythm desynchronization of the central
cortex shown by typically developed individuals (Oberman et al. 2005). Furthermore,
they show a lower activation of the IFG during observation and imitation of emotional
expressions (Dapretto et al. 2006). The regions included in the mirror system appear
to be thinner in the gray matter with respect to other cortical regions (Hadjikhani
et al. 2006).

However, it must be considered that among the impairments ascribed to the autistic
syndrome there are motor deficits. These disturbances consist in several deficits such
as clumsiness, postural instability, disturbances in motor coordination.

In order to understand whether action organization is normal in high functioning
autistic children, Cattaneo et al. (2007) tested both autistic (ASD) and typically
developed children (TD) in a task in which subjects had to perform two actions similar
to those used in the single neuron study by Fogassi et al. (2005), grasping for eating
and grasping for placing. During the performance of this task, they recorded the EMG
of the mylohyoid muscle, which is involved in mouth closure, observing its activation
during the two actions. They found that while in TD this muscle activates several
hundred milliseconds before the subject’s hand touches the object to be grasped,
in ASD this activation began after this event. Since the early activation in normal
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behavior is due to the programming of a motor act already during the preceding
motor act, in order to make the action fluent, the lack of this early activation in ASD
children suggest a deficit in the organization of intentional actions. In agreement with
this, when the two groups of subjects had to observe the same actions performed by
an experimenter, while TD children showed the mylohyoid muscle activation also
during observation, with the same timing of execution, the EMG of ASD children
was flat. Thus, it appears that the impairment shown during observation depends
on the basic malfunctioning of the intentional encoding within the cortical motor
system.

Learning-Induced Modulation of the Mirror System

The above described studies on imitation learning (Buccino et al. 2004), in which the
mirror system appears to be more active during imitation, suggest that this system
could show plastic properties.

In single neuron studies, in order to show that mirror neurons have this type of
capacity, chronic recordings during a learning task are needed. Until now, this type
of experiment has not been reported. However, the evidence for the presence of
F5 mirror neurons responding to the observation of grasping motor acts performed
by an experimenter with a tool (Ferrari et al. 2005; Umilta et al. 2008; Rochat et al.
2010) is an indirect demonstration of a possible plasticity. The results of these studies
point to the basic organization of the motor system as a scaffold for the matching of
new types of goal-related motor acts. Is this principle crucial also in humans?

In humans, fMRI studies show that motor experience influence the activation
of the motor system during action observation. In one study (Calvo-Merino et al.
2005) participants were classic ballet dancers of Capoeira (a latino-american dance,
derived from a martial art dancers) and people naive in professional dance. All three
groups were instructed to observed videoclips showing steps of classical dance or
Capoeira. All groups had an activation of the mirror system, but this was higher in
the experts groups. The activation involved both parietal cortex and premotor cortex.
More interestingly, it has been found that in Capoeira dancers the observation of
Capoeira dance caused a greater activation with respect to observation of classical
dance, while the opposite was observed in classical dancers during observation of
classic ballet. Naive subjects did not show any differential activation between the two
conditions. These results suggest that, since the motor experience likely determines
a modulation of the motor circuits related to that particular skill, during observation
the motor “resonance” with the actions in which one is more skilled is higher than
during observation of non practiced actions. This is also confirmed by the lack of
differential activation observed in people who are not skilled in any of the observed
expertise.

The plasticity of the mirror system is further demonstrated by studies in which
fMRI scanning could be carried out several times, in parallel with learning of new
dance sequences (Cross et al. 2006). Dancers had to observe and imagine performing
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movement sequences, half of which were rehearsed and half unpracticed. The results
showed that a differential increase of activity in PMv and IPL during observation of
the rehearsed sequences.

If the mirror system strongly relies on the observer’s motor repertoire, how is its
activation during situations in which individuals cannot have normal motor experi-
ence? Gazzola et al. (2007b) addressed this issue in an fMRI study in which subjects,
two aplasic individuals born without arms or hands, and TD individuals had to ob-
serve goal-related hand motor acts and to execute mouth, hand (only TD) and foot
motor acts. Surprisingly, the study showed that aplasic subjects had an activation of
the mirror system not different from TD subjects. An even more surprising finding
was that the activation of aplasic subjects during grasping observation corresponded
anatomically to the frontal sectors activated during execution of mouth and foot
actions. This suggest that, in absence of a hand motor representation, hand action
observation retrieved those cortical motor representations involved in the execution
of motor acts that achieve similar goals (e.g., taking possession of an object) with
effectors different from the hand. These results are in support of a plasticity of the
mirror system since neonatal life.

Previous studies aimed to exploit the plasticity of the motor system, used motor
training or motor imagery as tools in rehabilitation. On the basis of the plastic features
of the mirror system, the interest is now growing for the possible exploitation of
the observation or execution system for rehabilitative purposes. Recently, action
observation therapy has been employed to assess whether action observation could
improve the motor performance of patients with paresis and whether this therapy
could modify brain activity. Ertelt et al. (2007) employed this therapy on stroke
patients presenting a mild paretic hand. The patients were subdivided into two groups:
one (experimental group) was instructed to observe and reproduce motor acts of
increasing complexity, and the other (control group) to observe videos showing
geometric symbols and letters, and then to perform the same motor acts as the first
group. The therapy lasted for 18 days. After the end of therapy, the data showed, only
for the experimental group, an improvement of the functional scales used to evaluate
motor performance. In order to see whether the therapy induced objective changes
in brain organization, part of the patients of both experimental and control groups
underwent two fMRI scans, one before and the other after rehabilitation, in which
they had to perform an object manipulation task. The study revealed an increased
activation, in the experimental group as compared with that in the control group, in
areas of both hemispheres, many of which (PMv, SMG and STS) belonged to the
observation or execution system.

A recent pilot study (Da Silva Cameirao et al. 2011) used a self-managed reha-
bilitation approach, in which a group of acute stroke patients used a rehabilitation
gaming system (RGS), while the control group performed a time matched alternative
treatment, consisting of an intense occupational therapy or non-specific interactive
games. The RGS required the execution and observation (through virtual reality)
of motor acts such as hitting, grasping or placing a spherical object. The therapy
lasted for 12 weeks. At the end of the therapy, the RGS group showed a significantly
improved performance in paretic arm speed as demonstrated by tests specific for the
forelimb and all clinical scales evaluating functional daily life activities.
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Evolutionary Aspects of the Mirror Mechanism

The Mirror Matching Mechanism and Language Evolution

One of the theories challenging the view that human language has appeared as a
full-fledged function, postulates that gestures are at the origin of spoken language
(Corballis 2002). This is confirmed by the still existing coupling between gestures and
utterances during inter-individual communication or by the use of sign language in
deaf persons. For language comprehension to occur, the sender and the receiver must
share the same neural substrate. This is one of the reasons why the mirror matching
mechanism has been considered as a possible candidate for the evolution of this
type of interaction. Although in monkeys, mirror neurons are mostly related to hand
or mouth goal-related motor acts, the presence in area F5 of audio-visual mirror
neurons (Kohler et al. 2002) and of communicative mirror neurons (Ferrari et al.
2003) suggest that in this area there can be some prototypes of speech production and
understanding (Rizzolatti and Arbib 1998; Fogassi and Ferrari 2007). Furthermore,
area 44 (the posterior sector of Broca’s area) is considered anatomically homologue
to part of area F5 (see Rizzolatti and Arbib 1998; Petrides et al. 2005) and a functional
comparison shows that the two areas share many properties. In fact, they both contain
hand and mouth high order representation, are activated by observation of hand
and mouth actions and by listening to action sounds. Furthermore, Broca’s area
is active during imitation. How, however, was action understanding translated in
speech understanding? A possible important step could have been represented by
the understanding of intransitive gestures endowed with a symbolic meaning (see
Arbib 2005). Another important evolutionary achievement is also represented by
the combination of meaningful utterances and gestures, which was demonstrated
in chimpanzees. As mentioned above, this combination is still present in humans
(McNeill 2000; Gentilucci and Corballis 2006). Later in evolution the acquisition
of a more sophisticated articulatory apparatus led vocal production to dominate on
brachiomanual communication, one of the reasons likely being a better adaptation
to situations in which visual interaction was not possible.

Many investigations of the last decade demonstrated how the motor system is
influenced during listening to verbal material. A description of the studies on this
topic goes beyond the aim of this article. However, it is interesting to mention a few
human studies demonstrating motor resonance during speech listening.

A TMS study (Fadiga et al. 2002) showed that when subjects listened to words
that, when executed, require a strong involvement of tongue muscles, there was a
higher MEP activation of these muscles, as compared to the condition in which sub-
jects listened to words normally requiring a lower muscle involvement. Thus, during
language perception, it is very likely that there is a phonological resonance of the
motor representations involved in producing the same listened material. These data
seem to be in agreement with Liberman’s motor theory of speech perception (Liber-
man and Mattingly 1985), proposing that this function is not based on an acoustic
analysis, but on the capacity of sharing motor invariants (of the utterances) between
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the sender and the receiver. Although these data do not explain completely the pres-
ence of an intact speech perception associated to an impaired speech production,
they suggest a very important mechanism through which children could understand
phonology, thus learning new words.

Other studies indicate that the motor system can be involved in understanding
action verbs. Hauk et al. (2004), using fMRI, showed that reading action-related
words, such as lick, pick and kick, differentially activated areas of the motor cor-
tex that were directly adjacent to or overlapped with that activated during execution
of movements of the tongue, fingers, or feet. They concluded that this activation
rules out the existence of a unique meaning center. In a similar vein, Tettamanti
et al. (2005) showed that listening to action-related sentences (e.g., I grasp the glass)
as compared to abstract sentences (I love justice) differentially activate sectors of
premotor cortex. Also, in this case, as in the previous study, the activation was soma-
totopically organized. This evidence indicates that a possible mirror mechanism can
be responsible for the motor resonance during perception of motorically meaningful
verbal material. If this is accepted, one of the issues to be investigated in the future is
whether there are two different, but adjacent, mirror systems, one for action under-
standing and the other for language comprehension, the latter being phylogenetically
derived from the former.

Mirror Neurons for Songs in Songbirds

In evolutionary terms, the mirror neuron matching mechanism could be a quite old
achievement. According to this idea, very recently, a matching process similar to
those illustrated in humans and monkeys has been described in birds (Prather et al.
2008). The authors reported a class of auditory-motor neurons, recorded in sparrow
forebrain, that were active during both listening to and singing the species-specific
song. According to the authors’ interpretation, this neural substrate would facilitate
vocal communication in two ways. First, the acoustic activation of the receiver’s
auditory—vocal neurons, evoked by sender’s vocalizations, allows the comparison
between the heard vocalizations and the internal representation of the receiver’s
vocal motions. Second, acoustic activation of the auditory—vocal neurons by other
birds’ songs could furnishes a template that can be used by the animal to select a song
that matches with that of its tutor, facilitating the learning processes. Thus, even in
the case of mirror neurons for songs, the mechanism relies on the convergence at
single neuron level of sensory and motor information used to represent a signal.
The presence of a perception or production matching mechanism in songbirds
indicates that action-perception matching mechanisms are probably parsimonious
solutions the brain of vertebrate has evolved for processing complex biological
stimuli. Recently, has been proposed an homology between the avian pallial and
mammalian cerebral cortex. Thus, it is possible that some primate areas involved in
motor-cognitive functions are not so different from avian brain structures endowed
with similar mechanisms. Within this new framework, the matching mechanism
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demonstrated in songbirds would share with primates a common phylogenetic ori-
gin, probably based on a similar motor scaffold, capable of connecting motor
representations with biological input.
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Chapter 6
A Molecular Basis for Intrinsic Muscle
Properties: Implications for Motor Control

Kiisa C. Nishikawa, Jenna A. Monroy, Krysta L. Powers, Leslie A. Gilmore,
Theodore A. Uyeno and Stan L. Lindstedt

Contributions of Muscle to Motor Control

Muscles serve a variety of functions during movement, not only shortening to provide
actuation but also stabilizing joints, storing and recovering elastic potential energy,
and even absorbing energy (Full and Koditschek 1999; Dickinson et al. 2000; Roberts
and Azizi 2011). Over the past 20 years, the idea that muscles not only produce
movement but also contribute to control of movement has become well established
(Chiel and Beer 1997; Loeb et al. 1999; Nichols et al. 1999; Wagner and Blickhan
1999). Motor control thus comprises not only descending input from the nervous
system and proprioceptive feedback, but also muscle viscoelastic properties, body
dynamics and interactions with the environment (Hogan 1985; Chiel and Beer 1997,
Wagner and Blickhan 1999; Monroy et al. 2007).

Dynamic regulation of muscle stiffness during perturbations is a long known
function of proprioceptive sense organs (i.e., muscle spindles and Golgi tendon
organs) and spinal reflexes (Matthews 1959). If muscles could also regulate stiffness
dynamically, then they would play an important role in motor control. In fact, the
nonlinear, viscoelastic behavior of muscles provides instantaneous dynamic tuning
of stiffness during load perturbations (Slager et al. 1998). In classic experiments on
soleus muscles of decerebrate cats, Nichols and Houk (1976) demonstrated that both
sensory reflexes and muscle intrinsic properties regulate muscle stiffness in response
to load perturbations. They found that denervated muscles respond instantaneously to
perturbations, becoming stiffer during stretch and more compliant during unloading.
After a delay of ~20 in cat soleus, the slower acting reflexes blend seamlessly with
intrinsic muscle properties by adjusting muscle firing rates and recruiting additional
motor units to match the altered load (Matthews 1959). These classic experiments
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thus demonstrated that the intrinsic viscoelastic properties of muscle are critically
important in stabilizing perturbed movements during the ~20 ms prior to the arrival
of sensory feedback, and also at the limits of muscle recruitment when muscle
force is near its minimum or maximum values and reflexes are least effective at
modulating force output (Nichols and Houk 1976). The importance of muscle’s
instantaneous contributions to motor control is vividly illustrated by imagining an
antelope attempting to outrun a lioness, when the pace is fast and any misstep,
however small, is fatal.

Since this pioneering work, numerous examples have demonstrated a role for
muscle intrinsic properties in stabilizing movement. In spinal frogs, perturbations
applied during hindlimb wiping movements are compensated, so that the limb reaches
the target in spite of the perturbation. In both intact and deafferented frogs, the
hindlimb path after perturbation converges with the unperturbed path, such that
the final position is always the same (Richardson et al. 2005). When guinea fowl
run over rough terrain, they maintain stability by changing their posture to control
velocity. Rapid changes in posture are due to muscle intrinsic properties. This simple
mechanism allows for guinea fowl to absorb energy and slow down in response to a
drop in terrain (Daley and Biewener 2006; Daley et al. 2009). These results suggest
that compensation for perturbations is accomplished by muscle intrinsic properties.

During feeding in frogs, the mouth-opening muscles are pre-loaded prior to move-
ment. During ballistic prey capture, recovery of elastic energy from the muscles and
tendons, stored during pre-loading, determines the amplitude and speed of mouth
opening (Lappin et al. 2006). These results suggest that intrinsic muscle properties
not only provide stability during perturbations, but also determine the amplitude and
velocity of ballistic movements.

The nonlinear, intrinsic viscoelastic properties of active muscle are best illustrated
in isolated muscles as they are stretched and shortened at constant velocity (e.g.,
isovelocity experiments, Sandercock and Heckman 1997; Fig. 6.1). During constant
velocity stretch, muscle force increases faster in the first 20 ms than during the
next 50 ms of the stretch. Likewise, muscle force decreases faster initially during
shortening (Fig. 6.1). Rack and Westbury (1974) were among the first to describe
this time- and velocity-dependent viscoelastic behavior of muscles, in which stiffness
is high initially, followed by yielding. As there were, at the time, no other candidates
to whom this behavior could be attributed, they viewed it as a property of the cross-
bridges and termed it the short-range stiffness.

In addition to this rapid response, there are also longer-lasting changes in the force
output of a muscle following stretch or shortening. After stretch, muscles exhibit
“force enhancement”, an increase in force that persists after stretching has stopped.
Likewise, “force depression” is a decrease in force that persists after shortening has
stopped (Fig. 6.1). These isovelocity experiments and others like them demonstrate
that the force output of muscle depends not only on the activation history of a muscle,
but also its movement history and ongoing interactions with the environment. Due to
the history dependence of force output, the traditional isometric length—tension and
force—velocity relationships are insufficient to predict muscle force output during
actual movements (Sandercock and Heckman 1997; Nichols and Cope 2004).
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Not only extrafusal muscle fibers, but also the intrafusal fibers of the muscle
spindle apparatus exhibit nonlinear, viscoelastic and history-dependent behavior and
thus contribute to motor control (Nichols et al. 1999; Huyghues-Despointes et al.
2003a, b; Haftel et al. 2004). Whereas history-dependent behavior affects force
output of extrafusal fibers, it appears that the reflex gain of spindle afferents is graded
by the amplitude of prior movements in intrafusal fibers (Nichols et al. 1999).

The ability of muscles to adjust their stiffness to changes in load is important for
several reasons. First, loads are imposed on a muscle by its environment, not only
including reaction forces that result from interactions with external objects, but also
loading imposed by the activation of antagonistic muscles as well as inertial and even
coriolis forces from the musculoskeletal system. The muscles manage interactions
with the environment by virtue of their nonlinear viscoelastic properties.

The fact that a mathematical representation of these interaction forces is complex
(Hogan 1985) suggests that the responses of muscles to changing loads may be
learned, rather than computed, and in fact in the fastest moving robots, the tuning
of feedforward control to emergent body dynamics can sometimes be accomplished
only by trial and error (Koditschek et al. 2004).

Despite recognition of the importance of muscle intrinsic properties to motor
control, a theoretical framework that accounts for these muscle properties remains
largely undeveloped. The widely accepted theory of muscle contraction, the “sliding-
filament—swinging cross-bridge” theory, explains muscle contraction as resulting
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from the interaction between two motor proteins, myosin and actin, which are arrayed
in thick and thin filaments within muscle sarcomeres (Fig. 6.2). Briefly, in this
theory, overlap between the sliding filaments determines the active muscle force
(Gordon et al. 1966). When a muscle is activated, myosin cross-bridges bind to
actin, hydrolyze ATP, and undergo a deformation (swinging) that translates the thin
filaments (Huxley 2004), producing muscle force.

However, the sliding-filament—swinging cross-bridge theory and the muscle mod-
els derived from it (i.e., Hill-Zajac, length—tension and force—velocity based models;
commonly used in muscle simulations) fail to account for history dependent behavior
(Sandercock and Heckman 1997; Herzog et al. 2008). Despite decades of intensive
research, the molecular basis for these intrinsic properties of muscle has eluded
explanation since their original observation in the early 1950s (Abbott and Aubert
1952; Herzog et al. 2008). In the absence of a plausible mechanism, phenomenolog-
ical models have been used to describe the nonlinear viscoelastic behavior of muscle
(Forcinito et al. 1998; Cheng et al. 2000; Lin and Crago 2002). However, these are
poor substitutes for a deeper understanding of the underlying mechanisms.

We recently proposed a novel molecular mechanism, the “winding filament” hy-
pothesis that accounts for the viscoelastic properties of active muscle (Nishikawa
et al. 2011). Here, we explore the implications of the winding filament hypothesis
for informing our understanding of the contributions of muscle intrinsic properties
to motor control. We first review the structure and function of titin within muscle
sarcomeres. Next, we describe the details of the winding filament hypothesis. Fi-
nally, we end by discussing the implications of this hypothesis for understanding the
muscle’s contributions to motor control.

Titin Structure and Function

The largest known protein, titin (also known as connectin), was also one of the last
muscle proteins to be discovered (Maruyama et al. 1976), despite the fact that it is
the third-most abundant protein in striated muscle. Although the existence of titin-
like fibers was inferred in early structural studies (Huxley and Hanson 1954), titin
was discovered more than 20 years after development of the sliding filament theory
(Maruyama et al. 1976). For this reason, the development of the sliding-filament—
swinging cross-bridge theory proceeded without considering titin.

Titin spans an entire half-sarcomere (~1 mm) from Z-disk to M-line (Gregorio
et al. 1999). The overlap of titin molecules in both Z-disks and M-lines produces a
titin filament system that is continuous among the entire length of a muscle fiber.
Early studies of titin established its roles in maintaining sarcomere integrity and
contributing to passive tension (Linke et al. 1998). Current work focuses on titin’s
roles in regulating myofibrillar assembly (Gregorio et al. 1999) and cell signaling
(e.g., Kriiger and Linke 2011).
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Fig. 6.2 Schematic diagram of a skeletal muscle half-sarcomere, illustrating the layout of titin
(yellow with red N2A segment). Each titin molecule is bound to the thin filaments (blue) in the
I-band, and to the thick filaments (green) in the A-band. For simplicity, thick filaments are illustrated
as double-stranded, whereas in vertebrate skeletal muscle, they appear to be triple-stranded. The
N2A region is located between the proximal tandem Ig segment and the PEVK segment. (Reprinted
from Nishikawa et al. 2011)

Titin’s Role in Muscle Passive Tension

The I-band region of titin (Fig. 6.2) is elastic and extends when the sarcomere is
stretched, giving rise to passive muscle force (Labeit et al. 2003; Linke et al. 1998).
In skeletal muscle, the I-band region of titin is composed of two serially linked
spring elements: tandem immunoglobulin (Ig) domains and the PEVK segment
(named for its most common amino acids). At relatively short sarcomere lengths,
passive stretch straightens the folded tandem Ig domains with little change in passive
tension. At longer sarcomere lengths, the PEVK segment elongates and passive
tension increases steeply. Within the physiological range of sarcomere lengths,
elongation of the PEVK segment largely determines the passive elasticity of skeletal
muscle fibers (Linke et al. 1998).

Is There a Role for Titin in Active Muscle?

Ithas frequently been suggested that titin could function as a spring not only in resting
muscles but also in active muscles (Bagni et al. 2002, 2004; Labeit et al. 2003; Reich
et al. 2000). As yet, no compelling mechanism has been offered for how titin could
play such arole. In resting muscle, titin is far too compliant to contribute significantly
to active muscle force (Campbell and Moss 2002). However, several studies have
demonstrated that titin stiffness increases in the presence of Ca?*. In active muscle
fibers, Ca®* influx increases the tension and stiffness of a non-cross-bridge structure,
possibly titin (Bagni et al. 2002, 2004). Ca>* influx increases the stiffness of PEVK
fragments as well as muscle fibers (Labeit et al. 2003). Nevertheless, the effects of
Ca’* on titin stiffness observed in these studies are ~10 times too small to account
for the observed increase in stiffness of muscle fibers upon calcium activation.
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Fig. 6.3 Schematic diagram illustrating the hypothesis that titin is engaged mechanically with Ca’*
influx upon muscle activation. (Above) resting sarcomere at slack length at low Ca?>* concentra-
tion (pCa=9). Titin binds to the thin filaments only near the Z-disk. (Below) Upon Ca** influx
(pCa=4.5), N2A binds to the thin filaments (blue) in the I-band, which shortens and stiffens the
titin spring in active sarcomeres. (Reprinted from Nishikawa et al. 2011)

Titin has also been implicated in the increase of passive force following de-
activation of actively stretched muscle fibers. In myofibrils in which active force
production was prevented by removal of troponin C, a Ca’* induced increase in
titin-based stiffness was observed, but the increase was also too small to account for
passive force enhancement (Joumaa et al. 2008). The results suggest that passive
force enhancement requires not only Ca’>* influx, but also active force production.

In an innovative series of experiments, Leonard and Herzog (2010) stretched
myofibrils, both passive and active, far beyond overlap (i.e., sarcomere lengths up to 6
pm) of the thick and thin filaments (Leonard and Herzog 2010). In these experiments,
they found evidence for both an activation-dependent and a force-dependent increase
in titin stiffness. At the longest lengths, the difference in stiffness between active vs.
passive myofibrils was substantial. Taken together, these experiments demonstrate
that, in active muscle, titin stiffness is increased by Ca** influx and force development.

The Winding Filament Hypothesis

Our recent “winding filament” hypothesis (Nishikawa et al. 2011) proposes that the
giant, elastic titin protein is first engaged mechanically during Ca>* activation in
skeletal muscle, and the cross-bridges then wind titin on the thin filaments, storing
elastic potential energy during force development. Storage and recovery of elastic en-
ergy in titin accounts for the time- and history-dependent behavior of active muscles.

Mechanical Engagement of Titin Upon Ca** Activation

Titin is a huge, multidomain protein that corresponds roughly in size to a thousand
average-sized protein. Within this giant protein, the N2A region of titin (Fig. 6.3)
is in an ideal position to modulate titin stiffness through Ca?* dependent binding to
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Fig. 6.4 Schematic diagram illustrating how cross-bridge cycling results in titin winding. (Above)
Cycling of the cross-bridges winds PEVK on the thin filaments (arrow indicates direction of ro-
tation). The winding angle depends only on sarcomere geometry. (Below) Stretch of an active
sarcomere extends the PEVK segment and enhances the active force. (Reprinted from Nishikawa
etal. 2011)

thin filaments. Binding of titin to actin at this location would eliminate low-force
straightening of proximal tandem Ig domains in the I-band that normally occurs
upon passive stretch of myofibrils at slack length (Linke et al. 1998). Furthermore,
when Ca®* activated sarcomeres are stretched, the PEVK segment of titin (Fig. 6.3)
will elongate at high force. If Ca>* dependent binding between N2A titin and thin
filaments could be prevented, then active force production should decrease at short
sarcomere lengths because any strain that developed in titin would straighten the
tandem Ig segments at low force rather than extend the PEVK segment at higher
force. Thus, the contribution of titin to the total active force would be reduced.

Thin Filament Rotation and Titin Winding

In active muscle sarcomeres, cross-bridges likely rotate as well as translate the thin
filaments (Nishikawa et al. 2011; Fig. 6.4). Given the structure of the thick and thin
filaments, maintenance of stereo specific binding between an actin monomer and its
three neighboring thick filaments requires the thin filaments to rotate as the myosin
heads translate the thin filaments toward the M-line (Morgan 1977).

As titin is bound to thick filaments in the A-band and to thin filaments in the Z-disk
(Funatsu et al. 1993), rotation of thin filaments by the cross-bridges must inevitably
lead to winding of titin upon them. Rotation of the thin filaments by the cross-bridges
would also produce a torque in alpha-actinin in the Z-disk. Winding of titin on the
thin filaments is predicted to change the length and stiffness of PEVK, storing elastic
potential energy during isometric force development and active stretch. This energy
could be recovered during active shortening.

Unwinding of titin from the thin filaments could be prevented by electrostatic
interactions between titin’s PEVK segment and the thin filaments (Bianco et al.
2007). Spontaneous dissociation rates of PEVK bound to actin are low, and the
force required to break the bonds is approximately equal to the force required to
break an actomyosin cross-bridge. Unwinding of PEVK from the thin filaments is
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Fig. 6.5 Schematic diagram illustrating the contribution of titin to the force—length relationship.
Imagine a muscle or muscle fiber that is stretched passively, and then activated at different lengths.
Upon calcium influx, N2A titin (red) will bind to the nearest actin monomer in the thin filament
(blue). Once N2A binds, the active elastic properties will be determined by PEVK titin and will be
invariant across a range of lengths until a length is reached at which PEVK titin is extended passively
before activation. As long as the binding site for N2A titin depends only on the sarcomere length
at the time of activation, then a plateau is predicted in active force. For example, in rabbit psoas
muscle a plateau is predicted at sarcomere lengths between 2.4 pwm (above) and 2.6 pm (below).
(Reprinted from Nishikawa et al. 2011)

hypothesized to occur during active shortening at low loads when the combined
PEVK-actin and cross-bridge forces are too low to hold the torques in titin and
alpha-actinin, as well as during muscle relaxation.

Implications For Understanding Motor Control

Here, we address implications of the winding filament hypothesis for understanding
motor control. First, we discuss how mechanical engagement of the titin spring upon
Ca’* activation provides a mechanism by which nearly invariant contractile and
viscoelastic properties can be produced regardless of the initial sarcomere length at
which the muscles are activated. Next, we discuss how winding of titin on the thin
filaments upon activation changes a muscle’s equilibrium position and stiffness as
a function of muscle recruitment. These changes, in turn, produce forces that move
the limbs to their final position regardless of unexpected perturbations.

Length Invariance of Muscle Contractile and Elastic Properties

The idea thattitin is engaged mechanically when N2 A binds to the thin filaments upon
Ca’" activation has several important implications for understanding the contribution
of muscle to motor control. If N2A titin can bind to a thin filament at multiple
locations along its length (Fig. 6.5), then muscle contractile (e.g., force, velocity) and
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viscoelastic properties will remain relatively constant despite increases in sarcomere
length (Edman 1979). The relative constancy of these properties with muscle length
has important implications for control of movement. For example, Asatryan and
Feldman (1965) demonstrated that, during involuntary arm movements elicited by
unloading, as well as voluntary arm movements produced intentionally, the final
position of the human arm is controlled by varying the position at which the muscles
are activated. Once activated, the nonlinear viscoelastic properties of the muscles
move the arm to the final position. The relative constancy of muscle viscoelastic
properties across a range of muscle lengths ensures that the passive dynamics are
predictable, as well as independent of the joint angle (Feldman and Levin 2009).

Motors vs. Springs: Time- and History-Dependent Properties of
Active Muscle

The history-dependent properties of active extrafusal and intrafusal muscle fibers are
exactly those expected of nonlinear, time-dependent springs, which produce greater
tensile force when stretched and less tensile force when shortened, in proportion
to the change and rate of change in length. However, within the framework of the
sliding-filament theory, muscles are viewed primarily as motors. Hence, few of the
ideas that have been proposed to explain the history-dependent effects deal explicitly
with spring properties (see e.g., Rassier and Herzog 2004). Mechanisms of force
enhancement during active stretch as well as mechanisms of force depression during
shortening have invoked processes that affect the internal work done by the myosin
heads during cross bridge cycling (Herzog 1998; Nichols and Cope 2004). These
ideas share the common theme that the proposed mechanism interferes with the
ability of the cross-bridges to produce force.

In the winding filament hypothesis, both the time dependence and history-
dependence of muscle force are viewed as viscoelastic properties associated with
the titin spring in muscle sarcomeres. During active stretch, muscle force increases
rapidly to values up to nearly twice the maximum isometric force. The force then
decays rapidly to a steady state value that increases with the amplitude of the stretch
and with sarcomere length. In the winding filament hypothesis, the work done in
stretching a muscle will extend titin, storing elastic strain energy. This added force
increases with the distance stretched (Nishikawa et al. 2011).

During active shortening, muscle force decreases rapidly and then returns more
slowly to a steady state level that depends upon both the amplitude and velocity of
shortening. In the winding filament hypothesis, energy stored in titin during isometric
force development will be converted to kinetic energy during shortening, and the
muscle force will decrease in direct proportion to the distance shortened. The velocity
dependence of force depression results from the velocity-dependent unwinding of
titin from the thin filaments (Nishikawa et al. 2011).

To demonstrate how the winding filament model accounts for history dependent
properties of active muscle, we developed a kinematic model (Fig. 6.6) to quantify
the effects of thin filament rotation on titin during isometric force development and
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Fig. 6.6 Kinematics of titin winding. Winding angle (9) is the angle formed between the titin
filament and a line (h) parallel to the Z-disk. In the model, the winding angle is determined by
sarcomere geometry and increases with sarcomere length. As the winding angle (@) increases, the
length of free titin (x) will decrease for a given angle of thin filament rotation (¢). d; distance
from Z-disk to the point at which bound PEVK becomes free, d, distance from Z-disk to distal
(C-terminal) end of PEVK, r radius. (Reprinted from Nishikawa et al. [2011])

active stretch. The model is based on a sarcomere structure similar to rabbit psoas
muscle (Nishikawa et al. 2011). The model assumes that winding of titin on the thin
filaments proceeds until the radial component of the cross-bridge force is equal to the
sum of the radial forces in titin and alpha-actinin. As the force develops, the length
of bound titin that is wound upon the thin filaments increases, increasing strain and
stiffness in the free portion of titin (Fig. 6.6). When active sarcomeres are lengthened
by the application of an external force, the work done in elongating free titin is stored
as elastic potential energy, resulting in force enhancement at low energy cost.

Increasing strain and stiffness of titin due to thin filament rotation depends on the
winding angle of titin upon the thin filament (Fig. 6.6). The winding angle (0) is
defined as the angle formed between the titin filament and a line (h) parallel to the
Z-disk. In the model, the winding angle is determined by sarcomere geometry, and
increases with sarcomere length. As the thin filament rotation angle (¢) increases,
the length of the free titin segment decreases and the stress in this segment increases,
thereby increasing its effective stiffness. The edge between free and bound titin will
also advance toward the m-line, reducing the titin strain.
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Fig. 6.7 Simulation of residual force enhancement on the descending limb of the force-length
relationship. Predicted axial stress due to cross-bridges (green) and titin (red). Total axial stress
(blue) is the sum of axial stress due to cross-bridges and titin. Baselines show steady state isometric
stress. Branches show increased stress due to stretch. Residual force enhancement (black) is the
increase in force due to active stretching above the isometric force at the corresponding length.
(Reprinted from Nishikawa et al. 2011)

A nonlinear ordinary differential equation (ODE) was used to simulate the kine-
matics of titin winding and the resulting axial forces for a given profile of thin filament
rotation ¢(¢) and sarcomere geometry. In the axial direction, the total force is the sum
of the axial forces produced by titin and the cross-bridges. In the axial plane, the sum
of the torques due to radial forces produced by titin in the I-band and alpha-actinin
in the Z-disk are equal and opposite to the torque produced by the cross-bridges
(Nishikawa et al. 2011).

Using this model, we simulated the force enhancement on the descending limb
of the force-length relationship by alculating the axial forces produced by the
cross-bridges and titin in sarcomeres activated at different initial lengths, and then
stretched while active (Fig. 6.7). The results are qualitatively similar to experimental
observations (Edman et al. 1982). These results demonstrate that the winding fila-
ment hypothesis accounts for the observed pattern of force enhancement in actively
stretched muscles.

Motor Control and Higher Brain Centers

Theories of motor control abound and no clear consensus has emerged (Ajemian
and Hogan 2010). Some workers adopt a hierarchical view of motor control (Cheng
et al. 2000), in which higher brain centers (e.g., motor cortex) encode intended
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movements at a more abstract level (e.g., intended movement direction) and in a
retinocentric coordinate frame (Georgopoulos 1986). At lower levels in the hierarchy
(e.g., spinal cord), intended movements are encoded at more concrete levels (e.g.,
joint torque) and reference frames that are increasingly closer to the muscles that
actuate the movements (see e.g., Flanders et al. 1992). Other workers have noted that
feedforward control is actually simplified when the nonlinear properties of multijoint
systems and intrinsic viscoelastic properties of muscle are taken into account (Hogan
1985; Todorov 2000).

A common theme of all current theories of motor control is that the feedforward
controller must anticipate the nonlinear viscoelastic properties of the actuators in
order to produce an intended movement. In fact, several recent neurophysiological
studies suggest that the human brain anticipates the nonlinear viscoelastic properties
of its muscle actuators in the neurally encoded control signals that produce voluntary
movements (Feldman and Levin 2009).

The equilibrium point hypothesis (Feldman and Levin 2009) is a case in point.
Asatryan and Feldman (1965) demonstrated that, the final position of the human arm
during involuntary arm movements elicited by unloading and voluntary arm move-
ments produced intentionally, is controlled by varying the initial position at which
the muscles are activated. Once activated, the nonlinear viscoelastic properties of the
muscles interact with length feedback to move the arm to the final position. Using
transcranial magnetic stimulation to measure motor-evoked potentials, Raptis et al.
(2010) and Sangani et al. (2011) showed that the human motor cortex participates in
specifying the initial arm position at which the muscles are activated.

The winding filament hypothesis provides realistic biological mechanisms for
implementing this simple control strategy. The engagement of the titin spring upon
muscle activation provides a mechanism by which nearly invariant muscle force
output can be produced when the muscles are activated at varying initial positions.
The winding of titin on the thin filaments upon activation provides for changes in
a muscle’s characteristic length and stiffness as a function of muscle recruitment,
which in turn provides the forces that move the limbs to their final positions regardless
of unexpected perturbations.

Conclusion

The sliding-filament—swinging cross-bridge theory views muscles primarily as mo-
tors. Traditional hill-zajac-type muscle models based on this theory emphasize the
length—tension and force—velocity properties of muscle. These models fail to predict
movement dynamics because they ignore the history dependence of force output. In
contrast, muscle fibers, both extrafusal and intrafusal, actually behave as nonlinear,
self-stabilizing controllers that become stiffer when the external load increases and
more compliant when the load decreases (Lappin et al. 2006; Monroy et al. 2007).
When the load changes unexpectedly, muscle stiffness adjusts instantly without re-
quiring neural input (Nichols and Houk 1976). In our winding filament hypothesis,



6 A Molecular Basis for Intrinsic Muscle Properties: Implications for Motor Control 123

the nonlinear viscoelastic properties of muscle are due to (1) Ca** activation of titin,
which mechanically engages the titin spring; and (2) cross-bridge winding of titin
on the thin filaments, which stores elastic energy in titin and provides viscoelastic
forces that set the equilibrium position of the mechanical system.

During perturbations, intrinsic muscle properties provide stability by adjusting
their stiffness instantaneously to changes in load. Thus, the muscles themselves
are largely responsible for controlling the interaction between the body and the
environment, as well as managing interactions between antagonistic muscles that
interact via their loads. During planned movements, these intrinsic properties must
be anticipated by the central nervous system, so that descending commands result in
the intended movements.

It seems doubtful that a cohesive theory of motor control can be developed in the
absence of a predictive model of muscle dynamics, since the central nervous system
must necessarily take these into account in planning and anticipating movement.
Thus, we believe that the winding filament hypothesis can fill existing gaps in our
understanding of motor control. Furthermore, by providing a biological mechanism
for muscle-intrinsic viscoelastic properties, the winding filament hypothesis holds
great promise for inspiring the design of a new generation of actuators and pros-
theses that, like muscles, will exhibit self-stabilization based on variable, nonlinear
compliance.
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Chapter 7
Theoretical and Methodological Issues in Serial
Correlation Analysis

Didier Deligniéres and Vivien Marmelat

Time Series and Auto-correlation Function

Time series analysis is a relatively recent approach in experimental psychology and
movement sciences. For a long time, repeated measurements of performance were
performed for obtaining more accurate estimates of average performance or for as-
sessing performance variability. From this point of view, successive performances
were considered independent and their order of occurrence was not considered.
In other words, successive performances were considered white noise fluctuations
around a mean stable value. However, Slifkin and Newell (1998) argued that this
‘white noise assumption’ could be more the exception rather than the rule, and a
number of experiments have evidenced the presence of correlations between succes-
sive measurements of performance. The aim of time series analyses is to reveal and
characterize serial dependence in series of observations.

The concept of serial dependence refers to systematic relationships between obser-
vations over time. The autocorrelation function represents a straightforward way for
analyzing serial dependence. Autocorrelation is defined as the correlation of a time
series with itself, considering a given lag. The auto-correlation function represents the
series of auto-correlation values obtained for increasing lags. By definition, the auto-
correlation function of a white noise process presents nonsignificant, close-to-zero
values, revealing the absence of dependence in the series (see Fig. 7.1, left column).

Serial dependence can occur short term: In that case, the current value is dependent
on the previous value or on a few sets of preceding values. A good example is provided
by auto-regressive series, obeying the following equation:

Vi =@yi_| + & (7.1)

! Note that we just define a time series as a series of data ordered in time. A strict definition supposes
that successive data are spaced by regular time intervals, but in most experiments the series are
simply composed of ordered data.
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where ¢ is the autoregressive parameter and ¢; is a white noise process with zero
mean and unit variance. In this kind of process, the current value (y;) is defined
as a fraction of the preceding value (y;_;), plus a random perturbation (g;). The
strength of the relation between successive values is entirely defined by the value
of the autoregressive parameter. In this very simple process, the current value is
directly dependent on the immediately preceding value. Serial correlations can appear
between y; and more distant observations (y;_», y;_3, etc.), but these relations are
not direct and are explained by the presence of intermediate observations (e.g., the
observed relationship between y; and y;_, is explained by the effective relationships
between y; and y;_;, and between y;_j; and y;_»).

The autocorrelation function of this kind of process typically presents a significant
value at lag one (depending on the value of ¢), and then a quick decay over time (see
Fig. 7.1, central column).

Long-range Correlations

This exponential decay of the autocorrelation function, however, is rarely observed
in empirical series. Often the autocorrelation function presents a very slow decay
over time, suggesting that the current value presents dependencies with a large set
of preceding values. For example, we present in Fig. 7.1 (right column) a series of
periods produced during the repetitive oscillations of the forearm (Delignieres et al.
2004b). The auto-correlation function presents a very slow decay over time, and
remains significant over a number of lags. This persistence of auto-correlation signs
the presence of long-range correlations (LRC) in the series.

Long-range correlations are characterized by the presence of dependence which
tends to persist over dozens or even hundreds of data. In this kind of process, the
current observation seems to keep the memory of a large set of previous observations.
LRC can be understood through the fact that over multiple, interpenetrated time
scales, an increasing trend in the past is likely to be followed by an increasing
trend in the future, and conversely a decrease in the past is likely to be followed
by a decrease in the future. This kind of process has been referred to as long-range
dependence, long-term memory, fractal process, or 1/f noise.

Long-range correlations have been discovered in the dynamics of a number of
natural and physical systems, including for example the series of discharges of the
Nile River (Hurst 1951), the series of magnitudes of earthquakes (Matsuzaki 1994),
the evolution of traffic in Ethernet networks (Leland et al. 1994), or the dynamics of
self-esteem over time (Delignieres et al. 2004a). In the domain of human movement,
LRC have been evidenced in serial reaction time (Gilden 1997; Van Orden et al.
2003), in finger tapping (Gilden et al. 1995; Lemoine et al. 2006), in stride duration
during walking (Hausdorff etal. 1995), or in relative phase in a bimanual coordination
task (Torre et al. 2007a).
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Fractional Gaussian Noise and Fractional Brownian Motion

Most often, LRC has been modeled through a family of processes introduced by
Mandelbrot and van Ness (1968), namely fractional Gaussian noises and fractional
Brownian motions. A formal introduction to this framework is necessary for a com-
plete understanding of this approach. The authors first defined a family of processes
they called fractional Brownian motions (fBm). The starting point of this definition is
ordinary Brownian motion, a well-known stochastic process that could represent, for
example, the movement of a single particle along a straight line due to a succession
of random jumps. Then, an important property of Brownian motion is that its suc-
cessive increments in position are uncorrelated: each displacement is independent
of the former, in direction as well as in amplitude. Einstein (1905) showed that, on
average, this kind of motion moves a particle from its origin by a distance that is
proportional to the square root of the time.

Fractional Brownian motions (fBm) series differ from ordinary Brownian motion
by the fact that in an fBm the successive increments are correlated. A positive cor-
relation signifies that an increasing trend in the past is likely to be followed by an
increasing trend in the future; in that case the series is said to be persistent. Con-
versely, a negative correlation signifies that an increasing trend in the past is likely
to be followed by a decreasing trend, and the series is said to be antipersistent.

Mathematically, fBm is characterized by the following scaling law:

SD(x) x At (7.2)

which signifies that the standard deviation of the process is a power function of the
time interval (A ) over which it was computed. H is the so-called Hurst exponent
and can be any real number in the range 0 < H < 1. Equation 7.2 describes the so-
called diffusion property of fBm series: the higher the H, the higher the diffusion of
process over time. For this point of view, ordinary Brownian motion corresponds to
the special case H = 0.5 and constitutes the frontier between antipersistent (H < 0.5)
and persistent fBm series (H > 0.5). In Fig. 7.2, we present three example fBm series
for three contrasted H exponents.

Fractional Gaussian noise (fGn) represents another family, defined as the series of
successive increments in an fBm. In other words, an fGn is the differentiation of an
fBm and conversely the integration of an fGn gives an fBm. Each fBm series is then
related to a specific fGn series, and both are characterized by the same H exponent.
We present in the bottom row of Fig. 7.2 the fGn series corresponding to the fBm
series just above. The fGn family is centered around white noise (H = 0.5), which
represents the frontier between antipersistent (H < 0.5) and persistent fGn (H > 0.5).

These two families of processes possess fundamentally different properties: fBm
series are non-stationary with time-dependent variance (diffusion property), while
fGn are stationary with a constant expected mean value and constant variance over
time. As previously explained, fGn and fBm can be conceived as two superimposed
families, invertible in terms of differentiation and integration.
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Fig. 7.2 Top row: Example series of fractional Brownian motions (fBm) for three typical values of
the scaling exponent. The central graph represents an ordinary Brownian motion (H =0.5). The
left graph shows an antipersistent fBm (H = 0.25) and the right graph a persistent fBm (H =0.75).
The corresponding fractional Gaussian noises series (fGn) are displayed in the bottom row

Another useful conception is to conceive these two families as representing a
continuum, ranging from the most antipersistent fGn to the most persistent fBm.
This fGn/fBm continuum is characterized by the presence of scaling laws that could
be expressed in the frequency or in the time domain. In the frequency domain, a
scaling law relates power (i.e., squared amplitude) to frequency according to an
inverse power function, with an exponent g:

S(f) % (7.3)
This scaling law is exploited by the Power Spectral Density (PSD) method that reveals
B as the negative of the slope of the log—log representation of the power spectrum
(Fig. 7.3). The fGn/fBm continuum is then characterized by exponents f ranging
from —1 to 3 (see Fig. 7.5).
In the time domain, the typical scaling law states that the standard deviation of
the integrated series is a power function of the time over which it is computed, with
an exponent . Considering a time series x(7):

i

y(i) = ;x(k) 1)
SD(y) o n*

This scaling law is exploited by the Detrended Fluctuation Analysis (DFA) that
reveals « as the slope of the log—log diffusion plot (Fig. 7.4). The fGn/fBm continuum
is characterized by exponents « ranging from 0 to 2 (see Fig. 7.5). Note that the scaling
law expressed in Eq. 7.4 is derived from the original definition of fBm (Eq. 7.2). If the
series x(i) is an fGn, y(7) is the corresponding fBm and « is the Hurst exponent. If x(7)
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is an fBm, y(i) belongs to another family of over-diffusive processes, characterized
by exponents « ranging from 1 to 3, and in that case « = H + 1.
Note that the different exponents characterizing these scaling laws are mutually

linked by very simple equations:
For fGn series:

B=2H—-1 and a=H (7.5)
For fBm series:

B=2H+1 and o=H-+1 (7.6)
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For fGn and fBm series:

-1

=2 1 =
B o+ or «o 7

(7.7)
The exponents provided by PSD and DFA (8 and «, respectively) are useful because
they allow to unambiguously distinguish between fGn and fBm series, which could
be characterized by the same H exponents. As an example, the two series presented
in the right column of Fig. 7.2 are characterized by the same H exponent (H =(.25).
However, for the fGn series (bottom row), B = —0.5 and a =0.25, and for the fBm
series (top row), B =1.5 and o = 1.25.

In this fGn/fBm continuum, LRC are generally considered to appear in a nar-
row range, between 8 =0.5 and § =1.5 (i.e., between o« =0.75 and o = 1.25; see
Wagenmakers et al. 2004). This range is centered on § = « = 1, corresponding to
the ideal 1/f noise. Long-range correlated series present typical fluctuations, often
referred to as 1/f fluctuations, characterized by multiple interpenetrated waves, a
weak stationarity, and a marked level of roughness.

Long-range Correlations, Complexity, and Health

As previously explained, LRC have been discovered in many physical and natural
systems. Science being generally based on the detection of differences (between
groups or between conditions), one could question the scientific interest of studying
such a ubiquitous feature. From this point of view, 1/f fluctuations are considered an
omnipresent background noise, without discriminative power. As such, LRC could
be thought just as an amazing phenomenon or a mathematics fantasy.

Another line of criticism is to consider 1/f fluctuations as unexpected perturba-
tions, due to prolonged observation times. For example, the presence of LRC in
tapping experiments can be supposed to reflect basically the inability of participants
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to keep a steady tempo, especially in long sequences. From this point of view, 1/f
fluctuations can be thought just as undesirable as any other noise. In other words,
researchers focusing on LRC just create the problem they wish to study, and 1/f fluc-
tuations hide the deterministic or ‘true’ part of the collected signals. In sum, LRC
are sometimes conceived at best a mathematical curiosity, at worst an experimental
artifact (Pressing and Jolley-Rogers 1997).

A number of authors, however, have adopted a more heuristic point of view that
considers 1/f fluctuations to reveal the structural and functional properties of the
system that generated them. Considering the ubiquity of 1/f fluctuations in the out-
come series produced by natural, physical, and biological systems, some authors
have suggested that the occurrence of such fluctuation could correspond to some
universal principles (Beltz and Kello 2006; Ihlen and Vereijken 2010; Kello et al.
2007, 2010). For a few years, a debate opposed these authors to the proponents of
an alternative, so-called mechanistic approach, seeking for specific explanations and
models for the presence of 1/f fluctuations in specific systems or situations (Torre
and Wagenmakers 2009), but by now a general agreement seems to emerge favoring
the nomothetic view considering LRC as related to universal properties (Diniz et al.
2011). From this point of view, LRC are considered to reflect the complexity of the
system, defined as the flexible and adaptable coordination between its multiple com-
ponents and subsystems (Diniz et al. 2011; Kello et al. 2007). The 1/f fluctuations
do not arise from some specific component within the system but from the com-
plex, multiplicative interactions between the multiple components acting at different
time scales that compose the system. Several characteristic features of complex sys-
tems such as self-organized criticality (Van Orden et al. 2003), multiscale dynamics
(Hausdorff 2005), metastability (Kello et al. 2007), or degeneracy (Delignieres et al.
2011) have been advocated to play a central role in the emergence of LRC.

As previously explained, LRC seem to appear in series produced by healthy, sus-
tainable, adaptable, and flexible systems (Bassingthwaighte et al. 1994; Goldberger
et al. 2002a; Van Orden 2007; West 1990). For example, Goldberger et al. (2002a)
have showed that the heart inter-beat interval series recorded in young and healthy
subjects typically presented 1/f fluctuations. In contrast, heartbeat series appear more
random in patients with a cardiac arrhythmia, and conversely more periodic and pre-
dictable in patients with severe congestive heart failure. Similar alterations of LRC
have been evidenced by Hausdorff et al. (1997), who showed that stride interval
series during walking presented 1/f fluctuations in young and healthy participants,
but tended to lose their correlation structure (i.e., became more random) in elderly
and in patients suffering from neurodegenerative diseases. Note that this alteration
of LRC, especially in elderly, is consistent with the loss of complexity hypothesis
proposed by Goldberger et al. (2002b).

The observation of such alterations suggests that LRC represent an optimal
compromise, between order and disorder, order reflecting a too strict and rigid coor-
dination, yielding stereotyped behavior and low adaptability, and disorder an absence
of coordination. Long-range correlations can be considered a macroscopic biomarker
of health, and their detection and the assessment of their alteration in specific
populations or situations appear as an important scientific goal (Eke et al. 2000).
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Time Series Analysis Methods

We previously evoked two of the most used methods, PSD and DFA. These methods
are useful because they can be applied on both fGn and fBm series. PSD has been
improved by Eke et al. (2000) with the introduction of some preprocessing operations.
In a first step, the mean of the series is subtracted from each value and then a
parabolic window is applied: each value in the series is multiplied by the following
function:

2j

2
Wi=1—-[—"— -1 forj=1,2,...,N. 7.8
() <N+1 > or j (7.8)

Thirdly a bridge detrending is performed by subtracting from the data the line con-
necting the first and last point of the series. The Fast Fourier Transform algorithm is
applied on the resulting series. Finally the estimation of 8, on the basis of Eq. 7.3,
excludes the high-frequency power estimates (f > 1/8 of maximal frequency). This
method was proven by Eke et al. (2000) to provide more reliable estimates of the
spectral exponent (see also Delignieres et al. 2006).

Detrended fluctuation analysis was initially proposed by Peng et al. (1993). This
method exploits the scaling law expressed in Eq. 7.4, and includes a detrending
procedure in order to cope with local nonstationarities in the series. The analyzed
series x(¢) is first integrated by computing for each ¢ the accumulated departure from
the mean of the entire series:

k
X() =Y [x(i) - x] (7.9)
i=1

This integrated series is then divided into nonoverlapping intervals of length n. In
each interval, a least squares line is fit to the data (representing the trend in the
interval). The series X(¢) is then locally detrended by subtracting the theoretical
values X, () given by the regression. For a given interval length n, the characteristic
size of fluctuation for this integrated and detrended series is calculated by:

N
F= %Zwm—&wﬁ (7.10)
k=1

This computation is repeated over all possible interval lengths (in practice, the short-
est length is around 10, and the largest N/2, giving two adjacent intervals). Typically,
F increases with interval length n. A power law is expected, as

F o n® (7.11)

a is expressed as the slope of a double logarithmic plot of F as a function of n.
Delignieres et al. (2006) presented an evaluation of the efficiency of these methods
for measuring the strength of LRC in simulated series. As can be seen in Fig. 7.6,
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Fig. 7.6 Accuracy and variability of DFA (left), and PSD (right) estimates of scaling exponents,
based on the analysis of simulated series with known exponents. The graphs represent the rela-
tionship between the exact exponents (expressed in «DFA, from « =0.1 to o =0.9 for {Gn, and
from o = 1.1 to @ = 1.9 for fBm), and the mean estimates provided by the two methods. Error bars
represent standard deviation. (Data from Delignieres et al. 2006)

both methods gave satisfying results. DFA worked especially well with fGn signals
(0 <« < 1), but presented a systematic underestimation bias in fBm. PSD produced
a slight underestimation bias in fGn series and in low diffusive fBm (especially
for « =1.1), and conversely an overestimating bias in high diffusive fBm series
(o > 1.7). In all cases the estimates presented moderate variability levels.

Some other methods have been proposed, but they often present some limitations
in their ranges of application. For example, the Rescaled Range analysis (Hurst 1965;
Caccia et al. 1997) and the Dispersional analysis (Caccia et al. 1997) only work on
fGn signals and gave erroneous results when applied to fBm signals. Conversely,
Windowed Variance Analysis methods work only on fBm signals (Cannon et al.
1997; for a general presentation see Eke et al. 2000, 2002; Delignieres et al. 20006).

It is important to note that the accuracy of the estimation of fractal exponents
is directly related to the length of the analyzed series. However, Delignieres et al.
(2006) showed that fractal analysis methods provided acceptable results with series
of 1024 or 512 points, except PSD that appeared severely affected by the shortening
of series, despite the algorithmic improvements introduced by Eke et al. (2000).
The results obtained with series of 256 data points were not so bad, especially with
DFA. This observation is very important because of the difficulty to obtain long
time series in psychological and behavioral experiments. These results suggest that
a better estimate of scaling exponents could be obtained—with a similar time on
the experimental task—from the average of four exponents derived from distinct
256 data point series (with an appropriate period of rest between two successive
sessions) than from a single session providing 1024 data points. This could open
new perspectives of research in areas that were until now reticent for using this kind
of analyses.
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Fig.7.7 Right: An example time series of inter-tap intervals collected in a self-paced finger tapping
task. Left: Averaged log—log power spectrum. (N = 11, from Delignieres et al. 2004b)

Short-term and Long-range Correlations

The detection of long-range correlation is not so straightforward, however, in empiri-
cal series. A number of studies have been published in the last decade, which showed
that the pattern of correlation in a given signal appeared as a complex combination
of short-range and long-range correlation processes.

A very classical example of such combination has been described by Gilden et al.
(1995) in the series of time intervals produced during finger tapping. The application
of PSD on these series produces a very specific power spectrum, with a negative
slope in the low frequency region of the log—log spectrum and a positive slope in the
high frequency region (Fig. 7.7).

The authors interpreted these results on the basis of the well-known model by
Wing and Kristofferson (1973) suggesting that inter-tap intervals are determined by
the cognitive intervals produced by an internal clock, plus a term of differenced white
noise due to the motor delay that characterizes each tap.

L=C+ M —M;_, (7.12)

In the initial formulation of the model, C; and M; were both considered as white
noise sources. According to Gilden et al., the positive slope in high frequencies is
due to the negative short-term correlations induced by the differenced white noise
term (M; — M;_). They concluded that LRC in tapping series were induced by the
timekeeper (C;), which was then supposed to possess fractal properties.

The results are more complex when tapping is performed in synchronization with a
metronome. In that case the application of PSD on time interval series yields a positive
slope over the entire spectrum, suggesting the presence of negative correlations in
the series (Fig. 7.8).

Torre and Delignieres (2008) interpreted this result on the basis of a model initially
proposed by Vorberg and Wing (1996).

Aip=0-a)A; +Ci+ My —M; —1 (7.13)
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Fig. 7.8 Right: An example time series of inter-tap intervals collected in a synchronized finger
tapping task. Left: Averaged log—log power spectrum. (N = 13; data from Torre and Delignieres
2008)

In this model 7 represents the fixed period of the metronome, and C; and M; are the
components of the aforementioned Wing—Kristofferson model (internal timekeeper
and motor delays, respectively). A; represents asynchronies to the metronome and
the model incorporates an autoregressive correction process with parameter (1 — «).
Time intervals are derived from a linear combination of successive asynchronies
(Eq. 7.14).

I,' = Ai — Ai—l +7 (714)

In the initial formulation of the model, the timekeeper (C;) was considered a white
noise source (Vorberg and Wing 1996), but this hypothesis was unable to explain
the pattern of correlations observed in interval series. Torre and Delignieres (2008)
showed that providing the timekeeper with 1/f properties allowed satisfactorily
reproducing the experimental results.

These two examples show that even in very simple laboratory tasks, LRC do
not appear in isolation in experimental series and could sometimes be difficultly
discernible. This is important because apparent alterations in long-range correlations
could in fact be due to the superimposition of short-term correlations.

An interesting example has been described in the domain of walking. Hausdorff
etal. (1996) showed that the series of stride intervals during walking contained LRC.
However, they suggested that correlations tended to disappear when participants had
to walk in synchrony with a metronome. The authors applied DFA of stride interval
series and obtained « exponents close to one in self-paced walking, but close to 0.5 in
metronomic walking. They concluded that “supraspinal influences could override the
normally present long-range correlations” (p. 1456). In other words, the intention
to walk in synchrony with the metronome was supposed to induce a kind of loss
of complexity in the locomotor system, walking pace being externally regulated
by the metronome. However, Delignieéres and Torre (2009), in a reassessment of
the original data of Hausdorff et al., showed that the series of stride intervals, when
participants had to walk in synchronization with a metronome, were not uncorrelated
as postulated by the authors, but presented a rather complex pattern of correlation.
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Fig. 7.9 Analysis of serial correlations in stride interval series during self-paced walking (left
column) and during walking in synchrony with a metronome (right column). Top row: Example
time series, bottom row: Averaged log—log power spectra. (N =10, from Delignieres and Torre
2009)

Especially the application of PSD revealed a log—log power spectrum with positive
slope in low frequencies, and a slightly negative slope in the high frequency region
(Fig. 7.9).

Delignieres and Torre (2009) tried to account for this result with a model initially
proposed by West and Scafetta (2003) and composed of a forced van der Pol oscillator:

i=yx— ix* — w’x + Asin(wy) + / Q& (7.15)

This model is supposed to represent the dynamics of an oscillator, driven by a periodic
forcing function. In this equation, the stiffness parameter (w;) is cycle-dependent
and possesses fractal properties. The forcing term sin(wy) represents the metronome
with a fixed frequency wy, and A represents the coupling strength. The authors
showed that setting A to 1 for self-paced walking and to 10 for synchronized walking
allowed reproducing the patterns of correlations experimentally observed. These
results show that during synchronization, LRC are still present in the system, but
that the process of synchronization induces a short-term corrective process that could
hide their presence.

Another example concerns finger tapping. Chen et al. (2001) showed that in syn-
chronized finger tapping, the series of asynchronies to the metronome presented
LRC. They also showed that the strength of LRC tended to increase when taps had to
be performed in syncopation (i.e., in between metronome signals). The application
of PSD revealed a steeper negative slope for syncopation than for synchronization
(Fig. 7.10). The authors attributed the strengthening of LRC to the increased task
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difficulty of tapping between the beats. In terms of system complexity, task dif-
ficulty could be supposed to solicit more complex coordination between system’s
components, yielding a more robust 1/f scaling.

However, the relationship between task difficulty and LRC is not so univocal:
Sometimes an increased difficulty induces a strengthening of LRC, but in other
experiments the opposite result can be obtained (Kello et al. 2007). Delignieres
et al. (2009) tried to provide an alternative explanation for the increase of LRC
in syncopation tapping. They proposed to account for asynchronies during tapping
in synchronization by the previously presented model (Eq. 7.13), derived from an
original model by Vorberg and Wing (1996) and enriched by providing the timekeeper
with 1/f properties.

The authors proposed that in syncopation conditions, another process should be
added in the model for the necessary estimation of half-period of the metronome, and
they suggested that this process could be considered correlated over time (for further
details see Delignieres et al. 2009). Simulation results showed that the combination
of this short-range correlated process with the previous model induced an increase
of correlations in the resulting series, similar to the one empirically observed.

In sum, these experiments suggest that short-range processes can either decrease
or conversely increase correlations in the signal. Fractal analysis methods are often
unable to discern and identify these short-range processes, and can often yield erro-
neous interpretations. The application of different methods—in the time domain and
in the frequency domain—and additional studies based on modeling and simulation
are generally necessary for identifying the multiple sources of serial correlation that
combine in experimental series.
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False Detection of Long-range Correlations

An additional problem is that short-range correlation processes can sometimes mimic
long-range correlations. In order to illustrate the possible misinterpretations that
could arise with classical methods such as DFA or PSD, we simulated three time
series, possessing distinct correlation properties. The first series was generated by a
one-order autoregressive model:

Yi = @yi—1+ & (7.16)

In this equation, ¢ is the autoregressive parameter and was set to 0.85. ¢; is a white
noise process with zero mean and unit variance. The second series was generated by
an integrated one-order moving average model:

Vi =Yi-1 —0&i_1+¢& (7.17)

In this equation, 6 is the first-order moving average parameter and was set to 0.8.
¢; 1s a white noise process with zero mean and unit variance. Finally, we used the
Harte-Davies algorithm for simulating a series of fractional Gaussian noise, with
H =0.9 (Davies and Harte 1987). The three series are presented in Fig. 7.11. By
construction, the two first series present only short-term correlations, while the third
one presents LRC.

The corresponding DFA diffusion plots are presented in the middle row of
Fig. 7.11. As can be seen in all cases, the diffusion plot presents a linear slope
close to 0.9. Obviously the best linear fit is observed for the fGn series, which
contains genuine long-range correlations. However the diffusion plots obtained for
auto-regressive and moving average series mimic the typical shape expected from
long-range correlated series, and could lead to erroneous interpretations.

Spectral analysis yields less ambiguous results (see Fig. 7.11, bottom panels):
for the auto-regressive series, the log—log spectrum presents a typical flattening in
low frequencies, revealing the absence of correlation beyond a given time lag. The
log—log spectrum of the integrated moving average series presents a flattening in high
frequencies due to the strong contribution of white noise terms in the generation of the
process. In contrast, the spectrum of the fGn series exhibits a perfect linear slope over
the whole range of frequencies. However, each spectrum presents a negative linear
slope in a broad range of frequencies, and could induce an erroneous detection of
LRC. Especially in the case of auto-regressive series, the flattening is often restricted
to few points in the low frequency region, and the spectrum almost perfectly mimics
a 1/f shape (Wagenmakers et al. 2004).

Evidencing the Presence of Long-range Correlation

The main problem with graphical methods such as PSD or DFA is that these methods
cannot provide a statistical evidence for the effective presence of LRC in a series.
Sometimes surrogate tests comparing the result obtained with an experimental series
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Fig. 7.12 Surrogate tests. Left: an example walking stride interval series (fop) and a randomly
shuffled version (bottom). Right: DFA diffusion plots of the original and the shuffled series. The
original series exhibits a 1/f-like behavior, while the shuffled series yields a slope close to 0.5.
(Hausdorff et al. 1996)

with those obtained from a set of shuffled versions of the original series are performed
(Fig.7.12). In such cases, the null hypothesis that is tested is the absence of correlation
in the series. The test can eventually show that the series contains correlations,
but cannot give any information about the (short- or long-range) nature of these
correlations.

However, as stated by Slifkin and Newell (1998), the presence of correlations in
empirical time series is more the rule than the exception. As such, the proper null
hypothesis for testing the presence of LRC is not the absence of serial correlation
but the short-range nature of correlations in the series.

Some specific methods have been developed for testing for the effective presence
of LRC. In particular, Wagenmakers et al. (2005) and Torre et al. (2007b) have
proposed a method based on ARMA and ARFIMA modeling.

ARMA models have been introduced by Box and Jenkins (1976). An ARMA
model is the combination of autoregressive and moving average processes, and is
noted (p, ¢), in which p is the order of the auto-regressive process, and g the order of
the moving average process. A more complex class of models (ARIMA) is charac-
terized by the inclusion of an integration process allowing to represent trends in the
series. An ARIMA model is noted (p, d, q), d representing the order of the integration
process. In the original formulation, p, d, and ¢ are integers. Granger and Joyeux
(1980) proposed to allow the integrating parameter d to take on fractional values.
The resulting ARFIMA models (for auto-regressive-fractionally integrated-moving
average models) present long-range correlation properties.

The method proposed by Wagenmakers et al. (2005) consists of fitting 18 models
to the studied series. Nine of these models are ARMA (p, ¢) models, p and g varying
systematically from O to 2. These ARMA models do not contain any long-range
serial correlations. The other nine models are the corresponding ARFIMA (p, d, q)
models, differing from the previous ARMA models by the inclusion of the fractional
integration parameter d representing persistent serial correlations. One supposes that
if the analyzed series contains LRC, the ARFIMA models should present a better fit
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Fig. 7.13 ARMA/ARFIMA modeling. Top panel: percentage of correct specifications of exact fGn
series (from H =0.1 to H =0.9), for different series lengths (from N =128 to N =2048). The
percentage of correct specifications exceeds 90 %, except for very short, persistent series (H > 0.5,
N =128 and N =256). Bottom panels: percentage of misspecifications for auto-regressive series
(left) and moving average series (right), according to series length (from N =512 to N =2048)
and to the value of the auto-regressive (AR(1)) and the moving average (MA(1)) parameters. The
percentage of misspecifications remains moderate, except for very low values of AR(1) and MA(1).
(From Torre et al. 2007b)

than their ARMA counterparts. The method selects the best model on the basis of a
goodness-of-fit criterion (Bayes Information Criterion) based on a trade-off between
accuracy and parsimony.

Torre et al. (2007b) proposed two complementary statistical criteria for ascertain-
ing the presence of LRC: (1) The percentage of series better fitted by an ARFIMA
rather than by an ARMA model, and (2) the mean sum of weights captured by
ARFIMA models (the weight of a model is derived from the value of the goodness-of-
fit criterion and represents the probability that this model is the best among the 18 can-
didate models for a given series). The authors proposed to accept the LRC hypothesis
if at least 90 % of the series are best fitted by an ARFIMA model, and if the mean sum
of ARFIMA weights exceeds 0.90 (note that the total sum of weights for the 18 models
is 1). The authors showed that this method allowed to correctly detect LRC in
simulated fGn series (see Fig. 7.13, top panel). They also showed that the percentage
of false detections, in pure autoregressive and moving average series, remained
moderate, except for very low values of p and g (see Fig. 7.13, bottom panels).
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Fig.7.14 Analysis of stride interval series during walking on a treadmill. Effect of walking velocity
on the scaling exponent (¢DFA), the sum of ARFIMA weights, and the percentage of series best
fitted by ARFIMA models

Thornton and Gilden (2005) proposed an alternative method, a spectral likelihood
classifier that used the shape of the power spectrum to decide among short- and long-
range descriptions of data. Farrell et al. (2006) showed that the two methods gave
roughly equivalent results.

As an example, we would like to present the results of an experiment during which
participants had to walk on a treadmill at four different velocities (Marmelat and
Delignieres 2011). These four velocities were individually determined on the basis
of a preliminary estimation of preferred velocity (the most comfortable and efficient
velocity) and critical velocity (the velocity that induced a spontaneous transition
towards running). At 80 % of preferred velocity v, was fixed, v, corresponded to
preferred velocity, vs was fixed at equal distance between preferred and critical
velocities, and v4 was the critical velocity. We collected 512 stride intervals in each
condition, and applied DFA and ARMA/ARFIMA modeling on the series.

Detrended Fluctuation Analysis revealed an effect of walking velocity, with a
gradual increase of serial correlations with increasing velocity (Fig. 7.14), that could
lead to a first conclusion: LRC tend to increase at high velocities. This first conclusion
is consistent with those proposed in some previous studies (Hausdorff et al. 1996;
Jordan et al. 2006). However, the application of ARMA/ARFIMA modeling showed
that the global likelihood of ARFIMA models exceeded the threshold of 90 % and that
the number of series best fitted by ARFIMA models reached 90 % only at slow and
preferred speeds (Fig. 7.14). This yields a completely different conclusion: LRC tend
to disappear at high velocities. This example clearly shows that the strength of serial
correlation is not predictive of the genuine presence of LRC. Sometimes systems can
present moderate levels of effective LRC, whereas in others cases, series can present
high correlation levels but are not long-range correlated. Measuring strong correla-
tions in a series does not guarantee that these correlations are long-range in nature.



146 D. Delignieres and V. Marmelat

Conclusion

The concept of LRC is currently particularly appealing for researchers. This approach
allows to reveal new properties of the systems under study and to question traditional
theories (Torre and Wagenmakers 2009). Especially the monofractal framework,
considering 1/f fluctuations as an optimal compromise between order and disorder,
suggests the adoption of new points of view concerning various key topics, including
health (Goldberger et al. 2002a), adaptability (Harbourne and Stergiou 2009), and
learning (Wijnants et al. 2009). Learning, for example, is generally conceived as the
progressive installation of order in the system: with practice, trajectories become
smoother, inter-trial variability decreases, etc. Wijnants et al. (2009) analyzed the
effects of practice on LRC in the series of movement times in a cyclical aiming task.
Their results showed that LRC tended to progressively increase and reach levels
close to 1/f noise after a sufficient amount of practice. This suggests that learning
could be essentially conceived as an optimization of interaction dynamics within the
system, and explains why LRC are generally evidenced in series produced in usually
practiced and overlearned tasks.

Long-range correlation analyses could appear easy to apply and their results easy
to interpret in terms of deviation from the optimal 1/f noise. The examples de-
veloped in the present paper suggest, however, that the results provided by these
analyses should be interpreted with caution. Especially 1/f fluctuations appear rarely
in isolation in experimental series and could be contaminated by various short-range
correlated processes. The resultant correlation pattern is often complex and can lead
to erroneous conclusions.
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Chapter 8
On the Control of Unstable Objects:
The Dynamics of Human Stick Balancing

Ramesh Balasubramaniam

Introduction

Objects that we control and interact with are often unstable. Riding a bicycle, bal-
ancing a tray of food, maintaining the oscillations of a hula-hoop, and even standing
upright are exemplary tasks that require the control of an unstable object. Although
it is difficult to characterize the physics of complex object interactions, we are adept
at learning and performing these tasks in everyday life. Unstable objects require
carefully assembled control mechanisms because, by definition, the object must be
stabilized through the interaction between the human control and the intrinsic object
dynamics. Additionally, such tasks demand extremely precise control because error
can elicit abrupt and irrevocable changes in the performance (Balasubramaniam and
Turvey 2004; Cluff et al. 2008).

Although much is known about human motor control and object manipulation
in predictable systems (when the mapping between actions and their consequences
is straightforward), much less is understood about unstable object control. This is
largely because the dominant research focus has been on characterizing the task and
context-dependent attributes of firmly grasped, rigid object control (Imamizu et al.
2003; Milner et al. 20006). Although an extensive literature has focused on adaptation
to novel mechanical loads, few studies have considered how we learn to control
unstable objects. As a result, there are a number of important questions that remain
in motor control research: What strategies are used to control unstable objects and
how are these control mechanisms learned? Are common control processes shared
between interacting motor systems? Do these control mechanisms involve predictive
internal forward models?

In this review article, I use a stick-balancing task as a paradigmatic example to
investigate control mechanisms and skill acquisition in relation to unstable object
control. The stick-balancing task imposes a complex control problem that involves
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maintaining an inverted pendulum in dynamic equilibrium at the finger tip. First, the
number of degrees of freedom that needs to be controlled far exceeds the dimensions
of the task. Although the stick moves freely in three spatial dimensions, a large
number of body segments have been coordinated in order to keep the stick upright
and stable. Second, and more important, as the stick is allowed to pivot freely, the
effect of forces applied at the fingertip depends on the angular state of the stick (i.e.,
position and velocity). Small errors in the estimation and detection of state-specific
information could translate to a serious loss of performance stability.

The inverted pendulum control problem has been the object of study in control
systems engineering and human motor control (Narendra and Annaswamy 1986).
Previous studies have generated a number of important insights on the dynamical
and neural control processes involved (Treffner and Kelso 1999; Foo et al. 2000;
Mah and Mussa-Ivaldi 2003a, b; Cabrera et al. 2006), which fall under the general
classification of two theories: internal model and intermittent feedback control. In the
following section, I review the two theoretical frameworks, as they pertain to stick
balancing in detail, before describing recent work from our laboratory on this topic.

Issues in Studying Unstable Object Dynamics

Internal Forward Model-Based Control

A large body of evidence in human reaching tasks suggests that humans develop
internal models to produce the systematic forces required to deal with force-field
perturbations (Lackner and DiZio 1994; Shadmehr and Mussa-Ivaldi 1994. Follow-
ing the seminal work of Wolpert et al. (1995), an important theoretical development is
that the brain acquires and uses an internal model that encodes the physical properties
of our limbs (Singh and Scott 2003; Kurtzer et al. 2008), environment, and manip-
ulated objects. In particular, object manipulation tasks (Ahmed et al. 2008) have
suggested the existence of an internal model that captures the relationship between
forces applied to an object and its ensuing movement. Further, Mussa-Ivaldi and
colleagues have shown that the relationship between applied force and motion can
be learned in the absence of upper limb movement (Mah and Mussa-Ivaldi 2003a).
Once such a model is acquired, it can be generalized to novel limb configurations,
but such a model does not transfer to objects with different dynamics (Mah and
Mussa-Ivaldi 2003b). The general conclusion from these studies is that the control
of objects requires knowledge of the physical properties of the object. In the context
of stick balancing, these results imply that the successful control of an unstable stick
requires object-specific knowledge which is acquired and maintained by the upper
limb movements, the sensory consequences of these movements, and the resulting
stick motion.

A question of interest in this review is: are internal models required to balance
an inverted pendulum? The internal model approach would predict that the stick-
balancing task could be performed by predicting sensory information about the
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inverted pendulum’s angular position and velocity. In much of the recent work on
internal models in motor control, a major theoretical point has been that sensory
signals that provide state information about the stick (position and velocity) are in-
fluenced by noise (for review, see Faisal et al. 2008) and time delay. In the wake of
sensory uncertainty and time delay, it has been argued that internal models can be
used to estimate the state of the body, environment, and manipulated objects. Such
models are acquired and maintained by combining efference copies of motor com-
mands and sensory feedback of the movements to predict the sensory consequences
of movements (Wolpert et al. 1998). State estimates are generated using principles to
minimize uncertainty via a Kalman filter (Kalman 1960) that uses internal feedback
based on the motor command and sensory feedback in conjunction with a model of
the motor system.

In a recent study, Mehta and Schaal (2002) examined internal models in the
visuomotor control of stick balancing. They found that subjects could successfully
balance a stick even in the absence of visual information (in blank-out trials lasting
up to 600 ms) and in the absence of force feedback about the stick’s state. They
concluded that the central nervous system (CNS) uses a forward model to control
the stick, but were unable to show the form of model-based control used in stick
balancing (Mehta and Schaal 2002). It is possible that this was due to the limitations
of a Kalman filter based state estimation mechanism for handling the type of statistical
distributions seen in stick balancing (Cluff and Balasubramaniam 2009). Although
I do not take up the issue of state estimation directly in this review, I highlight a
few caveats about using internal models on the basis of Kalman filter based observer
models.

Intermittency and Dynamical Systems Accounts of Stick Balancing

An alternative approach to the internal model account has been developed by Milton
et al. (2009). According to these authors, continuous balance control does not ad-
equately describe the behavioral strategies used to control unstable objects. They
argue that the difficulty of controlling an inverted pendulum arises due to limita-
tions in simultaneously processing noisy time-delayed feedback while specifying
controlled motor responses (Milton et al. 2009). They have contested the viability of
continuous model-based control following experimental evidence showing that in-
termittent rather than continuous control strategies are used in stick-balancing tasks
in the context of feedback uncertainty and delay (Loram et al. 2006; Milton et al.
2009; Gawthrop et al. 2011).

Inrecent years, Cabrera and Milton (2002, 2004a) have shown that stick balancing
shows characteristics of intermittent control. They observed that stick displacements
exhibit alternating small and large amplitude excursions with frequency. Two im-
portant power-law relationships can be seen here. First, the power spectrum of stick
fluctuations follows a —1/2 power law. When the laminar phases were analyzed,
the distribution revealed a —3/2 power law. Cabrera and Milton (2002) observed
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that corrective stick movements were performed at all time scales; the modal ones
occurring at time intervals that are shorter than sensorimotor delays in human volun-
tary movement (~100 ms). Evidence for intermittent control mechanisms have since
been reported for the manual control of unstable virtual load (Loram et al. 2009).
Further, Gawthrop et al. 2011, have successfully modeled the intermittent control
strategy employing ballistic control forces that operate when the angular deviations
of a stick exceed specific thresholds. Such a discontinuous control mechanism re-
flects the usage of short time scale, stochastic forcing of objects when they cross
set-point stability boundaries (Cabrera and Milton 2002, 2004a).

It is of interest to note that stick-balancing time is inversely related to the weight
and height of the stick. Lighter and shorter sticks are more difficult to control. Periodic
vibrations, even shaking an object with the other hand while balancing a stick, help
to stabilize performance. These observations suggest that intermittent control could
be related to feedback uncertainty, time delay, and interactions between the two.
However, the adaptive nature of intermittent control has yet not been explored. It is
likely that a combination of the stochastic processes underlying basic hand position
and feedback control processes generate intermittency in stick-balancing control
(Wolpert et al. 1992; Treftner and Kelso 1999). In this review, I focus on quantifying
such intermittent dynamics in stick balancing and accompanying posture control
mechanisms.

Task-Specific Control of Upright Posture

It is important to consider the context and task environment in stick balancing. The
task of balancing the stick takes place against an almost constant backdrop of the
control of upright stance. In the following, I describe recent developments in standing
balance control that have contributed to our understanding of stick balancing and the
control of unstable objects in general.

Upright posture is stabilized by activity in distributed muscle groups that is scaled
to the magnitude and the direction of self-generated and environmental forces (Ting
and Macpherson 2005). Despite the complexity of the neural mechanisms involved in
postural control, the mechanical basis of standing balance is to maintain (the vertical
projection of) the center of mass within a support surface. Posture control is typically
studied using time-varying properties of the body’s center of pressure (COP). To the
extent this equilibrium requirement is satisfied, the postural system appears to be
recruited to facilitate goal-directed behavior. An emerging argument, pioneered by
Stoffregen and colleagues, is that the diversity of voluntary control is inseparable
from the postural mechanisms that support behavior (Riccio and Stoffregen 1988;
Marin et al. 1999; Stoffregen et al. 1999; Stoffregen et al. 2000). Recent studies have
shown that postural sway helps to facilitate the performance of tasks that are super-
ordinate to the task of maintaining upright balance. This has been demonstrated in
the context of light touch (Riley et al. 1999) and precision aiming (Balasubramaniam
et al. 2000).
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The analysis of postural fluctuations has revealed the interplay between stochas-
tic and closed-loop feedback correction processes, as seen in the multiscale analysis
of stick balancing. Postural fluctuations have been modeled widely using a dual
timescale model (Collins and DeLuca 1994, 1995; Zatsiorsky and Duarte 1999).
However, standing balance is flexible enough to be entrained by an external stimu-
lus (Marin et al. 1999) and robust in the context of visual feedback delays (Boulet
et al. 2010). Other studies have revealed task- and context-specific control of posture
(Jeka et al. 2000; Kiemel et al. 2002; Peterka and Loughlin 2004). Other findings,
however, imply an intimate functional link between posture and upper limb control
(Ahmed and Wolpert 2009) that extends beyond the instability of standing balance
(Balasubramaniam and Wing 2002), suggesting that a common predictive mecha-
nism might underlie the control of both systems (Flanagan and Wing 1997). In this
review, I will look at the interaction between the postural system and stick-balancing
dynamics. In particular, I will examine how task parameters influence the control
system underlying the two.

Perspectives in Motor Learning

Stick balancing does not come easy. Learning to balance an unstable object re-
quires mastery of the degrees of freedom of the body and an understanding of the
physical dynamics of the object. In this section, I will review how scientists have
approached the issue of skill acquisition in recent years. The motor learning literature
may be divided into (at least) two distinct approaches: sensorimotor adaptation and
coordination dynamics.

Sensorimotor adaptation paradigms have been used to study how motor commands
are modified in the wake of changing environments (Lackner and DiZio 1994; Shad-
mehr and Mussa-Ivaldi 1994). In this approach, learning has been argued to reflect an
optimal parameter estimation process that serves to reduce error. Anticipatory change
in reaching kinematics has been documented extensively in force-field adaptation
studies, leading to important discoveries about trial-to-trial learning, consolidation,
and interference. Imaging studies have revealed that the cerebellum (Imamizu et al.
2003) and basal ganglia (Seidler et al. 2001) are strongly implicated in sensorimotor
adaptation and the modification of motor commands in changing environments. Al-
though the sensorimotor adaptation paradigms have contributed to our understanding
of learning movement trajectories, there have been few studies that have investigated
the role of the interaction between the multielement structure of the body (and its
many degrees of freedom) and various subsystems as a function of learning.

The coordination dynamics perspective offers a powerful framework to investigate
the organization, stability, and control of voluntary movement. The largest successes
of this perspective have been in quantifying the acquisition of bimanual coordina-
tion patterns. In coordination dynamics, the focus of research has been on learning
induced changes in the spatio-temporal properties of a system, characterized by an
order parameter (Zanone and Kelso 1992). In this approach, changes in an abstract
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parameter are believed to reflect dynamical events unfolding at multiple time scales
(such as relative phase between two limbs). Learning has been described by the evo-
lution of the topological properties that characterize body segment relationships and
systematic changes in the recruitment and patterning of multiple degrees of freedom
(Vereijken et al. 1992).

Given the number of degrees of freedom that have to be coordinated in complex
motor learning situations, interactions between motor subsystems have also been a
key part in dynamical approaches to motor learning. Following the seminal work of
Bernstein (1967), Newell et al. (2001) have suggested that motor learning is instan-
tiated by the evolving coordination of interacting motor subsystems. Their model
distinguishes between three hierarchical levels of the motor system ranging from (1)
individual effectors that operate and evolve within effector systems (e.g., individual
muscles, segments, or joints) to (2) coordinative relationships between motor sub-
systems (e.g., posture and upper limb movement patterns) that interact to produce
and stabilize (3) outcome performance. Newell et al. (2001) have proposed that such
specialized motor subsystems are organized hierarchically. Such subsystems are as-
sembled into functional units that support outcome performance. In this review, I
will employ the ideas that have evolved from the motor learning literature, specifi-
cally related to the spatio-temporal properties and control of degrees of freedom, to
describe skill acquisition in stick balancing.

Issues at Hand for Stick Balancing

It is, thus, evident that task- and context-specific control mechanisms are common
features of posture and upper limb control. I posit that object manipulation skills in
the task of balancing an unstable object, like a stick at the fingertip, are established
through these common learning and control mechanisms governing these subsys-
tems. I ask the following four questions. (1) How do we learn to control unstable
objects? (2) Are stick-balancing dynamics intermittent and if so how can we quantify
this intermittency? (3) Are distinct motor systems, such as the control of individual
joints, posture, and the upper limb, linked through common learning and control
processes? (4) What is the role of higher cognitive and attentional processes in the
acquisition and maintenance of the stick-balancing skill?

Spatio-temporal Dynamics of Stick Balancing

The objective of our first study (Cluff and Balasubramaniam 2009) was to determine
if the power-law scaling in stick balancing (Cabrera and Milton 2004a, b), described
in the section above, is dependent on motor learning.

In order to test this idea, participants balanced a wooden dowel with length 62 cm,
diameter 0.635 cm, and mass 50 g in two experimental conditions: sitting and stand-
ing. Sitting trials were performed with subjects seated comfortably in a chair at the
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subjects’ preferred seat height. The subjects were required to balance the pole with
their back remaining in contact with the seat. In the standing condition, subjects
performed pole balancing with their feet approximately shoulder-width apart, but
were able to move their upper body while maintaining a stationary stance.

Participants learned to balance a small cylindrical stick on their fingertip over a
2-week period. Data collection was performed on the first day, followed by sub-
sequent data collection every fourth day. The subjects performed 30 min of daily
practice between data collection sessions (15 min per condition), which was dis-
tributed between conditions according to their preference. We avoided confounding
learning effects by counterbalancing the order of conditions across subjects. Motion
capture was performed with eight VICON MX-40 4+ infrared cameras sampled at
500 Hz (Denver, CO, USA). We tracked pole motion in three-dimensions using two
markers affixed to the top and bottom on the pole.

We computed the Euclidean finger tip speed s(¢) and the detrended speed, As. For
the probability of a given step size, we computed P(As, At) by plotting histograms
with bin size set to 1 mm/s. To determine whether the probability of a given step
size was influenced by the time between observations, At, we decimated As(¢) on a
logarithmic scale by factors 1-1,000. We plotted the probability of return (i.e., the
probability of zero change in fingertip speed between observations), P(0, Af), as a
function of Atz. The power-law exponent o« was computed by regressing P(0, Ar)
onto At on a log-log scale. Figure 8.1a shows the distribution of P(As, At) for the
sitting and the standing conditions. The purposes of this study were two-fold: first,
to determine whether the decay exponent for the probability of a given step size, «,
changed with learning, and second, to determine whether « varied in a sitting versus
standing condition.

As subjects learned the mean balancing time increased, unequivocally suggesting
that they were getting better at the task. Figure 8.1b shows the change in the value of
the power-law exponent across sessions of learning. A careful look at Fig. 8.1 reveals
that the values of @ range from O to 2 (i.e., 0 < o < 2), suggesting that stick-balancing
dynamics are Lévy-distributed, a finding previously reported by Milton et al. (2004).
The Lévy process can be characterized as an unbounded and unconstrained random
walk. The unbounded, asymptotic character of the Lévy distribution results in an
infinitely variant process, resulting in the absence of the first and second statistical
moments. Figure 8.1 also reveals that the distribution broadens with learning, this
corresponds to a smaller decay in the probability for large step sizes. Behaviorally,
this is manifested as tolerance to stochastic processes: the participant becomes more
tolerant to large changes in fingertip speed with increasing task proficiency.

Our results demonstrate that motor learning results in increased tolerance for large
stick displacements. The decay exponent o was influenced by learning, becoming
significantly smaller with experience and resulting in less severe decay in the proba-
bility for a given velocity step size, P(As, At). Moreover, the decay exponent « for
P(As, Ar) was greater in a sitting versus standing condition. Our results show con-
spicuously that both decay exponents and truncation change with learning, resulting
in an increased tolerance to large fingertip excursions in pole balancing.
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Fig. 8.1 Top-panel: Session 1; blue: session 2; green: session 3. Solid black line represents theoret-
ical Lévy distribution with a @ = 0.95 and scale parameter y = 0.03, b « = 0.98 and scale parameter
y =0.025. The overlaid theoretical Lévy distribution demonstrates both decay exponent « and trun-
cation change with learning in the standing condition. Bottom panel: P(0, At) follows a power-law
distribution for Az =0.002 to 2 s, in the sitting condition. (Reprinted with permission from Cluff
et al. 2009, Public Library of Science)

Our results that stick-balancing trajectories (probability of finger tip speed change
over time interval) are Lévy-distributed, raises important concerns about hypothe-
sized control mechanisms that are based on predictive internal models that employ
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Kalman filters (Mehta and Schaal 2002). Lévy processes are indicative of nonpre-
dictive search processes or foraging. Morover, a conventional Kalman filter assumes
additive Gaussian processes and measurement noise. It is unlikely that a technique
using conventional Kalman filters can be successfully used to model systems with
multiplicative noise that yields power-law distributed variables.

In summary, this study has demonstrated that learning, which reflects changes
between the dynamics of passive and predictive mechanisms, can be captured
by changes in ensemble statistical distributions that capture the spatio-temporal
properties in stick balancing.

Quantifying the Intermittency in Stick-Balancing Dynamics

In the previous section, I reported on the nature of Lévy distributions and power-law
scaling seen in stick balancing. The question that remains is what kind of control
mechanisms are implicated in seeing such a distribution. One interesting possibility
that this observation raises is the presence of intermittent corrections at multiple
time scales. Previous work by Milton et al. (2004) has shown that power-law scal-
ing was also evident in the laminar phases (time intervals) for successive corrective
movements, demonstrating that corrective movements were intermittent. In confir-
mation of intermittent control, behavioral data demonstrated that 98 % of corrective
movements were shorter than our sensory processing delays (~100ms). Numer-
ical analyses have since demonstrated that balance is facilitated in time-delayed
stochastic systems, provided the system is tuned near a stability boundary. In this
case, control could result from stochastic processes that force the fingertip trajectory
back and forth across stability boundaries. It is often argued that intermittent control
might be favored to continuous estimation in stochastic, time-delayed systems as the
computational burden incurred by the CNS is minimized (Milton et al. 2008).

The first goal of our next study (Cluff et al. 2009) was to perform a detailed in-
vestigation of the Lévy-distributed dynamics of stick-balancing fingertip trajectories
and test for the presence of intermittent control mechanisms. To investigate this, we
applied recurrence quantification analysis (RQA) to the fingertip displacement time
series recorded during stick balancing (Webber and Zbilut 1992). An objective of
this study was to quantify the intermittency seen in stick balancing and the changes
accompanying learning. Intermittent systems are characterized by two distinct states,
“off”: a period over which dynamical variables are approximately constant and “on’:
where sudden, intermittent bursting of activity can be seen. In such systems, when
the dynamical variable remains within a certain threshold bound it is quiescent. When
the threshold bound is crossed, the system transitions from the “off” to “on” state,
where a burst of activity might be seen.

The earlier section summarized the work that showed that individuals became
tolerant of large amplitude fingertip displacements with pole balancing experience.
This tolerance reflects an increased robustness to perturbations, a form of dynamical
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stability we sought to quantify. In addition, RQA provides a method for quanti-
fying change in the degree of relative determinism versus stochasticity (%DET),
robustness to perturbations (Lmax), nonstationarity (TREND) all embedded in
pole-balancing fingertip dynamics—a characteristic of the dynamics that might be ex-
pected to change over the course of learning (cf. Riley et al. 1999; Balasubramaniam
et al. 2000; Balasubramaniam and Turvey 2004). Finally, RQA provides a set of
measures capable of indexing intermittency in the control enacted in pole balancing,
including %LAM, vmax, and TTIME.

Recall that in the earlier section, we reported significant differences in learning
the stick-balancing task in the sitting and the standing conditions (Cluff and Bala-
subramaniam 2009). A key objective of this study was to assess the nature of the
difference between the sitting and standing condition. We reasoned that the avail-
ability of greater number of biomechanical degrees of freedom in standing greatly
contributed to the better acquisition of the stick-balancing skill in that condition.
Earlier work has shown that learning can change the orderly recruitment of degrees
of freedom into organized coordinative structures, in a manner that would facilitate
performance (Bernstein 1967; Vereijken et al. 1992).

As with the previous study reported in the section, Spatio-temporal Dynamics of
Stick Balancing, subjects learned to balance a stick in sitting and standing condi-
tions. We analyzed the stick-balancing displacement time-series data using RQA.
Results revealed a number of changes in the dynamics of fingertip displacements
that occurred over the course of learning. RQA also revealed a number of effects
related to the availability of biomechanical degrees of freedom for task performance.
%REC is a measure of temporal correlation. It reflects the tendency for points that
over time return to the same local neighborhood of the reconstructed phase space.
%REC decreased progressively with learning, suggesting that temporal correlation
in fingertip displacement series decreased with experience. Therefore, as participants
became more experienced in balancing, the trajectories in the reconstructed phase
space were less likely to repeat. Figure 8.2 summarizes the findings on recurrence
rate as a function of learning for the sitting and the standing conditions.

Our results also demonstrated that Laminarity index (%LAM), and trapping time
(TTIME,) which index intermittency in the dynamics, were all larger in the standing
relative to sitting condition. Collectively, these results suggest that the underlying
control was more intermittent for the standing condition. In other words, the sys-
tem’s propensity for intermittency was observed in relatively longer phases whereby
the fingertip position was approximately constant. These results are consistent with
a control mechanism that capitalizes on passive motor control dynamics and cor-
rects for pole excursions only when these displacements threaten stability. Such a
mechanism is often termed “drift and correct,” following the work of Milton et al.
(2004).

In summary, we have shown that learning resulted in greater stability of stick
movement trajectories (resistance to perturbation); although they showed a greater
tendency to return to the same areas of the reconstructed phase space. The avail-
ability of greater degrees of freedom in standing resulted in intermittent dynamics
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Fig. 8.2 %REC was moderated by learning and a condition effect. a %REC was dependent on a
learning effect, decreasing progressively from the first through third experimental session. b %REC
was dependent on a condition effect, with %REC greater in the sitting relative to standing condition,
which reveals greater tendency for the dynamic to visit local neighborhoods in phase space in this
condition. (Reprinted with permission from Cluff et al. 2009 @ Elsevier)

at the fingertip and suggested the role of the recruited “coordinative structures” in
minimizing the computational burden on the CNS.

Task-Specific Coupling Between Posture and Hand

As mentioned in an earlier section, stick balancing takes place on top of the usual
balancing and cognitive demands placed on the standing performer. Our results have
also shown overwhelmingly that standing actively contributes to stick-balancing
expertise and the intermittent control mechanisms that are characteristic of learned
performance. Thus, a natural question to study would be: what are the interactions
between the body’s COP and stick trajectories when an actor learns the task of stick
balancing. Cluff et al. (2011) examined this relationship and coupling between hand
and postural displacements during stick balancing.

In this study, participants learned to balance a cylindrical wooden stick on their
index finger while standing in an upright posture. Learning was quantified over four
experimental sessions. Data collection sessions took place every fifth day and were
about 90 min in duration. Subjects performed 30 min of daily practice between ex-
perimental sessions. RQA analyses were performed separately on hand and postural
displacements. Cross-RQA (CRQA) was performed to study the co-time evolution
and relationship between postural and hand displacements as subjects learned the
task. We hypothesized, following the work of Newell et al. (2001) that we reviewed
earlier, that learning would involve a reorganization of postural control to support
stick performance.

In line with our previous studies, finger trajectories became more discontinuous
with learning. But we also noted similar changes in the COP time series, suggesting
that postural sway was indeed facilitating the performance of the “suprapostural”
task of stick balancing. As summarized in an earlier section, this is consistent with
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Fig. 8.3 Coupling strength and dynamical properties of the finger—-COP (F-COP) interaction.
a Recurrence rate (RR) of coupled F-COP trajectories by session. An increase in RRg_cop reflects
the tendency for collective control over finger and COP displacements. b LAMg_cop measures
transitions between coupled and uncoupled F-COP trajectories. Greater LAMg_cop reflects an in-
crease in the density of coupled F-COP trajectory segments. ¢ Average length of coupled F~COP
trajectories by session (TTg_cop; unit: ms). Error bars are the within-subjects standard error of the
mean (SEM). *P < 0.05, **P < 0.01, ***P < (0.001. (Reprinted with permission from Cluff et al.
2011 @ Springer)

previous work suggesting a facilitatory role for postural fluctuations (Balasubra-
maniam et al. 2000; Stoffregen et al. 1999, 2000). As seen in Fig. 8.3, we also
demonstrated that the coupling strength between posture and hand displacement un-
derwent substantial changes as a function of learning. Specifically, CRQA revealed
that cross-recurrence, laminarity, and trapping time systematically changed with
learning. Learning progressively stabilized the coupling between the upper limb and
postural subsystems. In the following, we make the case that this progressive change
in coupling emerged from the development of a hierarchical control system that can
seamlessly switch between controlling the upper limb and postural systems (Newell
etal. 2001).

According to the seminal motor learning model of Newell et al. (2001), individ-
ual subsystems become coupled to structural coordinative relationships to support
performance. In this experiment, we showed the emergence of such coupling with
learning. The improvement in performance can be attributed to two processes (1) at
the level of individual subsystems (seen in learning sessions 1 and 2): decreases in
regularity and discontinuity and (2) the lengthened coupling of the finger and COP
displacements in the third learning session. Interpreting these results in the context
of the model of Newell et al., one could argue that early learning changed the or-
ganization of individual subsystems and later learning influenced their coordinative
relationship.

The increased coordination between the postural and finger subsystems could be
due to either anticipatory (Flanagan and Wing 1997) or reactive mechanisms. We
make the case that COP and finger displacement were controlled by a hierarchi-
cal system that was able to switch intermittently between individual and collective
control of the subsystems in question. Future work should carefully examine how
the individual biomechanical degrees of freedom of the hand and the postural sys-
tem come together in a constrained way to achieve this functional coupling. We are
presently engaged in research that would enable a comparison between end-effector
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analyses (such as the ones presented here) and the contribution of the many redun-
dant degrees of freedom at the disposal of the CNS to the statistical properties of the
end effectors during unstable object manipulation.

Attention and Task Performance

In the previous sections, I have looked at the changing landscape of control
mechanisms that accompany motor learning in stick balancing. We have also seen
in the preceding section about the nature of interactions between posture and hand
displacements that reveal a hierarchical control structure. In recent years, several
studies contributed to a generalized theory of attentional influences on motor
performance (see, Wulf and Prinz 2001, for review). Other work has also examined
the function of attention as being a deterrent to successful task performance
(Beilock et al. 2002; Beilock et al. 2008; Beilock et al. 2008). Stemming from
this research, the “constrained action” theory proposes that attention devoted to
movement execution interrupts the automaticity of performance (Wulf et al. 2001).
Performance, defined as the statistical stability or variability of motor execution, is
dependent on whether attention is devoted to motor execution or outcome. As a test
of the constrained action theory, Cluff et al. (2010), asked if specific task instructions
would influence the way skilled practitioners carry out the stick-balancing task.

We employed six experimental conditions. (1) Posture baseline condition (P):
quiet standing task for 30 s with no explicit instructions. (2) Posture-cognitive dual-
task (P-CDT) condition: subjects performed upright standing while performing a
silent, serial arithmetic task. (3) Posture-stick balancing (P-SB): subjects balanced
the stick in upright stance without specific attentional instructions. (4) P-SB external
focus condition (P-SBEXT): subjects were instructed to “minimize deviations of
the stick from the vertical.” (5) P-SB internal focus condition (P-SBINT): subjects
were instructed to “focus on minimizing hand and finger movement.” (6) P-SB-CDT:
subjects performed a CDT while standing and balancing a stick. The methods used
in this experiment are reported from Cluff et al. (2010).

We hypothesized that both postural and suprapostural components of the stick-
balancing task would be stabilized by a task-irrelevant external focus of attention
(P-SB-CDT). We predicted that an internal focus of attention would compromise
dynamical stability in the stick-balancing task, resulting in variable COP and
FINGER trajectories. In confirmation of the hypothesis, FINGER and COP trajecto-
ries were least variable when participants partitioned attentional resources between
stick-balancing and cognitive task components, corresponding to an external, task-
irrelevant focus (P-SB-CDT). In contrast, COP and FINGER displacements were
least stable when the focus of attention was internal. Performance stability for the ex-
ternal, task-relevant condition was similar to control performance (P-SB). Figure 8.4
summarizes this effect.

It is interesting to note that our results did not directly support the constrained
action theory proposed by Wulf et al. (2001). According to this theory, performance
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Fig. 8.4 The statistical stability of postural and suprapostural performance is dependent on focus of
attention for balancing. COP and fingertip trajectories were least variable when stick balancing was
performed with a concomitant cognitive load. a RMS COP and b RMS FINGER were reduced in
the P-SB-CDT. Of particular interest was the stabilizing effect of cognitive load for stick-balancing
performance. Finger trajectories were approximately half as variable in P-SB-CDT relative to other
conditions. Error bars represent + 1 SEM. (Reprinted with permission from Cluff et al. 2010 @
Springer)

variability is decreased, accompanied by increased frequency components when the
attentional focus is external (minimizing movement of the stick). And conversely,
performance variability is increased when attentional focus is internal (focus on min-
imizing finger displacements) with a slower frequency component dominating. Our
data did not confirm these predictions. However, we showed that greatest reduction in
performance variability was seen when performing a CDT, thus, taking the attentional
focus away from the task of standing upright and concurrently balancing the stick.

It is important to underscore that previous studies of attentional focus did not deal
with situations where there was an indistinct perceptual boundary between the body
and the object being controlled. As originally noted by Gibson and later by investi-
gators that study human and primate tool-use, handheld objects are often perceived
as extensions of the body itself. This phenomenon, also known as exproprioception,
needs to be considered in the context of the constrained action theory, proposed by
Waulf and colleagues. Our results also showed that focusing on activity irrelevant
to the physical task at hand (performing the concurrent cognitive task) was most
beneficial to performance.

Note that all the participants in this study were skilled, having learned the stick-
balancing task successfully. It is important to consider focus of attention in the
context of Bernstein’s ideas on expertise and its development. Although actors focus
on moving body parts in the early stages of skill acquisition, attention shifts to wielded
objects in the advanced stages of skill (Bernstein 1967). Advanced tennis players tend
to focus on the ball or end point of the trajectory for a successful return, rather than
the racquet or limb. In the stick-balancing case, there is no clear boundary between
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where one ends and the other begins. Therefore, it is likely that stick balancers at
earlier stages of skill acquisition show stronger differences as a function of attentional
focus. Following this study, one could predict that task-irrelevant focus would not
benefit less experienced stick balancers (Milton et al. 2008).

General Discussion

Goal-directed motor tasks commonly require the use of objects, tools, and imple-
ments to interact with our environment. Dynamic object interactions can vary in
terms of the rigidity, geometry, and stability of manipulated objects, yet, we formu-
late adaptive motor responses that accommodate differences in the task, context, and
object mechanics. Knowledge of the underlying control mechanisms and learning
processes is imperative for understanding the basis of skilled object manipulation.
The four studies presented in this review chapter used an inverted pendulum (i.e.,
stick) balancing paradigm to investigate skill acquisition and elaborate the task- and
context-dependent attributes of unstable object control.

In the first study, we evaluated the statistics of the spatio-temporal properties of
stick displacement (Cluff and Balasubramaniam 2009). After establishing that learn-
ing resulted in a systematic increase of balancing time, we fit our data to theoretical
Lévy distributions. Results showed the probability of fingertip speed increase over
analyzed time scales was Lévy-distributed and that this distribution changed with
learning. Essentially, motor learning caused systematic increase in the prevalence of
upper limb displacements in the standing condition, a feature less visible in seated
subjects.

Motivated in part by the observations of Cabrera and Milton (2002) that angu-
lar stick fluctuations occur on timescales shorter than estimated voluntary control
delays (~100ms) and show amplitude variations that are characteristic of on—off
intermittency, we quantified the nature of this intermittency using modern analytic
tools based on a numerical phase space reconstruction method (RQA). Provided that
angular stick fluctuations are intermittent, we hypothesized that upper limb displace-
ments would be composed of two independent timescale components differentiated
by their correlative properties. We additionally hypothesized that the temporal struc-
ture of upper limb corrections would be modulated by the balancing context. We
used a numerical phase space reconstruction method (cf. Webber and Zbilut 1992;
Marwan et al. 2007) to determine whether the switching time to feedback control
was dependent on motor learning and the balancing context. We demonstrated (Cluff
et al. 2009) that upper limb displacements are indeed composed of two independent
timescale components: a fast stochastic component and slow closed-loop feedback
control. Our results revealed that the discontinuity, stability, and regularity of up-
per limb displacements changed systematically across training sessions. Another
important finding was the differential control evoked by changes in the balancing
context. We found that the average time interval between upper limb corrections was
substantially shorter for the seated balance.
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Our studies raise important concerns for studies that employ the Kalman filter
algorithm (Kalman 1960), commonly seen in studying systems with assumed mo-
tor and sensory noise. The limitation of the Kalman filter is that it is designed to
handle Gaussian-distributed additive noise. I believe that the discovery of Lévy dis-
tributions in fingertip displacements questions the validity of using control models
used by Mehta and Schaal (2002). I strongly suggest the use of suitable estimation
algorithms (Gordon et al. 2006; Sinha et al. 2007) that are designed to be sensi-
tive to Lévy distributions. Although it is well established that variability in muscle
force production increases with movement amplitude, state-dependent motor noise
is commonly assumed to be negligible (for review, see Todorov 2005). Future studies
should carefully consider the role of stochasticity in the CNS in the development of
state estimation models.

Complex motor tasks often involve the coordination of posture and voluntary arm
movements. In the third study, we performed an innovative analysis that investigated
the learning-dependent coupling of posture and upper limb dynamics (cf. Marwan
etal. 2007). We interpreted our results from the perspective of a hierarchical learning
model (Newell et al. 2001) and this study was among the first to quantify learning and
control at multiple levels of the motor system. Our results corroborated the model of
Newell etal. (2001) and demonstrated that skill acquisition involved two independent
learning processes. First, we found that posture and upper limb control were governed
by intermittent balancing strategies and that the time interval between corrections
increased systematically across the investigated training period. The second learning
effect involved the incremental occurrence and lengthened the coupling of correlated
posture-upper limb trajectories.

Thus, I can make the case in which posture-upper limb coordination is contingent
on a state-dependent (de)coupling mechanism. I have additionally proposed that the
abrupt decoupling of posture-upper limb trajectories is caused by the instability of
subsystem dynamics. Our rationale is supported by the observation that human feed-
back parameters are often tuned near instability. Thus, we anticipate that perturbing
forces applied to the tip of the stick would induce the abrupt dissociation of posture-
upper limb coupling to enable independent subsystem corrections. State-dependent
posture-upper limb coupling is a plausible control mechanism and is similar to the
spontaneous recruitment of body segments that has been shown to intermittently
stabilize intereffector coordination (Buchanan and Kelso 1999).

Finally, I tested the constrained action theory (Wulf and Prinz 2001) using explicit
attentional manipulations during unstable object control. Performance variability
increased irrespective of whether participants focused on minimizing fingertip or
stick displacements. Thus, explicit instruction (relevant to the task at hand), in-
creased task variability and was in fact counterproductive (Beilock et al. 2002, 2008;
Beilock et al. 2008). However, the performance of a task-irrelevant cognitive task
reduced performance variability of both stick-balancing and COP displacements.
The critical time for switching to corrective movements also increased for both out-
come and execution-oriented attentional manipulations. It is likely that participants
shifted to a slower and possibly more conscious corrective mechanism. Note that
the general failure to support the constrained action theory might have been due to
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the fact that our participants were expert stick balancers. Novice subjects are more
likely to be influenced by this manipulation (Beilock et al. 2002) since they lack
specific knowledge about the interaction between limb and object dynamics. Such
participants might gain more from outcome-oriented feedback (Todorov et al. 1997;
Malone and Bastian 2010).

The stick-balancing problem is thus a rich problem that provides the opportunity
to explore a variety of issues in motor control and learning. By employing techniques
that have borrowed from statistical mechanics, we have established how task-specific
changes can be observed at different spatial and temporal scales as a person learns
to master this complex task. Future research should reveal the role of multiple joints
and the collective error correction formed to solve the stick’s dynamics and experi-
mentation that involves manipulating the physical dynamics of the stick itself. This
research will further add to our understanding of the complex interactions between
the task, actor, and environment during the acquisition and performance of unstable
object manipulation.
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Chapter 9
Intermittent Motor Control: The ‘“drift-and-act”
Hypothesis

John G. Milton

Introduction

The voluntary movements of a skilled individual, such as an athlete, dancer, martial
artist or musician, are a marvel to behold: precise and reproducible while at the same
time smooth and effortless. Yet this impression of perfect motor control does not sim-
ply reflect the output of a “better wired” nervous system. Practice is required to both
acquire and maintain the skill level. Moreover, under appropriately stressful condi-
tions, skilled performances can rapidly deteriorate, a phenomenon known as choking
(Beilock 2011). These observations strongly suggest that expert motor control must,
at least in part, have a dynamical basis. Surprisingly, all of this is accomplished by a
nervous system that is both noisy and delayed (Milton 2011). How is this possible?

Three observations motivate a reassessment of the role of sensory feedback in
motor control: (1) the performance of movements is enhanced by sensory feedback
(Kuiken et al. 2007; Suminski et al. 2010); (2) time-delayed feedback is capable of
providing fast (Cabrera and Milton 2002), and even anticipatory (Voss 2000; Stepp
2009), control; and (3) noise has beneficial effects on motor control (Priplata et al.
2002; Matthews 1996; Harris and Wolpert 1998). The fundamental difficulty for
controlling a complex voluntary movement using a time-delayed and noisy nervous
system is deciding whether an observed departure from a goal should be acted upon
or not (Milton et al. 2008). One strategy is to wait before making a response, thereby
relying on the possibility that the deviation might be counteracted just by chance.
On the other hand, there is the temptation to act quickly and correct all deviations.
Here the problem is that a deviation observed at time ¢ cannot be corrected until
time ¢+ t later, where t is a delay. Thus it becomes possible that the corrective
movement and the noisy perturbation at time ¢4 7 are in the same direction. This
leads to the phenomenon of “over control” which is typically destabilizing. Control
theoretic arguments suggest that the best control strategy in the presence of noise
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is an intermittent one in which active corrections are made only when deviations
exceed a threshold. This conclusion is true whether the time delay is zero (Todorov
and Jordan 2002; Todorov 2004) or not zero (Stépan and Insperger 2006; Insperger
2007; Bottaro et al. 2008; Milton et al. 2008; Asai et al. 2009; Milton et al. 2009a,
2009c; Gawthrop et al. 2011).

An experimental paradigm for investigations into the role played by noise and
delay in the control of a complex voluntary task is stick balancing in 1-D (Foo et al.
2000; Jirsa et al. 2000), 2-D (Mehta and Schaal 2002; Bormann et al. 2004; Cabrera
et al. 2004; Patzelt and Pawelzik 2011; Milton et al. 2011), and 3-D (Cabrera and
Milton 2002; Mehta and Schaal 2002; Cabrera and Milton 2004a, 2004b; Cluff
and Balasubramaniam 2009; Milton et al. 2009a, 2009b; Cluff et al. 2010, 2011).
Stick balancing is particularly well suited for studying the development of skill
and expertise since skill levels can be increased 10—100 fold within a few days of
practice. The first section takes advantage of graphical techniques to illustrate basic
concepts of time-delayed feedback control. It is argued that the effects of noise are
anticipated to be most important when control is tuned near the “edge of stability”.
The next section introduces the basic paradox of the development of stick-balancing
skill, namely, even under conditions where negative feedback is ineffective, skill
increases dramatically with practice. The next two sections argue that the interplay
between noise and delay can make stick balancing easier to perform. This possibility
potentially minimizes reliance on anticipatory, or predictive, control strategies. First,
near the edge of stability, the noise can postpone the onset of instability and also
can result in a passive type of control in which corrective movements are made
intermittently. Second, the drift and act hypothesis extends these ideas to situations
in which control is achieved using a “safety net” network topology. In this context,
corrective movements are made intermittently as thresholds are crossed. The final
section directs attention to a number of outstanding issues.

Background

All of the movements made by an organism must ultimately be consistent with
Newton’s laws of classical mechanics. These equations of motion account not only
for forces generated by muscle activations, but also for those forces related to the
biomechanical properties of the body and those related to the environment in which
the movements occur (Chiel and Beer 1997; Milton et al. 2004). Consequently,
mathematical models for the feedback control of movement are differential equations
of the general form

X(1) + bx (1) + cx(t) = Feontro(x(2), X(1), X(1)) 9.1

where b, ¢ are positive constants and x(t), x(¢), X(¢) are, respectively, the displace-
ment, velocity, and acceleration of the controlled variable. The function Fi,u01
describes the action of the proposed controller. I have introduced the notation
X(t) = dx/dt and X(t) = d*x /dt>.
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Neural control of movement adds two complexities to Fiy0;. First, neural con-
trollers are time-delayed. The time delays arise because axonal conduction velocities
are finite and distances between neurons and muscle cells can be appreciable. Reac-
tion times, a basic measure of neural processing speed (Gabbard 2004), can be of the
order of hundreds of milliseconds and increase further as task complexity increases
(Hick 1952).

Second, the nervous system behaves as a very noisy environment (Areili et al.
1996; Fatt and Katz 1950; Riani and Simonotto 1994). The sources of noise range
from the fluctuations in the opening and closing of ion channels to “chaotic noise”
generated by neural circuits such as the recurrent inhibitory loop (Mackey and an der
Heiden 1984). Moreover noise can enter as an approximation to the large number of
uncorrelated inputs (= 10*) that a neuron in the cortex receives (Eq. 9.1). The effects
of noise on motor control cannot be neglected since noise has been shown to have
beneficial effects (Priplata et al. 2002; Matthews 1996; Harris and Wolpert 1998).

Taken together, these observations suggest that Eq. 9.1 becomes the delay
differential equation (DDE)

-x(t) + bx(t) + ax(t) = Fcuntrul(-x(t - T), .X(t - T), x(t - t),%-(t)) (92)

where & (¢) describes the noisy inputs and for simplicity we have replaced a measured
distribution of neural delays with the mean value, 7. In the absence of noise, feedback
depends on both x and x, namely we have so-called PD-control (Stepan 2009).
However, the measurement of x in the presence of noise is problematic and thus the
role of x in neural control remains uncertain. Recently, it has been argued that the
feedback for balance control also depends on X (Lockhart and Ting 2007). Indeed
neural mechanoreceptors measure force. However, a consideration of the effects of
noise on the properties of neutral DDEs, i.e., differential equations in which the delay
occurs in the highest derivative, is beyond the scope of this discussion.

The effects of delay on control can be illustrated by considering the first-order
delay differential equation (DDE) with negative feedback (Fig. 9.1a). Well studied
examples include, for example, the pupil light reflex (Longtin and Milton 1989;
Bressloff et al. 1996; Bressloff and Wood 1997), respiration (Mackey and Glass
1977), gene expression (Yildirim et al. 2004), and blood cell dynamics (Mackey
1979). The DDE takes the form

() + kx(t) = F(x(t — 1)) 9.3)

where k is a positive constant, x(t), x(f — t) are, respectively, the values of the state
variable at times ¢, f — T and F' describes negative feedback, namely feedback that
acts to decrease its own value. In order to obtain a unique solution to Eq. 9.3, it is
necessary to choose an appropriate initial condition. When t = 0 the initial condition
corresponds to the value of x() measured at a single instance in time, x(#y). However,
when 7 > 0, the initial condition takes the form of an initial function defined over a
time interval of length t, namely, ®(s), s € [— 7, 0]. If we define the dimension of a
dynamical system as the number of initial values that must be specified to uniquely
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Fig. 9.1 a Schematic FEEDBACK
representation of a a —
time-delayed negative T
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determine the solution, then we see that Eq. 9.3 corresponds to an infinite dimensional
differential equation.

The fixed-point, or control set point, of Eq. 9.3, x*, is obtained by setting x(¢) = 0
and then solving the equation

kx* = F(x*)

In order to determine the stability of the fixed-point, namely the response of Eq. 9.3
following a perturbation away from x*, we define u(f) = x(¢) — x* and then linearize
Eq. 9.3 about the fixed-point to obtain

i(t) + ku(t) = du(t — 7) (9.4)

where the slope of f evaluated at x* is d < 0 since we have negative feedback.
Next we assume that solutions of Eq. 9.4 are of the form u(¢) ~ ¢*'. Substituting
into Eq. 9.4, we obtain the characteristic equation

Atk =de 9.5)

In general, ) is complex, namely A = y + jf where j = +/—1 and fis the frequency.
Hence the transcendental equation (Eq. 9.5) has an infinite number of solutions.

! The transcendental nature of (Eq. 9.5) can be readily seen by writing e =2"/** = cosRrwt) —
j sin2rwr).
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The condition for stability is that the real part, y, of all of the eigenvalues (real
and complex) must be negative. The stability boundary corresponds to y = 0. Using
this observation, we can re-write Eq. 9.5 as

LSRN

] +J 7= e (9.6)
Asisshownin Fig. 9.1b, this equation can be solved graphically in the complex plane:
the left-hand side is a straight line and the right-hand side is a circle (MacDonald
1989). When the straight line intersects the circle, the fixed-point, x*, loses stability
and a stable limit cycle appears for physiologically relevant choices of F (Longtin and
Milton 1989). Clearly whether instability occurs depends on the interplay between
T and the reflex gain

IfG < 1,ie., k> d,x"isstable forall 7. When G > 1 the fixed-point can lose stability.

A sudden change in stability as a parameter (in this case G or t) is changed is
called a bifurcation. Bifurcations, in turn, are classified in terms of the behaviors
that arise when the fixed-point becomes unstable. In the case of Eq. 9.3, there is an
exchange of stability: the fixed-point becomes unstable and a stable limit appears
(Longtin and Milton 1989). Bifurcations of this type in which a limit cycle is created
are called Hopf bifurcations: in this case it is a supercritical Hopf bifurcation (see
the following section).

The prediction that an oscillation arises when the fixed-point of a time-delayed
negative feedback control loop becomes unstable can be confirmed experimentally
in the pupil light reflex by focusing a narrow beam of light onto the edge of the pupil
(Stark and Cornsweet 1958). This corresponds to high-gain feedback since light
either reaches the retina or is blocked by the iris. The period, 7, of these oscillations,
referred to as the pupil cycle time, is ~900-1000 ms and is in agreement with the
prediction of Eq. 9.3 that 2t < T < 4t (Longtin and Milton 1989).

Our focus is on the interplay between random perturbations (“noise”) and t on
control. There are two distinct ways in which noise can influence dynamics. Additive
noise refers to the situation that the effects of noise are independent of the state of
the system and hence Eq. 9.3 becomes

X(t) +kx(1) = f(x(t — 1)) + 814 .7)

where £(t) 4 is, for example, Gaussian distributed white noise. The alternative is that
noise affects the system in a state-dependent, or multiplicative, manner for which
Eq. 9.3 becomes

X(1) + kx(1) = f(x(t — 1)), 6()y) 9.8)

A well-known example of multiplicative noise arises in the Hodgkin-Huxley model
of aneuron. Membrane noise reflects fluctuation in conductance: its effects on current



174 J. G. Milton

are proportional to the product of conductance and membrane potential and hence are
state-dependent. Equations 9.7 and 9.8 are stochastic delay differential equations and
the effects of noise must be taken into account to obtain a solution. In contrast, the
uncertainties in measurements of a variable are added to the solution of the dynamical
system of equations. Although the effects of multiplicative and additive noise differ
when v =0, they are often quite similar when 7 #0 (Longtin et al. 1990; for a
possible exception see Sect. 4.2). This observation may be related to the equivalence
of the effects of additive and multiplicative noise for discrete dynamical systems
(Crutchfield et al. 1982; Linz and Liicke 1986): a DDE reduces to a discrete map in
the singular perturbation limit.

A mantra of modern day dynamical systems theory is that complex dynamical
systems tend to self-organize near stability boundaries (Guckenheimer and Holmes
1983; Venkadesan et al. 2007). This scenario is anticipated to emphasize effects that
arise from the interplay between noise and delay. Let 7 = 0 and consider the response
to a perturbation as a control parameter, i, approaches the critical value at which the
supercritical Hopf “bifurcation” occurs, (g, from below: perturbations away from
the stable fixed-point are damped out less and less quickly. This “slowing down”
phenomenon is a manifestation of the fact that the real part of the principal eigenvalue
approaches 0 as ;t — o . At o, noise dominates the dynamics since the stable limit
cycle has zero amplitude! However, it is also true that a system tuned at, or near to, o
can change very quickly in response to a perturbation (Freeman et al. 2006). Indeed
the control of high performance jet fighters is tuned in this manner for exactly this
purpose. Even in the case where 7 7 0, the dynamics are dominated by the critical
behaviors that arise as the real part of the first complex eigenvalue pair to become
unstable becomes zero (Longtin et al. 1990; Ushida 2011). Thus the dynamics of a
negative feedback control loop tuned near the edge of stability can primarily reflect
the interplay between noise, delay, and possibly certain nonlinearities in the dynamic
system. Experimental and computational observations indicate that this interplay
between noise and delay can itself stabilize, at least transiently, the unstable fixed-
point (Cabrera and Milton 2002; Milton et al. 2008, 2009¢).

The Control Dilemma

The challenge faced by a stick balancer is to maintain a stick balanced in the upright
position by moving their fingertip. The problem is that the upright position is unsta-
ble: even the slightest deviation from vertical causes the pendulum to topple over.
The ability of a control mechanism to stabilize an inverted pendulum is a widely used
benchmark: the better the control, the more robust the controller. Thus the mathe-
matical observation that the upright position can be stabilized using time-delayed
negative feedback has fueled an extensive literature on this subject (for recent re-
views see Stepan 2009 and Milton et al. 2009b). The present day “state of the art”
mathematical models assume that (1) the feedback is linear (for notable exceptions
see Sieber and Krauskopf 2004a, b); (2) the feedback functions as a PD-controller
(Stepan 2009); and (3) the upright position corresponds to a stable fixed-point of the
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Fig. 9.2 Comparison of the 250
neural delay, t,, to the critical A Q
delay calculated using Eq. 9.9 2
(solid line). The methods used 200} o

to estimate 7, were response
to mechanism perturbation
(0O), cross-correlation (0) and  » 150} o
response to a visual blank-out

(A)

> D>

DELAY (m
o

50

40 60 80 100
LENGTH (cm)

dynamical system. Irrespective of the details of the model, an essential condition for
stability is that the neural feedback delay, t,, be less than a critical delay, 7., that
depends on the length, £, of the stick (Stepan 2009; Milton et al. 2009b)

14
T, <T.=, |— 9.9)
3g

where g is the acceleration due to gravity.

Time Delays for Stick Balancing

Three approaches have been tried to estimate the time delay for stick balancing: (1)
measurement of the response time to a small mechanical perturbation (Mehta and
Schaal 2002); (2) measurement of the recovery time following a prolonged visual
blank out (R. Meyer and J. Milton in preparation); and (3) calculation of the cross-
correlation between the position of the stick and the corrective movement made by the
fingertip (Cabrera and Milton 2004a; Milton et al. 2009a). Figure 9.2 compares the
measured t, versus . as a function of £. As can be seen the estimates of t,, are typically
longer than 7. The exceptions occur when 7, is measured from the cross-correlation
function. Estimates of the delay using the cross-correlation function are currently
considered to be less reliable than these other approaches (van der Kooij et al. 2005):
for a different opinion see (Berger et al. 1989). Thus in the following discussion, we
do not consider latencies measured using the cross-correlation function.

The stick lengths commonly studied for stick balancing range from 0.29-0.91 m,
most often ~ 0.55-0.56 min our laboratory. These stick lengths are too short to permit
the existence of a stable upright position using negative feedback. If we assume that
T, ~ 225 ms, then stability requires that £ > 1.49 m. However, it should be noted
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Fig. 9.3 Stick balancing
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that the stability criterion given by Eq. 9.9 is derived for stick balancing in 1-D.
Symmetry considerations suggest that this condition would be similar in 2-D (T.
Insperger, personal communication) and perhaps would be slightly shorter in 3-D
(S. A. Campbell, personal communication). In the remainder of the discussion, we
assume that 7, > t..

Survival Functions

The dominant feature of stick balancing, especially for novices, is that the stick
eventually falls. A key concept for the analysis of an unstable and noisy dynamical
system is the first passage time (Milton et al. 2008). The first passage time is the
time that it takes for a trajectory starting close to the unstable fixed-point to exceed a
threshold located a finite distance from the unstable fixed-point. The survival function
provides an estimate of the probability that a given stick balancing trial (a realization
of a first passage time) lasts longer than time z.

The stick survival function can be estimated by, for example, measuring the time
it takes for the stick to fall for, let us say, 25 consecutive stick balancing trials. The
survival function is a plot of the fraction of sticks still balanced at time #, P(f,5. > 1),
as a function of time (Fig. 9.3). These survival curves resemble the Weibull survival
function

P(tesc > t) ~ eXP[—(kf)a]
where o« and & are positive constants (Cabrera and Milton 2004b; Cabrera et al. 2006;

Cabrera and Milton 2012). These observations emphasize that stick balancing at the
fingertip is best described as a transient stabilization of an unstable upright position.
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Fig. 9.4 Mean stick survival times, {2, as a function of days of practice for 11 subjects

Skill Development

It has been shown that when time is rescaled by #/t1,,, where 1, is the mean stick
survival time measured on a given day, the survival curves collapse onto a single
survival curve (Cabrera and Milton 2012). This observation implies that #,, is a
relevant time scale for the development of stick balancing skill. Figure 9.4 plots 7, as
a function of days of practice. Each practice day consisted of the subject performing
stick balancing as long as it takes to accumulate 10—15min of total balance time
(typically <1-2h depending on the skill level of the subject). The time course for
the development of skill, i.e., the increase in 7,5, shows considerable variability
between subjects. Although about 40-50 % of subjects became highly skilled (¢, >
10min), others achieved only moderate skill levels (#;2 <2min). Increases in #;,»
with practice were not necessarily monotone: indeed those individuals who became
most skilled often demonstrated a decrease in skill before the skill increased (e.g.,
S3 and S6). The observation that not all individuals become highly skilled despite
practice is also seen in the acquisition of other complex voluntary motor tasks, such
as ball throwing (Halverson et al. 1982).

It is important to note that in our laboratory the stick balancing task has purposely
been made as difficult as possible to ensure that different skill levels can be readily
identified. Thus, subjects are required to remain seated in a chair with their back
against the back of the chair at all times. However, the fingertip, hand, and arm
of the balancing limb are allowed to move freely in 3-D. An alternate strategy is
to allow the subject to stand while balancing the stick at their fingertip (Cluff and
Balasubramaniam 2009; Cluff et al. 2010, 2011). Subjects report that this version
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of stick balancing is easier and longer survival times are observed. However, key
statistical properties, such as a Lévy distribution for the changes in speed made by
the fingertip, are similar in both paradigms (compare Cabrera and Milton 2004a with
Cluff and Balasubramaniam 2009).

Stabilization with Noise and Delay

Human stick balancing poses a similar challenge to neuroscientists as determining
the mechanism for the flight of a bumblebee posed for acronautical engineers (Wang
2000): it should be impossible, but nonetheless the organism performs very well!
One possibility is that the nervous system employs some form of inverse model
or predictive mechanism to anticipate the movements of the stick (see Discussion).
However, a predictive mechanism capable of stabilizing in the presence of noise and
delay has not yet been fully identified for stick balancing (Mehta and Schaal 2002).
In this section and the next, we consider the possibility that the interplay between
noise and delay makes the balancing task easier.

Postponement of Instability

The effects of the interplay between noise and delay on the value of a critical param-
eter were first studied in the context of the pupil light reflex modeled using the DDE
(Longtin et al. 1990)

ckK"

(9.10)
where b, ¢, K are constants, A is the pupil area, and reflex gain is proportional to
n. The results are most easily understood by making reference to the bifurcation
diagram for a supercritical Hopf bifurcation shown in Fig. 9.5a. The bifurcation
occurs when n = ng. The characteristic of this type of Hopf bifurcation is that there
is an exchange in stability: the stable fixed-point becomes unstable; a stable limit
cycle appears whose amplitude grows as /n — ng.

Numerical simulations of Eq. 9.101ed to the prediction that noise shifted ny to
a new position, ng, located to the right by an amount that was proportional to the
variance, o2, of the noise and inversely proportional to its correlation time (Fig. 9.5b).
This effect was seen whether the noise was multiplicative

c(t) = co + o*E(t)
or additive

b(t) = by + 0*&(t)
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Fig. 9.5 a Schematic representation of a supercritical Hopf bifurcation. The solid lines represent
stable solutions and the dashed lines the unstable solutions. In this diagram multiplicative noise
produces horizontal transitions and additive noise produces transitions in the vertical direction.
b Postponement of the bifurcation for Eq. 9.10 as a function of the intensity o> of multiplicative
noise. The order parameter is the distance between the two maxima in the probability density
that occurs when the fixed-point become unstable. Similar results are obtained for additive noise.
(Longtin et al. 1990)

where cg, ko are positive constants and &£(¢) describes exponentially correlated
Gaussian distributed noise.

Although Eq. 9.10 successfully predicted the nature of the amplitude and period
fluctuations at oscillation onset for the pupil light reflex, it was not possible to directly
confirm the postponement of instability experimentally. In the presence of noise,
the occurrence of a Hopf bifurcation is identified when the unimodal stationary
probability density characteristic of a noisy fixed-point is replaced by a bimodal
probability density whose two maxima separate as n increases. It was practically
impossible to construct these densities given the short length of the available time
series.

Recently it has been shown that a postponement of instability related to the effects
of multiplicative noise occurs in a linearized model of an inverted pendulum with
time-delayed feedback (Ushida 2011)

6(1) + TO@1) + gb(t) = GE@)O(E — 1) 9.11)

where 0 is the vertical displacement angle, I' = 3k;/m,q = 3g/¢,m is the stick
mass and kq is the damping coefficient. In this model, multiplicative noise enters
through the gain where

GE() = Gy + oE(1)

and &(¢) is Gaussian-distributed white, i.e., delta-correlated, noise whose mean and
variance are respectively, 0 and o2, It should be noted that in contrast to Eq. 9.10, a
stable solution does not exist for Eq. 9.11 once the fixed point becomes unstable. It
was shown that for appropriate choices of G and q, the instability was postponed.
In other words, for a given value of Gy, the value of q which destabilized the upright
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Fig. 9.6 a Temporal series of cosf for a 0.62 m stick balanced at the fingertip. The inset defines
how the laminar phases are estimated: ¢ refers to the time between successive crossings of a
threshold (dotted) line in the upward (corrective) direction. b Normalized laminar phase probability
distribution P(8¢). The solid line represents a power law with exponent —3/2 and the vertical dashed
line indicates 7, ~ 0.225 ms

position was larger (the length of the stick was shorter). This prediction was confirmed
experimentally using a seesaw-cart paradigm (Ushida 2011). Moreover, it was found
that near the noisy stability boundary, 6(#) more rapidly converged to the upright
position suggesting that maneuverability was increased

On-Off Intermittency

The first experimental evidence that multiplicative noise played an important role in
human stick balancing was obtained by measuring the fluctuations in 6 for 1-D (Foo
et al. 2000; Jirsa et al. 2000) and for 3-D (Cabrera and Milton 2002). Figure 9.6a
shows a plot of cos 6 measured in 3-D using high speed motion capture cameras as
a function of time. Since cosf = Az/£,cos@ is a measure of the difference Az in
the vertical positions of the top and bottom of the stick. As can be seen, 6 varies
irregularly and, in particular, its average value is not precisely vertical (cos 6 = 1), but
is displaced slightly from vertical. In physical sciences, a time series which undergoes
rapid and irregular changes in amplitude raises the issue of intermittency. To test this
possibility, it is necessary to measure the statistical properties of the laminar phases,
namely, the length of the time interval, 7, between successive corrective movements.
A corrective movement is defined as a movement which crosses a threshold in the
upward (corrective) direction (see insert in Fig. 9.6a). Figure 9.6b shows that a log—
log plot of the probability, P(6t), of a laminar phase of length 67 versus &7 is linear
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with slope —3/2. Surprisingly, >98 % of the §¢ are shorter than estimates of 7, for
stick balancing (Fig. 9.2).

It was found that a —3/2 power law could be generated by slightly modifying
Eqg.9.11 to

6(t) + TO(t) + g sin0(t) = GE@)O(t — 1) 9.12)

and adjusting the parameters to tune control sufficiently close to the edge of stability
so that the feedback gain can be stochastically forced back and forth across the
boundary (Cabrera and Milton 2002). This mechanism for generating a —3/2 power
law is called on—off intermittency. It should be noted that for sufficiently small 6, we
have sin 6 ~ 6. Thus the fact that Eq. 9.12 generates a power law, but Eq. 9.11 does
not, emphasizes the importance of the larger 8 for generating a power law.

The above observations suggest that in the presence of noise, the upright posi-
tion of a stick can become statistically stabilized (Cabrera and Milton 2002). This is
because the fluctuations in 6 resemble a random walk whose mean value is approx-
imately zero. Subsequently the importance of the initial function, ®, for transiently
stabilizing an unstable fixed-point was recognized through an analysis of the simpler
DDE with additive noise (Milton et al. 2009c)

x(t) — kx(t — 1) = 02£(1) (9.13)

where k > 0. When o2 = 0, the fixed-point is unstable. Suppose we chose x(ty) =0
and the initial function so that ®(s) < 0, for all s € [—1, 0). The effect of ®(s) will be
to transiently delay the escape of x(¢) — +oo. This observation can be extended to
include other choices of ®(s). This phenomenon also occurs if Eq. 9.13 is represented
as a delayed random walk (Milton et al. 2008). The point is that memory of the past
can transiently act as a kind of negative feedback that pulls the system back towards
the fixed-point.

An interesting historical note concerns the question as to whether the control
system is tuned to the stable side of the stability boundary or to the unstable side. In
the original numerical studies by Cabrera and Milton (2002), it was assumed that the
control system was tuned slightly to the stable side of the stability boundary for the
deterministic (“noise-free”) system. This choice was made to simplify the numerical
simulations. However, subsequent observations indicated that the control system
was most likely tuned to the unstable side of the stability boundary (Cabrera et al.
2006). The observation that the stochastic stability boundary is located to the right
of the deterministic stability boundary is consistent with the recently demonstrated
noise-induced postponement of instability (Ushida 2011) discussed in the previous
section.

Drift and Act Control

The existence of a power law for stick balancing does not readily identify the nature
of the underlying neural control mechanisms. Indeed a —3/2 power law can be gen-
erated by a large number of different mechanisms (for a useful reviews see Sornette
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speed of the fingertip, AV, as
a function of expertise for
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and the distribution (A) was
measured after 10 days of
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2004, Newman 2005) and, in particular, are characteristic of adaptive control strate-
gies (Eurich and Pawelzik 2005; Patzelt and Pawlezik 2011). Here we suggest that
some form of a “drift and act” control strategy underlies these power law behaviors.
The “drift and act” hypothesis posits that active corrections (“act”) are made only
when fluctuations exceed a threshold. For small fluctuations (“drift”), the control is
provided through intrinsic mechanisms which include biomechanical properties and
the interplay between noise and delay (Milton et al. 2008, 2009a, 2009b, 2009c).

A drift and act hypothesis is suggested by considerations of the probability dis-
tribution, P(AV), for the changes in speed, AV, made by the fingertip during stick
balancing: the central portion of P(AV) for the more skilled stick balancer represents
“drift” and the broad shoulders represent “act” (Fig. 9.7). As skill increases, P(AV)
develops broad shoulders characteristic of a Lévy distribution (Cabrera and Milton
2004a; Cluff and Balasubramaniam 2009). Lévy-type distributions are characteristic
of intermittent movement patterns ranging from the movements of microglial cells
in brain slices (Grinberg et al. 2011) to Drosophila flight patterns (Reynolds and
Frye 2007). This interpretation reflects the fact that intermittent dynamics can arise
from the interaction between two opposing forces: a destabilizing and a delayed
stabilizing force (Cabrera 2005).

Nested Control Loops

A possible realization of this mechanism would be a fixed-point whose basin of
attraction is of the same order of size as the magnitude of the random perturbations
that it receives (Milton et al. 2009a). In this setting, stability would be increased by
constructing a “safety net” so that whenever trajectories escape the basin of attraction,
they are redirected back inside (Cabrera and Milton 2012; Guckenheimer 1995).
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Physiological control typically involves multiple feedback loops, each of which is
associated with a different time delay and sensory threshold (Glass et al. 1988; Glass
and Malta 1990). For example, the visual threshold for detecting a change in 6 for
stick balancing is likely to be <1° (Orban et al. 1984) and t ~ 225 ms. On the other
hand, the threshold for mechanoreceptors to detect a change in 6 has been estimated
to be 4-5° (Dodson et al. 1998), whereas the time delay is likely to be <100 ms
(Mizobuchi et al. 2000).

These observations suggest the possibility of a nested control network topology
in which the number of feedback loops that participate in control increases as the
magnitude of the deviation from the set point to be controlled increases (Cabrera
and Milton 2012). An example suggestive of a nested control network structure
is the ankle-hip-step strategy used by humans to maintain balance in the face of
increasingly larger perturbations (Shumway-Cook and Woollacott 2001). It has been
hypothesized that chaotic dynamics can appear when there are three or more nested
time-delayed feedback loops (Glass and Malta 1990).

An example of a simple nested control loop strategy for human balance control is

kx(t) +o’6(t)+C if x(t—1) < —1
X)) = kx(t)+0%6(t)  if —1<xit—1)<1 (9.14)
kx(t) +o26(t) — C if x(t—1)>1

where C is a positive constant and the feedback is represented by the switch-like
discontinuous function shown in Fig. 9.8a (Eurich and Milton 1996). For small
displacements, |x| < 1, the feedback is not active. Thus, the balance control system
drifts under the influence of noise (open-loop control). This situation could reflect
the presence of a sensory “dead zone”, namely the displacements are too small to
be detected by, for example, joint mechanoreceptors. When |x| < 1, corrective
movements act to stabilize the system by reducing |x| (closed-loop control).

In this simple model, the dynamics depend on only three parameters: the noise
intensity (o2), the time delay (t) and the restoring force (C). Not surprisingly, when
o2 =0, the behavior of Eq. 9.14 can be completely determined analytically (Eurich
and Milton 1996). There is either a single limit cycle or the co-existence of two dif-
ferent limit cycles (multistability). Similar observations are obtained when Eq. 9.14
is modified to describe two nested feedback control loops (Milton et al. 2009a)

kx(t — 1)+ 026()+C if x(t—1) < -1
X)) = kx(t — 1)+ 0%@t)  if —1<x@t—-1)<l1 9.15)
kx(t — 1)+ 026(1t)—C if x(t—1t)>1

where 7, T/ are two time delays that are not necessarily equal and k > 0. This for-
mulation can potentially take advantage of the interplay between noise and delay for
stabilizing the unstable fixed-point that is expected to occur for small £ (Milton et al.
2008). Numerical simulations when 7 = t’ suggest that the behaviors generated by
Egs. 9.14 and 9.15 are very similar. Recently these concepts have been extended
to incorporate a discontinuous PD-type controller, i.e., feedback that depends on
both x(¢) and (¢) (Kowalczyk et al. 2011). The fact that limit cycle oscillations and
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Fig. 9.8 a Schematic representation of the feedback described by Eq. 9.14. b Two-point correlation
function for the fluctuations generated by Eq. 9.15. The noise intensity (¢'2) is highest for (i) and
lowest for (iii). (The down arrows subdivide K(At) into three regions, each of which can be
approximated with a linear slope. For more details see Milton et al. 2009c¢.)

multistability also arise emphasizes the robustness of the occurrence of these dynam-
ics in a nested control loop topology composed of only two time-delayed feedback
controllers.

The basic conclusions of Egs. 9.14 and 9.15 are supported by observations made
on human postural sway. Postural sway refers to the fluctuations observed in the
center of pressure while a subject stands quietly on a force platform with eyes closed.
There is an underlying oscillatory trend to these fluctuations (Winter et al. 1998;
Yamada 1995). An underlying oscillatory trend has also been emphasized for the
movements of the fingertip in the horizontal plane for stick balancing (Milton et al.
2009b). Moreover, as illustrated in Fig. 9.8b, the two-point correlation function

1 N—m s 5
K(An) = 3 1) = x(t + ADY + (y(@) = 3t + AnY’]
—m =

A

where At = t; —t, exhibits a varying number of scaling regions (Collins and De Luca
1994; Milton et al. 2009b). It was observed that multiple scaling regions in K(At)
could be reproduced by tuning Eqgs. 9.14 or 9.15 into the multistable regime and then
using noise to cause switching between the two limit attractors. All of the patterns
shown in Fig. 9.8b can be obtained simply by changing the noise intensity o> (Milton
et al. 2009c¢).

Switch-like Control of Saddle Points

Recently a novel suggestion concerning the role played by switch-like controllers
in the stabilization of an inverted pendulum has been advanced (Bottaro et al. 2008;
Asai et al. 2009). To illustrate this idea, consider the dynamics of an inverted planar
pendulum linearized about the unstable upright fixed-point

b(t) — %9(;) —0.
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a b

Fig. 9.9 a Phase plane representation of a saddle point. The axis are rotated to 6’ vs. 6. b The
quadrants labeled “ACT” are when the control is switched on; otherwise the control is off (“DRIFT”;
see text for discussion)

By making the Ansatz, 0(t) ~ ¢*', we see that A1, = 3+/g/€ and thus the fixed-
point is an unstable saddle point. Figure 9.9a shows a phase plane representation of
a saddle point.

Each trajectory in the phase plane represents the solution for a different choice
of the initial condition (0(zy), 6(7)). If we look carefully at each trajectory we can
see that even though the fixed-point is unstable there are intervals during which the
trajectories approach the fixed-point and other intervals where they diverge from the
fixed-point. There are only two exceptions to this rule: both correspond to a very
special choice of the initial conditions and hence for all practical purposes can be
ignored.

Figure 9.9b shows a switch-like control strategy that takes advantage of the phase
plane properties of a saddle point. By rotating the axis of the phase plane from
(Fig. 9.9a) we can see that the phase plane can be divided into regions where the
trajectories approach the saddle point and other regions where the trajectories diverge
away. Thus the investigators turned the control off (“drift”) when the trajectories were
in regions that naturally moved towards the fixed-point and activated control (“act”)
in the regions where the trajectories would naturally move away from the fixed-point
(Fig. 9.9b). Since this switch-like controller depends on both 8(¢) and 6(t) it is a
PD-type controller, albeit a more complicated one than the PD controllers typically
used in engineering applications.

There were three surprising observations. First, it was possible to determine an
act mechanism that resulted in robust control. Second, this strategy worked in the
presence of a delay and hence for a saddle point that exists in an infinite dimensional
space. Finally, in the presence of additive noise this control strategy results in the
presence of power law scaling regions similar to those observed for human postural
sway (Asai et al. 2009).
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Fig.9.10 a Schematic representation of stick balancing at the fingertip while standing on a vibrating
platform. b Stick survival curves in the presence and absence of vibration for the same subject.
(Figures reproduced from Milton et al. 2009a)

The Vibration Paradox

The introduction of vertical vibration at the fingertip using a whole-body vibrator ben-
efits stick balancing (Milton et al. 2009a, Fig. 9.10a). In this experiment, a 3—5 mm
vertical amplitude, 15-50 Hz vibration applied to the sole of the feet (Fig. 9.10a)
produces a ~ 0.1 mm vertical amplitude vibration at the fingertip (the body behaves
as a second-order low-pass filter with respect to vibration frequencies in this range).
Figure 9.10b shows that the stick survival curve in the presence of vibration is shifted
to the right, that is, #,, is larger in the presence of vibration.

The result shown in Fig. 9.10b is unexpected. Itis known that an inverted pendulum
can be stabilized by moving the pivot point vertically either periodically (Acheson
1997) or noisily (Bogdanoff 1962; Bogdanoff and Citron 1964). These stabilizing
effects are typically interpreted in the context of the Mathieu equation

(1) + (k + bcos 21 fy1)0(t) = 0 (9.16)
where b, k are positive constants. The condition for stability is that

J2g¢
2mh

fv > (9.17)
where & is the peak-to-peak amplitude. This condition ensures that the downward
acceleration can exceed that of gravity (Pippard 1987). Thus the observations in
Fig. 9.10 are surprising for two reasons. First, the downward acceleration cannot ex-
ceed g since the stick is not physically attached to the fingertip. Second, the vibration
frequency that benefits stick balancing (50 Hz) is nearly 100 times smaller than that
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predicted by Eq. 9.17 (when £ = 0.55 m and h = 0.001 m, then fyy = 5525 Hz).
Subsequently, it was found that the application of low amplitude, low frequency vi-
bration to the Achilles tendon had a stabilizing influence on human postural sway
(Milton et al. 2010). How is this possible?

There have been two approaches to resolve this paradox. The first approach was to
evaluate the stability of a Mathieu-type equation with time-delayed PD type feedback
(Insperger 2011),

(1) + (k + bcos2m fyt)o(t) = —k,0(t — T) — k0t — 7) (9.18)

where k,,, kg are positive constants. Define the critical length of the stick as the stick
length that can just be balanced against a given delay. It was found that Eq. 9.18
predicts that a shorter stick can be balanced than predicted by Eq. 9.16 and that this
effect can occur even if the maximum acceleration of the stick’s base does not exceed
g. However, these effects require considerably larger vibration amplitude than used
for human stick balancing.

The second approach has been to interpret the effects of vibration in the context
of a “drift and act” hypothesis (Milton et al. 2009a). This mechanism proposes that
the basin of attraction for the stabilized upright position is small enough so that
escapes (“falls”) are possible. Inside the basin of attraction, the trajectories “drift”;
and corrective actions are taken only when trajectories leave the basin of attraction.
Consequently any strategy that decreases the amplitude of the fluctuations in 6(¢) will
have a stabilizing effect since they decrease the probability that the trajectory escapes
the basin of attraction. The main features of these observations can be qualitatively
captured by a simple model which incorporates an unstable equilibrium point, a
time-delayed switch-type controller and parametric periodic excitation

X(t) = F(x(t — 1)x(t) + kx(¢) sin 27ft (9.19)

where F(x(t — 7)) is given in Fig. 9.11a. Equation 9.19 describes a “drift and act”
controller: corrective actions (“act”) are taken only when Th, > x(t — ) > Th,. When
Thy, >> Th; there is a range of parameters for which a complex periodic attractor
exists (Fig. 9.11b, 9.11c). The predicted decrease in the amplitude of the fluctuations
and the shift in the position of the centroid have been observed in the fluctuations
recorded for human postural sway when the Achilles’ tendons are vibrated with low
amplitude (~ 0.001 m) periodic vibration (Milton et al. 2010). If Th, is carefully
adjusted so that escapes are possible in the presence of low intensity additive noise,
then it is observed that periodic stimulation results in a prolongation of the survival
time (Fig. 9.11d).

Concluding Remarks

The interplay between noise and delay can benefit the voluntary control of balancing
tasks, such as stick balancing at the fingertip, in at least two ways. First, this interplay
can postpone instability. This effect would be anticipated to facilitate control in the
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Fig. 9.11 a Graphical representation of F(x(r — 7)) (for details see Milton et al. 2009c). b When
Thy >> Thy, periodic forcing decreases both the peak-to-peak and mean amplitude of the oscilla-
tion. ¢ A complex attractor exists under these conditions. It is clearly more complex than a limit
cycle; however, its exact nature has not yet been characterized. d When Th, > Thy, the system
can only be transiently confined and eventually escapes to infinity. Turning on the periodic forcing
approximately doubles the survival time

sense that stable dynamics are easier to manage than unstable dynamics. Second,
this interplay necessitates “drift and act” type control strategies. In addition, to stick
balancing, intermittent corrective movements appear to be a component of the control
of postural balance (Loram et al. 2005), saccadic eye movements, and the dynamics
of cochlear hair cells (Moreau and Sontag 2003). Switch-like controllers are well
known to engineers and have the property that they are optimal when the control is
bounded (Fliigge-Lotz 1968). Recently, it has been demonstrated that intermittent
control of a joystick is better than continuous control in the performance of a virtual
tracking task (Loram et al. 2011).

The above observations are to be contrasted with current hypotheses for voluntary
motor control which portray time delays an obstacle for neural control. Indeed, it
has been frequently argued that the nervous system must utilize mechanisms which
anticipate the deleterious effects of delays (for a review see Nijhawan 2008). The
proposed anticipatory mechanisms, in turn, emphasize the existence of internal mod-
els developed and used by the nervous system to base predictive actions (for a review
see Shadmehr et al. 2010). However, neural populations that underlie these schemes
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are themselves time delayed. The observations presented here suggest that a more
parsimonious view is to consider that noise and delay are part of the solution, not
part of the problem.

It is perilous to develop models of neural control without considering the effects
of noise and delay. In general it is not possible to reduce an infinite dimensional
dynamical system to a finite dimensional system without losing information, except
under certain very specific conditions (Insperger 2007). A fundamental problem is
that the mathematical techniques most commonly employed in engineering control
theory, namely the Fourier integral transform and Kalman filters, are not well suited
for the study of the dynamics of transients and they are insensitive to the effects
of the initial function, ®(s). As approaches to movement science which combine
mathematical modeling continue to develop, we can expect new theories for the
control of voluntary movements by the nervous system to emerge (Milton 2009).

An unresolved question is whether or not models of balance control can fully
capture the dynamics of stick balancing. This is because there are two distinct mech-
anisms that can cause the stick to fall: (1) 8 becomes too large, and (2) the required
movement of the fingertip to keep the stick balanced lies outside the reach of the arm
(in our laboratory the subject’s back must be kept against the back of a chair at all
times). Thus not all movements of the fingertip are directed towards minimizing 6:
some movements must be made to maintain the balancing task within arm’s reach. An
alternate view is that stick balancing has characteristics of a delayed pursuit-escape
task in which the fingertip pursues the tip of the stick (Milton et al. 2011; Ohira et al.
2011).

A characteristic of living organisms is the intermittency in their movement activi-
ties. Well studied examples include human movements (Gross et al. 2002), swimming
patterns of fish (Viswanathan 2010), the flights of fruit flies (Reynolds and Frye 2007)
and birds (Rayner et al. 2001), and foraging patterns (for a review see Viswanathan
1999). Intermittent fluctuations can also be observed in the collective activity of
populations (Cole 1991) and even in traffic flow along axons (Roy et al. 2000) and
highways (Sugihara et al. 2008). This intermittency may also be interpreted as seg-
ments in which the movements drift in response to the environment with little active
control interspersed with relatively shorter segments in which the organism acts by
making directed movement corrections. It is interesting to speculate that some of
these phenomena might also reflect a drift and act control strategy.
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